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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, 500 Sunnyside Boulevard, Woodbury, New York 11797

Editor’s Note: Readers of this Journal are asked to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

Announcement of the 1999 Election

In accordance with the provisions of the bylaws, the following Nomi-
nating Committee was appointed to prepare a slate for the election to take
place on 5 March 1999:

Stanley L. Ehrlich,Chair Dennis McFadden
Whitlow W. L. Au Winifred Strange
Shira L. Broschat Eric E. Ungar

The bylaws of the Society require that the Executive Director publish in the
Journal at least 90 days prior to the election date an announcement of the

election and the Nominating Committee’s nominations for the offices to be
filled. Additional candidates for these offices may be provided by any Mem-
ber or Fellow in good standing by letter received by the Executive Director
not less than 60 days prior to the election date and the name of any eligible
candidate so proposed by 20 Members or Fellows shall be entered on the
ballot.

Biographical information about the candidates and statements of ob-
jectives of the candidates for President-Elect and Vice President-Elect will
be mailed with the ballots.

CHARLES E. SCHMID
Executive Director

The Nominating Committee has submitted the following slate:

FOR PRESIDENT-ELECT

FOR VICE PRESIDENT-ELECT

Katherine S. Harris Richard Stern

Gilles A. Daigle Thomas D. Rossing
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FOR EXECUTIVE COUNCIL

F. V. Hunt Postdoctoral Research Fellowship
awarded to Lily Wang

The 1998–1999 F. V. Hunt Post-
doctoral Research Fellowship in
Acoustics was awarded to Lily M.
Wang. Under the Fellowship Dr. Wang
will undertake a research program at
the Technical University of Denmark
in Lyngby. The subject of her research
is on the subjective investigations of
spatial impressions.

Dr. Wang holds a BSE degree
from Princeton University and the
Ph.D. from Pennsylvania State Univer-
sity. Her Ph.D. thesis was on ‘‘Charac-
terization and analysis of the acoustic
radiation from bowed violins using
multi-planar nearfield acoustic holog-
raphy.’’

The Hunt Fellowship is granted
each year to an ASA member who has recently received his or her doctorate
or will be receiving the degree in the year in which the fellowship is to be
granted. The recipient of the fellowship is that individual who, through
personal qualifications and a proposed research topic, is judged to exhibit
the highest potential for benefiting any aspect of the science of sound and

promoting its usefulness to society. Further information about the Fellow-
ship is available from the Acoustical Society of America, 500 Sunnyside
Blvd., Woodbury, NY 11797, Tel.: 516-576-2360; Fax: 516-576-2377; E-
mail: asa@aip.org

Whitlow W. L. Au becomes new Associate
Editor of the Journal

In June 1998 Dr. Whitlow W. L.
Au of the University of Hawaii’s Insti-
tute of Marine Biology became a new
Associate Editor of theJournal for pa-
pers in Animal Bioacoustics, sharing
the PACS 43.80 Bioacoustics respon-
sibility with Professor Floyd Dunn.
Gradual expansion of bioacoustics
within the Journal publication pro-
gram prompted appointment of an ad-
ditional associate editor.

Whitlow Au received his B.S. in
Electrical Engineering from the Uni-
versity of Hawaii in 1962. He received
an M.S. degree in 1964 and a Ph.D.
degree in Electrical Science in 1970
from Washington State University.

John Erdreich David Feit Robert D. Finch

Christy K. Holland William A. Yost

Lily M. Wang

Whitlow W. Au
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From 1964 to 1968 Au was a project engineer at the Air Force Weap-
ons Laboratory in New Mexico. From 1970 to 1971 he conducted theoreti-
cal research in acoustic propagation at the Naval Ocean Systems Center in
San Diego, then transferred to their Hawaii Laboratory where he has con-
ducted research in signal processing, acoustical theory, and dolphin sonar
since 1971. Since 1993 he has been Chief Scientist in the Marine Mammal
Research Program at Hawaii Institute of Marine Biology.

Au has authored or co-authored 34 articles published in ourJournal,
mostly in animal bioacoustics, and a bookThe Sonar of Dolphins~1993!. A
Fellow of the ASA and recipient of the Silver Medal in Animal Bioacous-
tics, Au has also received the Navy Meritorious Civilian Service Award, and
several Publication Awards from the Naval Ocean Systems Center. Au is
currently Chair of the ASA Animal Bioacoustics Technical Committee.

The Editor-in-Chief and his colleagues welcome Whitlow Au to mem-
bership on the Editorial Board.

DANIEL W. MARTIN
Editor-in-Chief

Mark F. Hamilton becomes new Associate
Editor of the Journal

In June 1998 Professor Mark
Hamilton of the University of Texas at
Austin became a new Associate Editor
of the Journal for papers in Nonlinear
Acoustics ~PACS 43.25!, sharing this
responsibility with Professor Mack
Breazeale of the University of Missis-
sippi. Gradual expansion of nonlinear
acoustics within theJournal publica-
tion program prompted appointment of
an additional associate editor.

Mark Hamilton received a B.S.
in Electrical Engineering from Colum-
bia University in 1978. At Pennsylva-
nia State University he was granted an
M.S. in 1981 and Ph.D. in 1983, both
in Acoustics. He was an F. V. Hunt
ASA Postdoctoral Fellow at the Uni-

versity of Bergen Mathematics Institute~1983–84!, and at the University of
Texas Applied Research Laboratories~1984–85!. On the faculty of the Uni-
versity of Texas Department of Mechanical Engineering since 1985, he
became a Professor in 1993.

In 1988 Mark Hamilton received the Pi Tau Sigma Gold Medal from
the American Society of Mechanical Engineers, and a Packard Fellowship
for Science and Engineering. In 1989 he received the R. Bruce Lindsay
Award from the Acoustical Society of America.

In ASA he has served on the Executive Council~1993–96!, chaired
the Committee on Education in Acoustics~1988–91!, and has served on the
Technical Committees for Physical Acoustics and Engineering Acoustics.
He has authored or co-authored 31 articles published in ourJournaland has
been a frequent reviewer.

The Editor-in-Chief and his colleagues welcome Mark Hamilton to
membership on the Editorial Board.

DANIEL W. MARTIN
Editor-in-Chief

Reports of Technical Committees
~See October and December issues for reports of other Committees!

Acoustical Oceanography
The meetings for this period were in places with strong representation

in Acoustical Oceanography, with the result that there was an unusually
large number of papers and special sessions. Planning for the Seattle and
Berlin meetings was a major activity for the Technical Committee during
this period.

At the Seattle meeting, Jim Lynch, one of the most active AO mem-
bers, took over as Chair for 1998–2001.

At the Fall meeting in San Diego, Christian de Moustier organized a
session on ‘‘Acoustic Observation of Ocean Ridge Processes,’’ and Fred
Spiess of Scripps Institution of Oceanography presented a special lecture on

acoustic geodesy of the seafloor. Terry Ewart organized a special session on
‘‘Stochastic Inverse Methods,’’ and John Sahr presented a special lecture on
stochastic methods in ionospheric measurements. This was a good example
of the kind of cross fertilization that the UW–AO special lectures were
designed to promote, and this interdisciplinary spirit was evident in the
panel discussion that concluded this session. Another lively panel discussion
followed John Potter’s special session on the new topic, ‘‘Ambient Noise
Inversions,’’ Two firsts for AO occurred at San Diego: Bruce Cornuelle’s
well-attended short course, ‘‘Inverse Methods.’’ and the joint UW–AO stu-
dent reception, ably organized by Aaron Thode. At the San Diego Technical
Committee meeting, it was decided to begin a student paper competition
beginning with the Norfolk meeting. Barbara Sotirin agreed to chair an ad
hoc committee to re-examine the AO policy on special sessions and to
establish guidelines that would aid session organizers and encourage partici-
pation by younger members.

The Seattle meeting had an unprecedented number of papers, occupy-
ing all five days. Joint sessions with UW treated new topics, including Brian
Dushaw’s session on ‘‘Long-Range Propagation for Measurement of Ocean
Processes,’’ and the session by Jim Lynch and Grant Deane, ‘‘Surf Zone
Oceanography and Acoustics.’’ Van Holliday’s joint AO–AB session,
‘‘Acoustics of Fisheries and Plankton,’’ drew a huge response, requiring
that the papers be spread over five sub-sessions. Jim Lynch served as chair
at the Technical Committee meeting, where the primary topic was the de-
cline in ONR funding for ocean acoustics.

DARRELL JACKSON
Chair

Animal Bioacoustics
The Animal Bioacoustics Committee had its most successful meeting

ever in San Diego. Sessions were conducted over a span of four days with
58 verbal presentations and 10 posters. Whit Au started off the Animal
Bioacoustics program by presenting a Tutorial on ‘‘The Dolphin Echoloca-
tion System,’’ on Monday evening. Approximately 85 people attended the
tutorial. The ‘‘C. Scott Johnson session: Whales and Dolphin Acoustics,’’
organized by Sam Ridgway and David Helweg was very popular, with two
sessions involving 6 invited talks and 10 contributed talks. Ashley Walker
and Whit Au organized the two sessions on ‘‘Biologically inspired acoustics
models and systems,’’ which attracted 3 invited and 13 contributed papers.
There was a session on reptile and amphibian bioacoustics, organized by
Peter Narins and Ann Bowles, and a session on the effects of noise on
animals. Two sessions organized by Charles Greene and Mardi Hastings on
Instrumentation in animal bioacoustics wrapped up the animal bioacoustics
contribution to the San Diego meeting. Although the final instrumentation
session was held on Friday afternoon, the session was surprisingly well
attended.

Two student paper awards were granted for the first time in Animal
Bioacoustics. Caitlin O’Connell from the School of Veterinary Medicine,
University of California, Davis, won the first prize of $300 with her paper
on ‘‘Seismic transmission of elephant vocalization and movement.’’ Kath-
leen Stafford of Oregon State University won the 2nd prize of $200 for her
paper on ‘‘Low-frequency whale calls recorded on hydrophones moored in
the eastern tropical Pacific.’’

There were four Animal Bioacoustics sessions at the Seattle meeting,
Avian and Insect Acoustics, organized by Timothy Forrest, Temporal Pat-
tern and Rhythm organized by Christopher Clark, Fish Acoustics, and Gen-
eral Animal Bioacoustics. AB and AO co-organized an extremely popular
session on the Acoustics of Fisheries and Plankton, that had an overwhelm-
ing response with 2 invited papers and 33 contributed papers. Five sessions
were devoted to this topic. The AO organizer was Van Holliday and the AB
organizer was Whit Au. The first place student award of $300 was presented
to Hamilton Farris from Cornell University for his presentation on ‘‘Two-
tone suppression of the ultrasound induced startle response of a cricket.’’
The runner up student award of $200 was presented to Matthew Mason of
the University of Cambridge for his presentation on ‘‘Functional anatomy of
the middle ear of insectivores.’’ Darlene Ketten representing AB gave an
outstanding plenary presentation entitled ‘‘Marine mammal ears: An ana-
tomical perspective on underwater hearing.’’ Her presentation was warmly
received with many people mobbing her after the talk with numerous dis-
cussion topics and questions. Ronald Schusterman was elevated to a Fellow
status for his contribution in marine mammal audition and psychoacoustics.

Some of the important issues raised at the Technical Committee meet-
ings included the following:

1. Concern for the high registration fee was voiced by many.
2. There should be a moratorium on joint meetings for the next several

Mark F. Hamilton
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years since joint meetings tend to push registration fee upwards and make
for extremely early submission of abstracts. There were also concessions
made by the ASA to the ICA in order to organize a joint meeting. The
exception to this is the joint meeting with Japan since those meetings have
been conducted in the usual ASA format with a minimum of concessions or
alteration.

3. Having two locations caused difficulties for those that wanted to
attend other sessions in the different locations. The general sense was that
the size of the meeting was especially large because of the joint nature of it.

WHITLOW W. L. AU
Chair

Physical Acoustics

This report summarizes the activities of the Physical Acoustics Tech-
nical Committee~PATC! over the past year.

The technical program at the Penn State meeting consisted of one
special session and eight sessions of contributed papers. These nine sessions
contained a total of 5 invited and 90 contributed papers. The special session
was ‘‘Time-Reversed Acoustics’’ jointly organized with the Underwater and
Signal Processing committees and chaired by David Dowling. Sessions of
contributed papers~and chairs! were: ‘‘Quantum Acoustics and Thermoa-
coustics’’ ~Ralph Muehleisen!, ‘‘Radiation, Propagation and Scattering’’
~Gregory Kaduchak!, ‘‘Drops, Filaments, and Bubbles’’~Felipe Gaitan!,
‘‘Nonlinear Acoustics’’ ~Bruce Denardo!, Atmospheric Acoustics~David
Gardner!, Medical Ultrasound~Christy Holland!, Porous Media~Craig
Hickey!, and ‘‘Ultrasonics’’ ~L. C. Krysac!.

The technical program at the San Diego meeting consisted of five
sessions of contributed papers. These five sessions contained a total of 47
contributed papers. Sessions of contributed papers~and chairs! were: ‘‘Non-
linear Acoustics’’ ~Bart Lipkens!, Thermoacoustics~Pat Arnott!, ‘‘Radia-
tion, Propagation and Scattering’’~James Chambers!, ‘‘Bubbles, Drops, and
Particles’’ ~Robin Cleveland!, Inhomogeneous Media~Craig Hickey!.

The technical program at the Seattle meeting consisted of seven spe-
cial sessions and eleven sessions of contributed papers. These eighteen ses-
sions contained a total of 45 invited and 195 contributed papers. The special
sessions~and chairs! were: Memorial Session for Isadore Rudnick~Richard
Stern and Robert Keolian!, Nonlinear Acoustics Part II: 1. Solitons; 2. Bio-
medical Nonlinearities~Mack A. Breazeale and Lev. A. Ostrovsky!, Out-
door Sound Propagation~Henry E. Bass and Daniel Juve´!, Sonochemistry
and Sonoluminesence: SC I~Kenneth S. Suslick and Jacques L. Reisse!,
Nonlinear Acoustics I: 1. History; 2. Solids, Rocks; 3. Surface Waves, Part
I ~Mack Breazeale and Akira Nakamura!, Cavitation Dynamics: In Memo-
riam Hugh Flynn I and II~Charles C. Church, Ronald A. Roy and Werner
Lauterborn!, Sonochemistry and Sonoluminesence: SL~Thomas J. Matula
and R. Glynn Holt!. Sessions of contributed papers~and chairs! were: Gen-
eral Topics in Nonlinear Acoustics~Andres Larazza!, Cavities and Resona-
tors ~Robert M. Keolian!, Scattering from Fluid-Loaded Objects~Raymond
Lim!, Nonlinear Wave Propagation in Fluids~Steve Kargl and Patrick Ed-
son!, Ducts and Tubes~James P. Chambers!, Topics in Thermoacoustics
~Anthony Atchley!, Acoustic Characterization and Manipulation of Material
Properties~Sameer Madanshetty and D. Keith Wilson!, Half-Spaces and
Plates~Paul Barbone!, Radiation and Diffraction~Andrew A. Piacsek!, Gen-
eral Topics in Physical Acoustics, I and II~James Chambers and Michael
Bailey!, Acousto-Optics and Opto-Acoustics~Harry Simpson!.

The TC provided $1500 for travel support for two speakers to attend
the San Diego meeting. Willie Moss was the committee’s point of contact
for this initiative. The TC provided $600 for student receptions at the PSU
and Seattle meetings. Steve Garrett organized the student reception at the
Penn State meeting. It was held on the patio deck of the ARL research
facility and everyone seemed to enjoy themselves. The student reception in
Seattle was jointly organized with three other committees, UW, AO, and
BV. The TC provided $600 for WEB page construction. John Stroud con-
tinues to maintain this page for the committee. He updates member e-mail
addresses~thanks to Logan Hargrove! and posts the minutes of the PATC.

President Bob Apfel described an on-line preprint program callede-
print. The Technical Council announced a dues increase. Various options
and benefits are available to members. These include OFFPRINTS,
ECHOES, and a new on-line version of JASA. Tom Matula, John Stroud,
and Carr Everbach demonstrated the PATC WEB page. Anthony Atchley is
the PATC representative to the Long Range Planning Committee. This com-
mittee will be evaluating successes of the Seattle and Berlin meetings.

The Chair proposed that the committee spend less time on organizing
special sessions and more time on science during the meeting. At the Penn

State PATC meeting Bob Apfel showed a video of electro-acoustic genera-
tion of charged water drops. At the Seattle meeting Tim Simmons and Bart
Lipkens presented shortened versions of their presentations that discussed an
Acoustic Radiometer and Physical Effects of Macrosonic Standing Waves,
respectively.

The Physical Acoustics Summer School was held 21 June–28 June
with a total of 50 participants. Approximately one half the participants were
advanced graduate students in physical acoustics. The Physical Acoustics
Summer School is sponsored by the Office of Naval Research in cooperation
with the Acoustical Society of America and the National Center for Physical
Acoustics.

JAMES M. SABATIER
Chair

Phychological and Physiological Acoustics

For Psychological and Physiological Acoustics~P&P!, this past year
had many cross-disciplinary activities with other Technical Committees
~TCs!. One such activity deemed particularly important was our participa-
tion in the ASA Task Force on Acoustic Barriers in the Classroom to ad-
dress noise problems in the schools. This group, which sponsored a work-
shop at the House Ear Institute in December and plans a second meeting in
New York this spring, is drafting a formal response to questions from the
U.S. Access Board which may lead to future legislation. Peggy Nelson is
our representative to the Task Force, and P&P is forming its own interest
group to support work in this area. Please contact Dr. Nelson for further
information. Other cross-disciplinary activities included three sessions at the
San Diego meeting co-sponsored with Signal Processing on Acoustics in
Multimedia. Session topics were Perceptual Issues, Head-Related Transfer
Functions, and Source Localization. A number of P&P speakers also par-
ticipated in the Speech workshop at San Diego on the intersection of basic
science and clinical issues. The P&P program for San Diego was organized
by Robert Shannon.

The Spring meeting remained the main P&P meeting, with a large
program at Seattle compared to San Diego. The P&P program at Seattle was
organized by Lynne Werner, Donna Neff, Susan Norton, and Edward Burns.
P&P co-sponsored two sessions at Seattle. The first, with Speech Commu-
nication and Musical Acoustics, was titled‘‘Rhythm in Music and Speech’’
and was organized by Robert Port and J. Devin McAuley. The second, with
Musical Acoustics, was titled‘‘Purposeful Use of Nonlinear Distortion in
Musical Performance: The Eric Dolphy/Jimi Hendrix Celebratory Session’’
and organized by Edward Burns. This session was lively, loud, and attracted
considerable media interest. The jam session following revealed previously
unknown talents of some of our colleagues. Other highlights of the Seattle
meeting included plenary lectures by Eric Young and Brian Moore and two
special sessions. One, organized by Lynne Werner, was on auditory devel-
opment. The second, organized by Ervin Hafter, was on auditory attention.
Both were well attended and provided broad perspectives on the topics.
Multidisciplinary student receptions which included P&P were held at both
San Diego and Seattle and were judged to be very successful.

P&P continues to update and develop its WWW site
@www.boystown.org/asapp/#, thanks to Steven Neely and Brent Edwards.
The P&P program for upcoming meetings is posted there as soon as it is
available, as well as general information and a number of excellent links.
Check them out and contact Steve or Brent to post information there. An-
other initiative this year was to build a new and improved e-mail list of
members with P&P as their primary affiliation. The intent is to maintain this
list to pass along news and poll the membership on issues that arise. Please
send postings and e-mail address changes or additions to me
~neff@boystown.org!. The new list was used this spring to encourage atten-
dance at Seattle and voting in the ASA election. Publication in JASA re-
mains strong for both psychological and physiological acoustics, keeping
our five editors busy. P&P is strongly supportive of efforts to handle as
much of the current publishing process as possible electronically. This past
year, two of our members were selected for prestigious awards. P&P con-
gratulates Virginia Richards, who received the Troland Research Award
from the National Academy of Sciences in April, and Murray Sachs, who
will received the von Be´késy Medal at the Norfolk meeting this fall.

Much time this past year was spent planning both the Seattle and
upcoming Berlin meetings. Thanks to the efforts of the P&P Technical
Committee and our European colleagues, especially Armin Kohlrausch, a
series of invited sessions will form the core of what promises to be an
excellent P&P program. At Berlin, P&P will also co-sponsor a Workshop on
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Auditory Display, which should provide opportunities for exploring broader
and more applied topics than usual. Other topics discussed at our meetings
this year included reducing registration costs, concern about copyright is-
sues for electronic preprint publishing, and promoting P&P representation
within the ASA. A request was made to add a check-off box to the ballot
envelope for TC affiliation, so one could learn more about participation in
ASA elections. In our own P&P elections this spring, the six members
elected to serve on the Committee next year were: Huanping Dai, Ann
Clock Eddins, Robert Schlauch, Richard Fay, Stan Sheft, and Peggy Nelson.
Our thanks to the outgoing committee members for their work these past
three years: Laurel Carney, Mary Ann Cheatham, Craig Formby, Janet Koe-
hnke, Neal Viemeister, and Beverly Wright. Finally, the members elected
last spring who begin service this year are: Prudence Allen, Robert Carlyon,
David Dolan, Brent Edwards, Nina Kraus, and John Rosowski. Tom Hanna,
who was also elected to the Committee last year, died this January and will
be greatly missed. In closing, my thanks to the many members who served
on committees or helped with various projects in support of P&P.

DONNA L. NEFF
Chair

Speech Communication

The 134th Meeting in San Diego was a busy one for the Speech Com-
munication Technical Committee. On Monday, a workshop~only the second
in the history of SCTC! was held, entitled‘‘Basic Science at the Intersection
of Speech Science and Communication Disorders.’’ This workshop was
organized and chaired by Lynne Bernstein and Gary Weismer. The work-
shop which ran from 11 a.m. to 5 p.m. was attended by scores of interested
researchers and there was lively discussion among participants and the au-
dience. Two special sessions were also presented ‘‘Sources of Individual
Variability in Speech Production and Perception’’~Tuesday, chaired by Ken
Grant! and ‘‘Phonetic Perception and Word Recognition’’~Thursday,
chaired by Lynne Bernstein and Edward Auer!. Both sessions were well-
attended and well-received by participants. In addition, on Wednesday, Tho-
mas Crystal presented the Hot Topics lecture in Speech Communication,
entitled ‘‘Conversational Speech Recognition.’’ The Speech Communica-
tion Poster sessions were even larger and busier than usual. The special
effort made by the technical program organizers to reserve a large space for
the posters and to allow extra time for their exhibition was viewed as a
definite plus. Following long-standing tradition, Speech Communication
participated in a graduate student reception. This reception was also jointly
sponsored by Architectural, Musical, and Physiological and Psychological
Acoustics. Technical initiatives put forward included web site development,
Graduate Student Receptions for the Seattle joint ICA/ASA meeting.

TERRANCE M. NEAREY
Chair 1995–1998

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

1999
15–19 March Joint meeting: 137th meeting of the Acoustical Society

of America/Forum Acusticum@Acoustical Society of
America, 500 Sunnyside Blvd., Woodbury, NY 11797,
Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW:asa.aip.org#.

10–12 May AIAA/CEAS Aeroacoustics Conference, Bellevue, WA
@Belur Shivashankara, The Boeing Company, P.O. Box
3707, MS 67-ML, Seattle, WA 98124-2207; Tel.: 425-
234-9551, Fax: 425-237-5247; E-mail:
belun.n.shivashankara@boeing.com#.

6–7 June 1999 SEM Spring Conference, Cincinnati, OH
@Katherine M. Ramsay, Conference Manager, Society
for Experimental Mechanics, Inc., 7 School St., Bethel,
CT 06801; Tel.: 203-790-6373; Fax: 203-790-4472; E-
mail: meetings@sem1.com#.

27–30 June ASME Mechanics and Materials Conference, Blacks-
burg, VA @Mrs. Norma Guynn, Dept. of Engineering
Science and Mechanics, Virginia Tech, Blacksburg,

VA 24061-0219; FAX: 540-231-4574; E-mail:
nguynn@vt.edu; WWW:http://www.esm.vt.edu/
mmconf/#. Deadline for receipt of abstracts: 15 January
1999.

Revisions to Membership List

New Associates

Afaneh, Abdul-Hafiz A., BAMS/EME, Bosch, 38000 Hills Tech Dr., Farm-
ington Hills, MI 48331-3417 Agnew, Jeremy A., Starkey Laboratories,
Inc., Colorado Research Center, 1110 Elkton Dr., Unit E, Colorado—
Springs, CO 80907

Alex, Coiret L., 22 rue des Figuiers, Lagord 17140, France
Alter, Harry A., Owens Corning, Insultation Systems Business—Product

Development, 2790 Columbus Road, Granville, OH 43023
Ando, Shigeru, Dept. Mathematical Eng. & Information Physics, 7-3-1

Hongo, Bunkyo-ku, Tokyo 113-8656, Japan
Arezes, Pedro M., Lab. Ergonomia, Univ. do Minjo, Guimaraes 4800, Por-

tugal
Auerbach, Richard, 4012 Messina Dr., Plano, TX 75093
Backman, Juha R., Heinjoenpolko 2N 103, Espoo FIN-02140, Finland
Balaban, Evan S., The Neurosciences Institute, 10640 John Jay Hopkins Dr.,

San Diego, CA 92121
Bates, Kenneth, 15580 SW Barntwood Court, Beaverton, OR 97007
Berndtsson, Gunilla H., Audio & Visual Technology Research, Ericsson

Radio Systems AB, Torshamnsgatan 23, Stockholm 16480, Sweden
Bullock, Gary L., RR 11, Box 1340, Bedford, IN 47421
Christoff, James T., 802 West 8th St. Circle, Lynn Haven, FL 32444
Chunchuzov, Igor, Inst. of Atmospheric Physics, Russian Academy of Sci-

ences, 3 Pyzhevskii Per., Moscow 109017, Russia
Cobo, Pedro, Inst. de Acustica, CSIC, ACustica Ambiental, Serrano 144,

Madrid 28006, Spain
Crosby, Laurence, Symphonix Devices, 2331 Zanker Rd., San Jose,

CA 95131
Day, Robert A., 220 Gates St., San Francisco, CA 94110
Delory, Eric, Acoustics Research Lab., National Univ. of Singapore, Elec-

trical Engineering, Kent Ridge Crescent, Singapore
Didenko, Yuri T., Chemistry, Univ. of Illinois at Urbana-Champaign, 600

South Mathews Avenue, Urbana, IL 61801
Dougherty, Robert P., 10914 Ne 18th St., Bellevue, WA 98004
Dumbrell, Hugh A., DERA Bincleaves, SSMW, Newtons Rd., Weymouth,

Doreset DT4 8UR, U.K.
Dykhne, Alexandre M., Ctr. of Theoretical Physics & Applied Mathematics,

Federal Science Center ‘‘Triniti’’, Troitsky Sity Moscow Region,
Troitsk 142092, Russia

Edry, Robert A., 262 Old Mountain Rd., Lyndeborough, NH 03082
Egerev, Sergey V., N. N. Andreyev Acoustics Inst., 4 Shvernik St., Mos-

cow 117036, Russia
Erbe, Christine, Inst. of Ocean Sciences, Acoustical Oceanography, 9860

West Saanich Rd., Sidney, BC V8L 4B2, Canada
Fang, Qiping, Inst. of Acoustics, Chinese Academy of Sciences, 17 Zhong-

guancun St., Haidian District, Beijing 100080, People’s Republic of China
Felgate, Nicholas J., Shepherds Walk 61, Farnborough, Hampshire,

GU14 9A, U.K.
Flannery, Colm M., Nanoakustik, Paul-Drude Inst., Havsvogteiplatz 5-7,

Berlin 10117, Germany
Fournier, Patrick C., 255 17th Avenue, South, Great Falls, MT 59405
Froelich, Benoit G., Sonics, Schlumberger K. K., 2-2-1 Fuchinobe, Sagami-

hara, Kanagawa 229 0006, Japan
Furness, Roger K., 333 East 53rd St., Apt. 5N, New York, NY 10022
Gerges, Samir N. Y., Mechanical Engineering, Federal Univ. of Santa Cata-

rina, Campa Universitario—Trindade, Florianopolis SC 88040-900, Brazil
Guo, Jingnan, Occupational Hygiene Program, Dept. of Mechanical Engi-

neering, Univ. of British Columbia, 3rd Floor, 2206 East Mall, Vancouver,
BC V6T 1Z3, Canada

Halmrast, Tor, Spangberg Vn. 28A, Oslo N-0853, Norway
Hart, Lynette A., Dept. Population Health & Reproduction, Univ. of Cali-

fornia, Center Animals in Society, Davis, CA 95616
Herzel, Hans-Peter, Univ. Hospital & Biology Dept., ITB, Humboldt Univ.,

Invalidenstr. 43, Berlin D-10115, Germany
Holmes, Gary W., Engineering Systems Company, 7199 South Chase Court,

Littleton, CO 80128-4976
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Horoshenkov, Kirill V., Civil & Environmental Eng., Univ. of Bradford,
Great Morton Rd., Bradford, West Yorkshire, LS2G 6HG, U.K.

Hudson, Scott A., 25445 Doyle Court, Stevenson Ranch, CA 91381
Hutt, Daniel L., DREA, Environmental Acoustics, 9 Grove St., Dartmouth,

NS B2Y 3Z7, Canada
Im, Sang H., 959 South Gramercy Place,]203, Los Angeles, CA 90019
Isberg, Peter, Acoustics Unit., Ericsson Mobile Communications AB, NVA

Vattentornet, Lund 22183, Sweden
Jiang, Dejun, Inst. of Acoustics, Chinese Academy of Sciences, 17 Zhong-

guancun Rd., Hai Dan District, Beijing 100080, People’s Republic of
China

Johnson, Paul A., Nonlinear Elasticity Group, Los Alamos National Lab.,
Mail Stop D443, Los Alamos, NM 87501

Joo, Young-Sang, Korea Atomic Energy Research Inst., Nondestructive
Evaluation, Structural Integrity Div., P.O. Box 105, Yusong, Taejon 305-
600, Korea

Katsnelson, Boris G., Voronezh Univ., Physics, Universitetskaya Sq. 1, Vor-
onezh 394693, Russia

Kook, Hyungseok, School of Mechanical and Automotive Engineering,
Kookmin University, 861-1 Chongnungdong, Songbuk-gu, Seoul 136-702,
Korea

Kostarev, Stanislav A., Osenny Blrd. 3-260, Moscow 121609, Russia
Laux, Peter C., 6654 Scenic Shores Dr., Holland, MI 49423
Leamy, Theodore J., Electrotec Productions Inc., 31119 Via Colinas, West-

lake Village, CA 91362
Lee, Tom W. C., 7 Oak Hill Dr., Clinton, CT 06413
Lester, Robert A., Paoletti Associates, Inc., 40 Gold St., San Francisco,

CA 94133
Locqueteau, Christophe C., 9 Rue Edith Warthon, Hyeres 83400, France
Lu, Jian-Yu, Dept. of Bioengineering, Univ. of Toledo, 5035 Nitschke Hall,

2801 West Bancroft St., Toledo, OH 43606
Lu, Yadong, Inst. of Acoustics, Chinese Academy of Sciences, 9th Division,

Zhongguancun Rd. No. 17, Beijing 100080, People’s Republic of China
Maksimov, German A., Moscow Engineering Physics InN39 High Energy

Density Physics, Kashivskoe Str. 31, Moscow 115409, Russia
Martinez, Michael M., 6415 190th St., SW, Lynnwood, WA 98036-4155
Masanobu, Kumada, Haskins Laboratories, 270 Crown St., New Haven,

CT 06511
Matthews, Cathy C., Code 4912, NAWCTSD, 12350 Research Parkway,

Orlando, FL 32826
Oakley, Barbara A., Oakland University, Electrical & Systems Eng., Dodge

Hall of Engineering, Rochester, MI 48317
Ouis, Djamel, Bogesholmsvagen 19, Kavlinge S-24439, Sweden
Pan, Jian, 21963 Sunflower, Novi, MI 48375
Pavan, Gianni, Centro Interdisciplinare di Bioacustica, Univ. of Pavia, Via

Taramelli 24, Pavia PV 27100, Italy
Penrose, Nancy L., 6043 150th Court, NE, Redmond, WA 98052
Piehler, Christian O. M. C., IM Hoverfeld 5, Merzenich NRW 52399, Ger-

many
Rebula, Robertson, Rua Barata Ribeiro, 323/401, Rio de Janeiro 22040-000,

Brazil
Ruiz, Robert, L.A.R.A., Maison de la Recherche, Univ. de Toulouse—Le

Mirail, 5 Allees Antonio Machado, Toulouse Cedex 1, 31058, France
Saulnier, Louis, 204-291 Christophe-Colomb Est, Quebec, PQ G1K 3T1,

Canada
Saunders, Christopher A., Lexmark International Inc., Power Systems

Group/d27, 740 New Circle Rd., Bldg. 03213, Lexington, KY 40550
Schell, Stephen F., 3824 Clark Avenue, Long Beach, CA 90808
Schilling-Estes, Natalie, 586 Lagunita Dr., Apt. 22, Stanford, CA 94305-

8203
Schmidt, Robert A., 6034 Rothko Lane, Simi Valley, CA 93063
Seeker, Mark R., Miller Henning Associates, 6731 Whittier Avenue, Suite

A110, McLean, VA 22101
Shield, Bridget M., 26 Plum Lane, Plumstead SE18 3AE, U.K.
Singh, Dhiraj, 121 Mohalla Chaudharian, Hisar 125001, India
Sonwalkar, Vikas S., Electrical Engineering, University of Alaska, Fair-

banks, P.O. Box 755-915, 211 Duckering, Fairbanks, AK 99775
Tanaka, Manabu, Kibougaoka 6-2-6, Toyono-Cho, Toyono-Gun,

Osaka 563-0214, Japan
Thomas, Vaughn M., 208 Tillbrook Lane, Harrison City, PA 15636
Tian, Jing, Inst. of Acoustics, Academia Sinica, 17 Zhongguancun St.,

Beijing 100080 People’s Republic of China
Tollin, Daniel J., Dept. Physiology, Univ. of Wisconsin-Madison, 127 SMI,

1300 University Avenue, Madison, WI 53706

Tremblay, Kelly L., Electrophysiology, House Ear Institute, 2100 West
Third St., Los Angeles, CA 90057

Vaissiere, Jacqueline, Univ. de Paris III, Phonetique Dept., 19 Ave des
Bernardins, Paris 75005, France

Van Biesen, Leo P., Vrije Univ. Brussel, Pleinlaan 2, Brussels B-1050,
Belgium

Vovk, Igor V., Hydrodynamical Acoustics, Inst. of Hydromechanics, Na-
tional Academy of Sciences, 8/4 Zhelyabov Str., Kiev 252057, Ukraine

Waxler, Roger M., 1801 Puddintown Rd., State College, PA 16801
Wu, Qiu, 8110E Speedway Boulevard, #8289, Tucson, AZ 85710
Yang, Weicheng, Research Inst. of Household Electrical Appliance of

China, No. 1 Research Lab., No. 6, Yuetan Beixiaojie, Beijing 100037,
People’s Republic of China

Zaiken, Eliot J., Welch Allyn, 95 Old Shoals Rd., Arden, NC 28704-9739

New Students
Aytar, Pamela K., 10127 Linden, Overland Park, KS 66207
Bazua-Duran, Carmen, Oceanography, Univ. of Hawaii at Manoa, 1000

Pope Rd., MSB, Honolulu, HI 96822
Block, Gareth I., 1605-C Lyndhurst, Savoy, IL 61874
Chang, Steve S., Linguistics, Univ. of California, Berkeley, 1203 Dwinelle

Hall, Berkeley, CA 94720-2650
Clinard, Christopher G., 704 Berry Rd., Apt. D3, Nashville, TN 37204
Dapino, Marcelo J., Aerospace Eng. & Eng. Mechanics, Iowa State Univ.,

2019 Black Engineering Building, Ames, IA 50011
Farell, Cesar E., 6-43 Hillsboro Ave., Toronto, ON M5R 1S6, Canada
Gulsrud, Timothy E., 2301 Pearl St., #6, Boulder, CO 80302
Guo, Qiushuang, Electrical and Computer Eng., Univ. of Massachusetts–

Dartmouth, 285 Old Westport Rd., North Dartmouth, MA 02747
Hopkins, Jonathan K., Box 669, Univ. of Hartford, 200 Bloomfield Ave.,

West Hartford, CT 06117
Johnston, Todd E., ANP Laboratory–Noise, P.O. Box 3707, MC 1W-03,

Seattle, WA 98124-2207
Koperda, Eric F., 2252 Merrymount Dr., Suwance, GA 30024
Kripfgans, Oliver D., Dept. of Radiology, Univ. of Michigan, Zina Pitcher

Place, Krege III~R3315!, Ann Arbor, MI 48109
Krogseng, Jason J., 71 North Winthrop St., St. Paul, MN 55119-4674
Lentz, Matthew M., 618 Hardin Ave., Aurora, IL 60506
Liu, Chang, Speech and Hearing Sciences, Indiana University, 200 South

Jordan St., Bloomington, IN 47405,
Malliopoulos, Christos S. E., 11 Dekelias St., Metamorphosis, Ath-

ens 14451, Greece
Mandal, Nirmal K., Inst. of Noise and Vibration, Univ. of Technology Se-

marak, Kuala-Lumpur 54100, Malaysia
Mason, Matthew J., Dept. of Zoology, Univ. of Cambridge, Downing St.,

Cambridge CB2 3EJ, U.K.
McCormick, Ryan D., 2341 Chestnut Springs Trail, Marietta, GA 30062-

2834
Meglino, Mike P., 353 Hunters Blind Dr., Columbia, SC 29212
Meyer, Jens M., Am. Kirchpfad 34, Weiterstadt 64331, Germany
Neilsen, Tracianne B., 1044 Camino La Costa, #2060, Austin, TX 78752
O’Connell, Caitlin E., 908 Arthur St., Davis, CA 95616
O’Reilly, Thomas P., P.O. Box 12052, Elspark, Johannesburg 1418, South

Africa
Prodi, Nicola, Via Gozzi 3/1, Reggio Emilia RE 42100, Italy
Queen, Jennifer S., Psychology, Emory University, Atlanta, GA 30322
Reeder, Davis B., 43 Dexters Mill Dr., Teaticket, MA 02536
Rozelle, Lorna, G., 1244 NE 91st St., Seattle, WA 98115
Sanchez, M. Loreto, Angel Munox 560, Valdivia, Chile
Schenck, Diana L., Cognitive Science, The Johns Hopkins Univ., Krieger

Hall, 3400 North Charles St., Baltimore, MD 21218-2686
Sepulveda, Cristian F., C. Colon 3969 Depto. 123, Santiago 6761496, Chile
Sharp, Stephen J., Center for Acoustics and Vibration, Pennsylvania State

University, 157 Hammond Building, University Park, PA 16802
Sihn, Danny D. W., 102 Poplar Hall, UNC Charlotte, Charlotte, NC 28223
Slifka, Janet L., Speech Communication Group, RLE, MIT, 55 Vassar St.,

Room 36-549, Cambridge, MA 02139
Tan, Chin-Tuan, Nanyang Technological Univ., School of Electrical &

Electronic Eng., Nanyang Ave., Singapore 639798
Vainikainen, Keijo A., Kylatie 10A11, Helsinki 00320, Finland
Wong, Patrick C. M., Psychology Dept., Univ. of Texas at Austin, Austin,

TX 78712
Younghouse, Steven J., Acoustics/Mechanical Engineering, Univ. of Texas,

ETC II 6.202, Austin, TX 78712-1063
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Zhang, Chao, Physics Dept., Pennsylvania State Univ., 104 Davey Lab.,
University Park, PA 16802

Members Elected Fellows

J. D. Achenbach, P. G. Cable, R. P. Carlyon, D. E. Chimenti, S. L. Coombs,
D. J. Evans, K. W. Ferrara, O: Ghitza, J. F. Greenleaf, F. S. Henyey, D.
Juve, A. Kohlrausch, V. A. Krasilnikov, F. L. Lizzi, R. Martinez, J. C.
Middlebrooks, E. C. Monahan, K. J. Parker, A. N. Norris, O. V. Rudenko,
N. A. Shaw, Y. Tohkura, B. J. Uscinski

Associates Elected Fellows

O. V. Abramov, V. Abramov, K. H. Arehart, R. Aubauer, M. Badiey, R. H.
A. Bahr, B. Bajic, S. M. Balabaev, A. C. Balant, L. B. Berry, J. S. Bird, P.
Blanc-Benon, R. W. Bland, S. S. Boatright-Horowitz, O.-S. Bohn, R. L.
Brill, M. Brussieux, J. M. Burrows, E. Buss, L. H. Carney, V. J. Cerami, K.
Chen, R. Cheng, J. P. Christoff, S. Chucheepsakul, Q. Ciao, D. S. Clark, B.
D. Cornuelle, M. G. Cote, J. F. Culling, E. A. Cutler, B. B. Djordjevic, D. E.
Drommond, K. Eggenschwiler, J. M. Fletcher, E. R. Gerstein, N. J. Gior-
dano, H. S. Gopal, K. W. Grant, H. J. Helimaki, J. M. Hillenbrand, D. Hindl,
N. Hiroaki, F. Holmes, D. E. Homa, R. A. Honeycutt, S. S. M. Hussain, T.
Imamura, P. Iverson, D. A. Jarinko, S. S. Jarng, P. W. Jusczyk, W. Kainz, C.
S. Kaminsky, S.-W. Kang, A. I. Khil’ko, K. S. Kim, J. C. Kingston, A.
Lakomyj, K. Lashkari, J.-Y. Lin, S. G. Lindsey, I. Magrin-Chagnolleau, J.
W. Malek, D. L. Manger, K. W. Marr, S. E. Marshall, T. J. Mason, T. A.
Matthias, T. J. McGraw, J. R. Milet, R. L. Miller, K. N. Milligan, E. C.
Mousset, H. Nakasone, R. A. Nobili, P. D. Mourad, J. R. Olson, M. V.
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S. Victor, S. T. Walden, D. N. Washburn, J. M. Whitehead, R. J. Wilkes, J.
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REVIEWS OF ACOUSTICAL PATENTS
Daniel W. Martin
7349 Clough Pike, Cincinnati, Ohio 45244

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.

Reviewers for this issue:

RONALD B. COLEMAN, BBN Acoustic Technologies, 70 Fawcett Street, Cambridge, Massachusetts 02138
SAMUEL F. LYBARGER, 101 Oakwood Road, McMurray, Pennsylvania 15317
D. LLOYD RICE, 11222 Flatiron Drive, Lafayette, Colorado 80026
KEVIN P. SHEPHERD, MS463, NASA Langley Research Center, Hampton, Virginia 23681
ROBERT C. WAAG, University of Rochester Medical Center, 601 Elmwood Avenue, Rochester, New York 14642

5,513,149

43.30.Ky SOUND DAMPING ARRANGEMENT

P. Salmi, J. Pockale´n, and A. Järvi, assignors to Kvaerner Masa-
Yards OY

30 April 1996 „Class 367/1…; filed in Finland 22 November 1993

A system is described for attenuating and diffracting the sound gener-
ated by a ship’s own propulsion system, via the creation of a zone of ap-
propriately sized gas bubbles in the near neighborhood of the propulsors. In
the preferred arrangement the ship’s propellers are located forward on the

ship, as are the air~or other gas! blowing vents, so that a bubble zone is
formed which substantially surrounds the whole hull of the ship. Gas injec-
tion rates to produce optimum sized bubbles are quoted—WT

5,515,342

43.30.Yj DUAL FREQUENCY SONAR TRANSDUCER
ASSEMBLY

C. M. Stearns et al., assignors to Martin Marietta Corporation
7 May 1996„Class 367/155…; filed 10 July 1989

The headmass of a large low-frequency tonpilz-type transducer is hol-
lowed out so that a number of much smaller high-frequency tonpilz trans-
ducers can be mounted within that head. The radiating faces of the single
large transducer, and all the small transducers, are coplanar. At the reso-
nance frequency of the large unit, the small transducers simply move in
phase with the rest of the large headmass. At the high resonance frequency
of the small transducers, the large headmass functions as a rigid support
plate.—WT

5,515,343

43.30.Yj ELECTRO ACOUSTIC TRANSDUCERS
COMPRISING A FLEXIBLE AND SEALED
TRANSMITTING SHELL

D. Boucher and C. Pohlenz, assignors to Etat Francais
7 May 1996„Class 367/158…; filed in France 28 April 1988

The motor section for a flextensional transducer of any class, but par-
ticularly Class IV, differs from the conventional stack of piezoceramic disks
in that each such stack is terminated at both its ends by counter masses.
These two masses are mechanically coupled to the surrounding shell, and
the size of the masses is chosen so that the fundamental-length mode reso-
nance frequency of the stack, including the end masses, is slightly higher
than that of the fundamental bending mode of the shell. This should result in
a broadening of the transmission pass-band of the assembly because of the
coupling between these two, close, resonances.—WT

5,736,642

43.35.Zc NONLINEAR ULTRASONIC SCANNING TO
DETECT MATERIAL DEFECTS

William T. Yost and John H. Cantrell, assignors to the United
States of America

7 April 1998 „Class 73/602…; filed 8 January 1997

High-frequency sound waves of different frequency are mixed in an
interaction zone in material, generating waves of difference and sum fre-
quencies as a result of a nonlinear property of the material. The nonlinear
signal amplitude is an indicator of defects in the interaction zone of the
material.—DWM

5,515,341

43.38.Fx PROXIMITY SENSOR UTILIZING
POLYMER PIEZOELECTRIC FILM

M. Toda et al., assignors to Whitaker Corporation
7 May 1996„Class 367/140…; filed 14 September 1993

The transducer for a proximity sensing system consists of a curved
polyvinylidene fluoride film16 with rectangular-shaped electroded regions
18 similarly located on both faces of the film. Electrical connection to the
film is made via the wires20. The PVDF film is supported by backing
member22 with similar shape to the film so that the film bears against the
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troughs of the backing member, but there is clearance between the crests of
the two parts22 and16. The radius of curvature of the arc-shaped regions
influences the resonance frequency of the transducer. Gasket36 and cover
plate30, with apertures34, complete the assembly.—WT

5,519,670

43.38.Pf WATER HAMMER DRIVEN CAVITATION
CHAMBER

B. H. Walter, assignor to Industrial Sound Technologies,
Incorporated

21 May 1996„Class 367/142…; filed 3 October 1994

A cavitation chamber, useful for degassing liquids, mixing chemicals
or slurries, or promoting sonochemical reactions, is energized by repeatedly
interrupting the flow of a liquid through a conduit. The acoustic pulse cre-
ated each time the flow valve is closed propagates directly into the cavita-
tion chamber where it is reflected back and forth by acoustically reflective
boundaries creating a large amplitude standing wave.—WT

5,706,251

43.38.Pf SCUBA DIVING VOICE AND
COMMUNICATION SYSTEM USING BONE
CONDUCTED SOUND

David F. May, assignor to Trigger Scuba, Incorporated
6 January 1998„Class 367/132…; filed 22 November 1996

The patent describes in detail a communication system used for scuba
diving and discloses a mouthpiece design that produces bone conducted
sound via the teeth. In the figure one form of the mouthpiece is shown. The
mouthpiece is made of compliable plastic or rubber. It is provided with bite

plates210, held firmly between the teeth. A magnetostrictive transducer204
drives two sound conducting members206 to deliver vibration to the bite
plates. Breathing and speaking are through the opening208, basically the
same as used in regular scuba equipment.—SFL

5,740,257

43.38.Si ACTIVE NOISE CONTROL EARPIECE
BEING COMPATIBLE WITH MAGNETIC COUPLED
HEARING AIDS

Larry Allen Marcus, assignor to Lucent Technologies,
Incorporated

14 April 1998 „Class 381/71.6…; filed 19 December 1996

The patent relates to the use of active noise control with handsets that
must be compatible with hearing aids having a telephone coil pickup. A true
representation of the original input signal is employed to drive a separate

external field coil, positioned between the handset receiver and acoustic
output ports located in close proximity to the user’s ear cavity, and the
magnetically coupled hearing aid.—SFL

5,734,246

43.40.Vn ACTIVE PIEZO-ELECTRIC VIBRATION
ISOLATION AND DIRECTIONAL SYSTEMS

Eric T. Falangas, assignor to The Aerospace Corporation
31 March 1998„Class 318/649…; filed 16 May 1995

This patent describes an active control system to provide payload vi-
bration isolation from spacecraft disturbances. Isolation is achieved using
activated mounts, where each mount is comprised of a passive plate element
10 formed into the shape of an ‘‘S,’’ with piezo-electric actuators20a–f and
accelerometers~nominally collocated with actuators! mounted to the passive

‘‘S’’ bracket. The control approach uses accelerometers to measure the low-
order modal responses of the system.H-infinity control is used to minimize
these responses at a few specific resonance frequencies. The approach is
said to provide active isolation at low frequencies~i.e., 5–100 Hz!, and
passive isolation at higher frequencies.—RBC
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5,730,510

43.50.Gf SNOWMOBILE DRIVE TRACK WITH
NOISE REDUCING TREAD PATTERN

Denis Courtemanche, assignor to Camoplast, Incorporated
24 March 1998„Class 305/168…; filed 9 September 1996

A snowmobile drive track is described in which the frequency of the
generated sound is reduced, thus providing increased comfort to the rider,
and others. A snowmobile drive track usually consists of a wide belt with
evenly spaced, transverse treads which provide traction. It is proposed that
one out of every three successive treads have a different physical configu-
ration, and that this pattern is then repeated for all successive threesomes.—
KPS

5,734,211

43.50.Gf SPINDLE MOTOR WITH SOUNDPROOFING

Seung Wan Yu, assignor to Samsung Electro-Mechanics Company
31 March 1998„Class 310/51…; filed in Korea 30 November 1995

A spindle motor is described in which noise generated within the cav-
ity formed by the rotor case5 and the mounting plate10 escapes through the

gap11. The perimeter wall12 serves to reflect sound back into the motor.
Several variations of the geometry of the wall are described.—KPS

5,735,229

43.50.Gf PERSONAL WATERCRAFT SEAT HAVING
AIR INTAKE SILENCER

Ian G. House and Christopher K. Wachowski, assignors to
Brunswick Corporation

7 April 1998 „Class 114/363…; filed 21 December 1996

This patent relates to personal watercraft which use an internal com-
bustion engine to drive a jet pump which propels the craft. An air intake
silencer is described which is integral to the seat base of the watercraft.
Numerous examples having combinations of expansion chambers, quarter
wavelength resonators, and Helmholtz resonators are given.—KPS

5,736,691

43.50.Gf ACOUSTIC BARRIER FOR MOBILE
MACHINERY

Stephen L. Batog and Robert T. Peterson, assignors to Case
Corporation

7 April 1998 „Class 181/284…; filed 3 July 1995

Machines such as backhoes and front-end loaders frequently have
openings in the operator’s compartment to allow for movement of control
levers. Noise and dust will enter the operator’s compartment through such
openings. An acoustical barrier is described in which blocks of acoustical
material are notched in such a way as to allow movement of the levers and
inhibit the passage of dirt and sound. Several barrier configurations are
described.—KPS

5,738,061

43.50.Gf ENGINE HAVING SOUND ABSORPTION
STRUCTURES ON THE OUTER SIDES OF
COMBUSTION CHAMBERS

Hideo Kawamura, assignor to Isuzu Ceramics Research Institute
Company

14 April 1998 „Class 123/193.1…; filed in Japan 6 July 1995

This patent relates to combustion chambers of internal combustion
engines, with particular application to heat insulating engines which contain
ceramic components. Arrangements are described in which heat insulating
layers and vibration damping layers are combined and applied to the com-
bustion cylinder walls, the cylinder head, the piston head, and the valve
guides.—KPS

5,739,483

43.50.Gf AUTOMOBILE EXHAUST NOISE
SUPPRESSOR

Haruki Yashiro et al., assignors to Nissan Motor Company
14 April 1998 „Class 181/254…; filed in Japan 9 May 1994

A two-mechanism muffler is described. The first mechanism reduces
noise in the low engine-speed range and the second reduces noise in the high
engine-speed range. A valve16 is provided that connects the first mecha-

nism to the second, according to the engine exhaust pressure. At low speeds
the valve is closed and mainly low-frequency sound is attenuated. At higher
speeds the valve opens and higher-frequency sound is attenuated.—KPS

5,739,484

43.50.Gf EXHAUST MUFFLER

Mack L. Jones, Temecula, CA
14 April 1998 „Class 181/264…; filed 12 March 1997

An exhaust muffler for an internal combustion engine is described in
which a baffle assembly provides two main flowpaths resulting in seven
different paths for exhaust gases to follow, and two Helmholtz chambers.

Unequal paths and multiple reflections provided by this assembly improve
noise reduction with significantly less backpressure.—KPS
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5,732,547

43.50.Ki JET ENGINE FAN NOISE REDUCTION
SYSTEM UTILIZING ELECTRO PNEUMATIC
TRANSDUCERS

Ronald F. Olsen and Jeffrey M. Orzechowski, assignors to the
Boeing Company

31 March 1998„Class 60/204…; filed 24 May 1996

An active noise control system to suppress fan tone noise in jet engines
is described. The system proposed is a feedforward approach using fan
angular speed or blade passing frequency as the reference signal input. The
residual metric to be minimized is the mean-square response of microphones
located upstream and downstream of the engine fan and fan exit guide vane
stage. The control output signals actuate~modulate! air control valves on
each side of the fan stage to direct conditioned~pressure and temperature
regulated! high-pressure primary air flow. The active system addresses fan
tone noise. Passive treatments are used to reduce fan broadband noise.—
RBC

5,734,727

43.50.Ki SUNROOF ASSEMBLY NOISE
ATTENUATION SYSTEM

B. Michael Flaherty and William C. Brown, assignors to ASC,
Incorporated

31 March 1998„Class 381/86…; filed 7 June 1995

A sunroof noise attenuation system is described to reduce wind-
buffeting noise in automobile interiors. The approach uses microphones
mounted to the leading and trailing edges of the sunroof opening. Differ-
ences in the sound levels at these microphone locations are used to move the
location of the sunroof pane for the purpose of reducing wind-buffeting
noise. As an alternative to controlling pane position in response to micro-
phone responses, the patent discusses use of vehicle speed to gain-schedule
the pane position.—RBC

5,740,984

43.50.Lj LOW SONIC BOOM SHOCK CONTROL/
ALLEVIATION SURFACE

John M. Morgenstern, assignor to McDonnell Douglas
Corporation

21 April 1998 „Class 244/1 N…; filed 22 September 1994

A sonic boom mitigation device is described which consists of an
aerodynamic control surface placed near the nose of a supersonic aircraft. In
contrast to the classicalN-wave sonic boom, the presence of this additional

control surface results in a less abrupt nose shock and reduced pressure
amplitude. The surface may be retracted when sonic boom control is not
required.—KPS

5,728,980

43.55.Dt DUCT SILENCER

Bernard Zarnick, Cleveland, OH
17 March 1998„Class 181/224…; filed 19 February 1997

The patent describes a duct silencer for heating and air conditioning
systems. Acoustical panels12 are mounted parallel to one another and ar-
ranged longitudinally in the duct. Each panel consists of a high density, rigid

fiberglass core tightly encapsulated in a covering of polyvinylfluoride, 1–5
mils thick.—KPS

5,737,797

43.55.Dt CENTRAL VACUUM WITH ACOUSTICAL
DAMPING

Stephen P. Rittmueller et al., assignors to Iowa State University
Research Foundation, and White Consolidated Industries

14 April 1998 „Class 15/326…; filed 28 November 1995

The patent relates to built-in vacuum systems, consisting of a central
vacuum unit and a system of ducts which extend to various rooms of a
house. Noise generated in the vicinity of the central vacuum unit is reduced
through the application of acoustically absorbent materials to a canister
which contains the motor, and to the inlet and exhaust ducts. The ducts are
designed to form serpentine pathways which are acoustically treated to re-
duce emitted noise.—KPS

5,738,098

43.58.Ls MULTI-FOCUS ULTRASOUND LENS

George A. Brock-Fisher and Gregory G. Vogel, assignors to
Hewlett-Packard Company

14 April 1998 „Class 128/662.03…; filed 21 July 1995

The focal length of an ultrasonic transducer is made variable by the
shape of a lens mounted on the transducer. For a linear or curved linear
transducer, the curvature of the lens is larger at one end of the array than the
other end so that as the area of interest becomes deeper the transducer can
be slid or rolled to obtain a focus in elevation at a variable depth. For a
phased array, the lens radius of curvature is larger as the distance from the
center of the array to the ends of the array increases to provide a focus in
elevation at a shallower depth at nearer ranges from the transducer.—RCW
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5,710,819

43.66.Ts REMOTELY CONTROLLED, ESPECIALLY
REMOTELY PROGRAMMABLE HEARING AID
SYSTEM

Jan Topholm and Soren Erik Westermann, assignors to Topholm
& Westermann APS

20 January 1998 „Class 381/68.2…; filed in Germany 15 March
1993

A remotely controllable hearing aid with an external control device
having a keyboard is shown. In the control device there is a signal generator
and a data processing section. The control device can be used with the
hearing aid to determine the audiometric values for the wearer with more
nearly real conditions than obtained with a usual audiometer. The hearing
aid may be set to have amplification appropriate for the audiometric mea-
surements. Connection between the control device and the hearing aid may
be made by a cable or by a radio frequency channel.—SFL

5,712,917

43.66.Ts SYSTEM AND METHOD FOR CREATING
AUDITORY SENSATIONS

George Offutt, Green Lane, PA
27 January 1998„Class 381/68.6…; filed 22 November 1994

The patent describes a hearing aid in which the usual magnetic re-
ceiver is replaced by skin contacting electrodes. One electrode18 is ring-
shaped and contacts the skin of the ear canal about halfway toward the
eardrum. The other electrode30 is placed on the skin somewhere on the

body, for example, below the opposite ear. A microphone in the ear canal
unit picks up sound and converts it to an electrical signal that is amplified in
the hearing aid and delivered to the electrodes. No data are given as to the
gain available from the system.—SFL

5,712,918

43.66.Ts PRESS-FIT EAR WAX BARRIER

Robert S. Yoest, assignor to Beltone Electronics Corporation
27 January 1998„Class 381/68.6…; filed 27 January 1995

A press-fit wax barrier is shown for in-the-ear or in-the-canal type
hearing aids that fits into a plastic tubing socket in the aid. The barrier can
be readily replaced if wax accumulation is diminishing the hearing aid out-
put. In one construction a mesh element at the outer end of the barrier

impedes the entrance of ear wax. In another construction, a plurality of
undulations extend inwardly in the barrier to occlude wax movement
through the acoustical passageway.—SFL

5,712,919

43.66.Ts HEARING AID APPARATUS POWERED
BY CAPACITOR

Dale M. Ruhling, assignor to Multi-Line Designs, Incorporated
27 January 1998„Class 381/69.2…; filed 7 June 1995

The patent shows a hearing aid with a built-in power supply consisting
of one or more capacitors. Means are provided for recharging the capacitors
from an outside recharging unit. According to the patent, recharging can be
done very rapidly. It is not mentioned that the voltage delivered to the aid
from the capacitors will drop continuously, and that the useful life of a
charge will depend on the lowest useful supply voltage suitable for the
hearing aid.—SFL

5,715,365

43.72.Ar ESTIMATION OF EXCITATION
PARAMETERS

Daniel Wayne Griffin and Jae S. Lim, assignors to Digital Voice
Systems, Incorporated

3 February 1998„Class 395/2.23…; filed 4 April 1994

The patent discloses an improved method of estimating voicing and
pitch parameters of a speech signal. The input speech is filtered into one or
more bands, and a nonlinear operation applied to the band output empha-
sizes the fundamental frequency component of the band. Nonlinear opera-
tions such as absolute value~AV !, AV to some power, or log of AV have
the desired effect and tend to reduce the broadening of spectral peaks due to
frequency changes within the analysis window.—DLR

5,732,188

43.72.Ar METHOD FOR THE MODIFICATION OF
LPC COEFFICIENTS OF ACOUSTIC
SIGNALS

Takehiro Moriya et al., assignors to Nippon Telegraph and
Telephone Corporation

24 March 1998„Class 395/2.28…; filed in Japan 10 March 1995

The patent covers a method of altering linear prediction coefficient
values in a way that improves the perceptual characteristics of the encoded
speech. The LP coefficients are transformed to the cepstral domain and then
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modified according to a perceptual masking function. The result is again
transformed back to the LP coefficient domain.—DLR

5,721,807

43.72.Bs METHOD AND NEURAL NETWORK FOR
SPEECH RECOGNITION USING A
CORRELOGRAM AS INPUT

Wolfgang Tschirk, assignor to Siemens Aktiengesellschaft
Oesterreich

24 February 1998„Class 395/2.64…; filed in Austria 25 July 1991

In this isolated-word recognition system, a power spectral density ma-
trix representing the input phrase is first computed. From this matrix a
correlogram is generated consisting of the sums of products of the matrix
elements. The result is a time-independent feature array which is fed to a
neural network analyzer for the word classification.—DLR

5,708,754

43.72.Dv METHOD FOR REAL-TIME REDUCTION
OF VOICE TELECOMMUNICATIONS NOISE
NOT MEASURABLE AT ITS SOURCE

Woodson Dale Wynn, assignor to AT&T
13 January 1998„Class 395/2.28…; filed 30 November 1993

This is the first patent seen by this reviewer which uses a linear pre-
diction ~LPC! model of the ongoing speech signal as a basis for real-time
noise reduction. The system uses an LPC-based voice activity detector and
updates a noise spectral model during nonspeech. During voicing, the model
order is controlled and pole positions are averaged across adjacent frames to
minimize the typical LPC analysis problems.—DLR

5,729,657

43.72.Ew TIME COMPRESSION/EXPANSION OF
PHONEMES BASED ON THE INFORMATION
CARRYING ELEMENTS OF THE PHONEMES

Tomas Svensson, assignor to Telia AB
17 March 1998 „Class 395/2.76…; filed in Sweden 25 November

1993

This speech rate changer analyzes the subphonemic structure of the
speech signal and adjusts the duration of various parts of each phonemic
element according to their information content. The implementation in-
cludes what is basically a library of stored rankings of the acoustic elements

within each phoneme according to their impact on intelligibility under
timescale modification. The highest ranking elements are the most resistant
to duration adjustment.—DLR

5,719,993

43.72.Gy LONG-TERM PREDICTOR

Willem Bastiaan Kleijn, assignor to Lucent Technologies,
Incorporated

17 February 1998„Class 395/2.29…; filed 28 June 1993

This CELP vocoder includes a long-term~pitch! predictor with im-
proved tracking characteristics, resulting in reduced buzziness and percep-
tible noise in the speech output. The pitch predictor uses known interpola-
tion methods to allow noninteger pitch periods. A fixed delay greater than an

expected period of the codebook excitation allows ‘‘preprocessing’’ by a
two-tap FIR filter which smooths abrupt transitions from voiceless condition
to pitch tracking.—DLR

5,724,480

43.72.Gy SPEECH CODING APPARATUS, SPEECH
DECODING APPARATUS, SPEECH CODING
AND DECODING METHOD, AND A PHASE
AMPLITUDE CHARACTERISTIC EXTRACTING
APPARATUS FOR CARRYING OUT THE METHOD

Tadashi Yamaura, assignor to Mitsubishi Denki Kabushiki
Kaisha

3 March 1998 „Class 395/2.28…; filed in Japan 28 October 1994

The patent describes a variety of linear prediction vocoders, all having
in common the use of the extraction of short-term phase information from
the LP residual signal. The patent shows various arrangements of the phase

extractor and random, pulse, and/or adaptive vector quantizers, which gen-
erate the coded signals for transmission.—DLR
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5,727,122

43.72.Gy CODE EXCITATION LINEAR PREDICTIVE
„CELP… ENCODER AND DECODER AND
CODE EXCITATION LINEAR PREDICTIVE CODING
METHOD

Kenichiro Hosoda et al., assignors to Oki Electric Industry
Company

10 March 1998„Class 395/2.32…; filed 10 June 1993

This CELP vocoder uses multiple excitation codebooks containing
pulselike and stochastic excitations. High quality speech is obtained by sum-
ming the two excitation vectors, each with its own gain value. The pulselike
codebook is adapted after each search. In a second system the pulselike
excitation waveform is shifted by the pitch lag distance, thus removing
periodicity effects from that codebook.—DLR

5,727,125

43.72.Gy METHOD AND APPARATUS FOR
SYNTHESIS OF SPEECH EXCITATION
WAVEFORMS

Chad Scott Bergstromet al., assignors to Motorola, Incorporated
10 March 1998„Class 395/12.73…; filed 5 December 1994

It has long been recognized that the primary quality limitation of linear
prediction vocoders is due to inaccuracies in the representation of the exci-
tation waveform. Many methods have been used to encode a high-quality
excitation waveform with a small number of bits. This patent discloses a

new technique for describing the excitation with a small set of parameter
values. The methods used include correlations to improve pitch alignment,
improved interpolation, and a waveletlike extraction of common basis func-
tions from the original excitation signal.—DLR

5,729,655

43.72.Gy METHOD AND APPARATUS FOR
SPEECH COMPRESSION USING MULTI-MODE
CODE EXCITED LINEAR PREDICTIVE CODING

Victor D. Kolesnik et al., assignors to Alaris, Incorporated and G.
T. Technology, Incorporated

17 March 1998„Class 395/2.32…; filed 31 May 1994

This patent discloses several strategies for improving the quality
and/or reducing the bitrate of a code excited LP~CELP! vocoder. Of several
methods described, the most detailed is a system which sequentially applies

adaptive, ‘‘pulse’’ and stochastic codebook searches, using the best-
matching excitation of the three searches.—DLR

5,729,658

43.72.Gv EVALUATING INTELLIGIBILITY OF
SPEECH REPRODUCTION AND TRANSMISSION
ACROSS MULTIPLE LISTENING CONDITIONS

ZeZhang Hou and Aaron R. Thornton, assignors to Massachusetts
Eye and Ear Infirmary

17 March 1998„Class 395/2.79…; filed 17 June 1994

The patent describes a procedure for summarizing the performance of
a speech processing system under various conditions which would affect the
transmission or reproduction of speech. The result is described as an articu-
lation index. The idea is then taken a step further; a loop is set up in which
a system is specified, simulated by computer, evaluated to determine its
articulation index value, and then refined by a small increment and
retested.—DLR

5,732,390

43.72.Gy SPEECH SIGNAL TRANSMITTING AND
RECEIVING APPARATUS WITH NOISE
SENSITIVE VOLUME CONTROL

Keiichi Katayanagi et al., Sony Corporation
24 March 1998„Class 704/227…; filed in Japan 29 June 1993

This vocoding system contains mechanisms to monitor the background
noise level at both transmitting and receiving sites, as well as the transmitted
speech signal level. Playback volume at the receiving end is then adjusted to
a comfortable loudness level based on these signal and noise level measure-
ments. This reduces the need for the listener to adjust volume levels manu-
ally to match changes in the speaker’s environment.—DLR

5,734,789

43.72.Gy VOICED, UNVOICED, OR NOISE MODES
IN A CELP VOCODER

Kumar Swaminathan et al., assignors to Hughes Electronics
31 March 1998„Class 395/2.15…; filed 1 June 1992

This CELP vocoder uses different coding techniques depending on
whether the current frame is classified as voiced and stationary, unvoiced
and transient, or background noise. Past and look-ahead frames may alter
the initial classification. The final classification affects the subset of line
spectral frequency parameters chosen for transmission and various other
encoding details.—DLR
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5,727,120

43.72.Ja APPARATUS FOR ELECTRONICALLY
GENERATING A SPOKEN MESSAGE

Bert Van Coile et al., assignors to Lernout & Hauspie Speech
Products N. V.

10 March 1998„Class 395/2.15…; filed 26 January 1995

The usual dilemma for speech synthesis is to produce arbitrary spoken
phrases while retaining the quality of a recorded-speech playback system.
True text-to-speech of comparable quality is not yet possible. This compro-
mise system extracts certain prosodic information from phrases spoken by
arbitrary speakers and applies the extracted patterns to the entire synthesized
phrase, so as to minimize changes in the speaker characteristics. It is thus
possible to generate arbitrary phrases with near recorded quality.—DLR

5,732,395

43.72.Ja METHODS FOR CONTROLLING THE
GENERATION OF SPEECH FROM TEXT
REPRESENTING NAMES AND ADDRESSES

Kim Ernest Alexander Silverman, assignor to NYNEX Science &
Technology

24 March 1998„Class 704/260…; filed 19 March 1993

This specialized text-to-speech synthesizer operates on text strings rep-
resenting name and address information such as would comprise a telephone
directory entry. Making use of the known structure of the text, the set of
rules disclosed in this patent produces a sequence of prosodic markings
which allow the synthesis of high-quality output speech.—DLR

5,727,121

43.72.Kb SOUND PROCESSING APPARATUS
CAPABLE OF CORRECT AND EFFICIENT
EXTRACTION OF SIGNIFICANT SECTION DATA

Takeshi Chiba and Koh Kamizawa, assignors to Fuji Xerox
Company

10 March 1998„Class 395/2.23…; filed in Japan 10 February 1994

This voice activity detector divides the speech signal into segments
and assigns an initial speech presence estimate to each segment. The initial
assignments are then refined by evaluating the segment sequence and dura-

tions. The primary detection parameter will typically be a speech power
measurement, although several alternative measures are suggested. The
patent is primarily concerned with the segment reassignment logic.—DLR

5,732,392

43.72.Kb METHOD FOR SPEECH DETECTION IN A
HIGH-NOISE ENVIRONMENT

Osamu Mizuno et al., assignors to Nippon Telegraph and
Telephone Corporation

24 March 1998„Class 704/233…; filed in Japan 25 September 1995

This speech presence detector measures the degree and rate of change
of the signal spectrum as a means of detecting a speech signal. The rate
measure is achieved by counting the number of times a peak of the spectral
variation exceeds a threshold.—DLR

5,719,997

43.72.Ne LARGE VOCABULARY CONNECTED
SPEECH RECOGNITION SYSTEM AND METHOD OF
LANGUAGE REPRESENTATION USING
EVOLUTIONAL GRAMMAR TO REPRESENT
CONTEXT FREE GRAMMARS

Michael Kenneth Brown and Stephen Charles Glinski, assignors
to Lucent Technologies, Incorporated

17 February 1998„Class 395/2.66…; filed 21 January 1994

Many large vocabulary speech recognition systems store the Markov
model information in some sort of table structure. The system described
here differs in storing that information integrally with the grammar struc-
ture. For use with that architecture, this patent presents a symbolic HMM
format which allows the HMMs to be constructed as required, saving sub-
stantial memory space.—DLR

5,724,481

43.72.Ne METHOD FOR AUTOMATIC SPEECH
RECOGNITION OF ARBITRARY SPOKEN WORDS

Roger Borgan Garberg and Michael Allen Yudkovski, assignors
to Lucent Technologies, Incorporated

3 March 1998 „Class 395/2.52…; filed 30 March 1995

This patent describes an automated telephone operator speech recog-
nition system intended to capture the caller’s name for credit card purchases,
etc. Since this task is beyond the capability of current recognition technol-
ogy, the system would have the caller supply a phone number by speech,
TouchTone, or callerID, together with a spoken name. The system looks up
the number to get the caller’s name, then uses a text-to-speech system to
generate a speaker-independent template, which is used to verify the spoken
name.—DLR

5,727,124

43.72.Ne METHOD AND APPARATUS FOR SIGNAL
RECOGNITION THAT COMPENSATES FOR
MISMATCHING

Chin-Hui Lee and Ananth Sankar, assignors to Lucent
Technologies, Incorporated

10 March 1998„Class 395/2.42…; filed 21 June 1994

Speech recognition systems usually perform poorly under mismatched
conditions, such as different microphones being used for training and rec-
ognition. One solution is pooled training, in which composite training in-
cludes examples of all conditions. This tends to result is less-than-ideal
performance for all conditions. This method applies transformations to train-
ing and/or unknown signals, making them more similar, thus improving
recognition under all conditions.—DLR
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5,729,656

43.72.Ne REDUCTION OF SEARCH SPACE IN
SPEECH RECOGNITION USING PHONE
BOUNDARIES AND PHONE RANKING

David Nahamoo and Mukund Padmanabhan, assignors to
International Business Machines Corporation

17 March 1998„Class 395/2.63…; filed 30 November 1994

This speech recognizer isolates segments of speech having similar
acoustic characteristics by classifying each centisecond frame, then process-
ing the label string to find the phone boundaries. For each possible boundary
position, the enclosed classes are scored and ranked to determine the best
boundary position.—DLR

5,729,659

43.72.Ne METHOD AND APPARATUS FOR
CONTROLLING A DIGITAL COMPUTER USING
ORAL INPUT

Jerry L. Potter, Canton, OH
17 March 1998„Class 395/2.79…; filed 6 June 1995

The patent describes a set of strategies and vocabulary structures to be
used in applying a recognizer to the task of operating a computer applica-
tion, such as a spread-sheet software system. The stated goal is to allow the
use of more ‘‘natural language’’ constructs than the typical voice-controlled
system would.—DLR

5,732,187

43.72.Ne SPEAKER-DEPENDENT SPEECH
RECOGNITION USING SPEAKER INDEPENDENT
MODELS

Jeffrey L. Scruggs et al., assignors to Texas Instruments,
Incorporated

24 March 1998„Class 395/2.6…; filed 27 September 1993

This telephone-based speech recognizer system uses speaker-
independent subword models and refers to these using user-specific labels.
With this arrangement, only one copy of each word reference pattern is
required and yet, the system performance approaches that possible with
speaker-dependent stored word models.—DLR

5,732,394

43.72.Ne METHOD AND APPARATUS FOR WORD
SPEECH RECOGNITION BY PATTERN
MATCHING

Yoshio Nakadai et al., assignors to Nippon Telegraph and
Telephone Corporation

24 March 1998„Class 704/255…; filed in Japan 19 June 1995

This isolated word recognizer compares the durations of unknown and
matching patterns. If the difference exceeds a threshold, partial matches are

performed by comparing the reference pattern against various short seg-
ments of the unknown pattern.—DLR

5,741,992

43.75.Rs MUSICAL APPARATUS CREATING
CHORUS SOUND TO ACCOMPANY LIVE VOCAL
SOUND

Yuichi Nagata, assignor to Yamaha Corporation
21 April 1998 „Class 84/631…; filed in Japan 4 September 1996

A sound wave from a singer is converted into digital form in converter
1, then after echo2 is added is reconverted to analog for reproduction from
loudspeakerSPL. In parallel the digital audio signal passes through filter6
to one or more frequency convertersPT1–PT4, with the amount of fre-
quency conversion controlled by central processing unit7. The multiple

signals of converted frequency, after additional level and effect control and
reconversion to analog, are separately radiated from other loudspeakers
SP1–SP4so that the artificial choral voices are heard from different sound
sources.—DWM

5,739,457

43.75.St METHOD AND APPARATUS FOR
SIMULATING A JAM SESSION AND INSTRUCTING
A USER IN HOW TO PLAY THE DRUMS

John R. Devecka, Clifton, NJ
14 April 1998 „Class 84/743…; filed 26 September 1996

After defining ‘‘jamming’’ as ‘‘intuitively and naturally playing and
reacting to create music as the music proceeds,’’ this patent describes a
system for helping either a novice or an expert player to simulate a jam
session. Room100, which may be situated in a coin-operated environment
such as an arcade, surrounds the player on seat40 with loudspeakers61, 62,
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and 63 and electronic drum pads21–29, each pad designed to produce
electronically the sound of a specific percussion instrument. Drumsticks11
and12 may be used in place of manual actuation of the pads to produce the
percussion sounds that the player wishes to add in synchronism with prere-
corded music reproduced over the loudspeakers.—DWM

5,711,308

43.80.Qf WEARABLE APPARATUS FOR
MEASURING DISPLACEMENT OF AN IN VIVO
TYMPANUM AND METHODS AND SYSTEMS FOR
USE THEREWITH

Andrew J. Singer, assignor to Interval Research Corporation
27 January 1998„Class 128/746…; filed 7 June 1995

The primary object is to measure an acoustic pressure wave as sensed
by the tympanic membrane. A mirror is attached to the membrane to reflect

its motion due to sound in the ear canal by means of a laser beam interfer-
ometer. Several types of information can be derived from tests described.—
SFL

5,737,429

43.80.Qf PORTABLE VIEWABLE AND AUDIBLE
STETHOSCOPE

Byung Hoon Lee, Seoul, Korea
7 April 1998 „Class 381/67…; filed in Republic of Korea 28 March

1995

The stethoscope shown has two alternate sizes of chestpiece. The
sounds picked up are converted to electrical signals by a microphone
coupled to both chest pieces. The electrical output signals are transmitted to

an oscilloscope screen and to a loudspeaker for evaluation by one or more
observers.—SFL

5,752,515

43.80.Sh METHODS AND APPARATUS FOR
IMAGE-GUIDED ULTRASOUND DELIVERY OF
COMPOUNDS THROUGH THE BLOOD-
BRAIN BARRIER

Ferenc A. Jolesz and Kullervo Hynynen, assignors to Brigham &
Women’s Hospital

19 May 1998„Class 128/653.1…; filed 21 August 1996

Ultrasound is used to make an imageable change in tissues or fluids at
a selected location in the brain. A vicinity of the selected location is imaged,
for example, by magnetic resonance imaging, to confirm the location. A
neuropharmaceutical compound in the subject’s blood stream is delivered to
the confirmed location by applying ultrasound to open the blood-brain bar-
rier at that location and induce uptake of the compound there.—RCW

5,752,924

43.80.Sh ULTRASONIC BONE-THERAPY
APPARATUS AND METHOD

Jonathan J. Kaufman and Alessandro E. Chiabrera, assignors to
OrthoLogic Corporation

19 May 1998„Class 601/2…; originally filed 25 October 1994

An ultrasonic pulse signal produced by a transducer is applied near the
bone that is to be treated. Exposure time is in the range from 5 min to 1 h
1–3 times a day for a period of days. The apparatus includes a special
waveform generator and a computer to implement the operations that com-
prise a treatment.—RCW

5,762,066

43.80.Sh MULTIFACETED ULTRASOUND
TRANSDUCER PROBE SYSTEM AND METHODS
FOR ITS USE

Wing K. Law et al., assignors to THS International, Incorporated
9 June 1998„Class 128/660.03…; originally filed 21 February 1992

This probe system emits a high-intensity ultrasonic beam for the treat-
ment of localized disease. The probe contains two radiating surfaces, each
with a different focus. Selectively energizing the surfaces permits focussing
the ultrasonic energy at different distances from the housing.—RCW

5,762,616

43.80.Sh APPARATUS FOR ULTRASONIC
TREATMENT OF SITES CORRESPONDING TO THE
TORSO

Roger J. Talish, assignor to Exogen, Incorporated
9 June 1998„Class 601/2…; filed 15 March 1996

This apparatus for ultrasonic treatment to aid healing of fractures is
comprised of a transducer module and a portable main module. The trans-
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ducer module is positioned adjacent to the area of an injury and excited for
a predetermined period of time. A means for holding the transducer module
on the portion of the body to be treated is included.—RCW

5,732,705

43.80.Vj ULTRASOUND DIAGNOSTIC APPARATUS

Yukinobu Yokoyama and Ryoichi Kanda, assignors to Kabushiki
Kaisha Toshiba

31 March 1998 „Class 128/660.07…; filed in Japan 12 September
1995

This apparatus processes Doppler signals to obtain levels of color. The
maximum of the color level is increased from a first value to a second value
to obtain a contrast-enhancement effect by using both brightness and hue
gradations.—RCW

5,740,805

43.80.Vj ULTRASOUND BEAM SOFTENING
COMPENSATION SYSTEM

Enrico Dolazza and William Wong, assignors to Analogic
Corporation

21 April 1998 „Class 128/660.06…; filed 19 November 1996

This system contains a controller that decreases the sampling rate of
ultrasonic echoes as a function of distance to compensate for the decrease in
center frequency of the echo spectrum.—RCW

5,740,806

43.80.Vj DYNAMIC RECEIVE APERTURE
TRANSDUCER FOR 1.5D IMAGING

Gregg Miller, assignor to Siemens Medical Systems, Incorporated
21 April 1998 „Class 128/661.01…; filed 29 March 1996

This enables 1.5D image information to be obtained from a single
firing of a linear transducer array. The transducer is operated to obtain
pulses from one row of elements in response to excitation signals and to
obtain corresponding echo signals at elements of additional rows. High-
voltage and low-voltage multiplexers are used to switch connections to rows

of elements. A composite signal to form an image is obtained by summing
signals from the array.—RCW

5,743,266

43.80.Vj METHOD FOR PROCESSING REAL-TIME
CONTRAST ENHANCED ULTRASONIC
IMAGES

Harold Levene and Bob Webster, assignors to Molecular
Biosystems, Incorporated

28 April 1998 „Class 128/662.02…; filed 25 April 1995

This method produces a colored, contrast-enhanced image in real time
from a sequence of gray-scale b-scan images in a video format. The color
scheme is varied according to time of arrival, duration of brightening, and
absolute brightness.—RCW

5,746,756

43.80.Vj INTERNAL ULTRASONIC TIP AMPLIFIER

George Bromfield and Jeffrey J. Vaitekunas, assignors to Ethicon
Endo-Surgery, Incorporated

5 May 1998„Class 606/169…; filed 3 June 1996

This amplifier includes a delivery horn that has a solid proximal por-
tion and a hollow distal portion. The distal portion has a smaller cross-
sectional area than the proximal portion. The ultrasonic intensity at the distal
portion is increased over that in the proximal portion because of the lower
cross-sectional area in the distal portion.—RCW

5,762,067

43.80.Vj ULTRASONIC ENDOSCOPIC PROBE

Paul T. Dunham et al., assignors to Advanced Technology
Laboratories, Incorporated

9 June 1998„Class 128/662.06…; filed 30 May 1996

This probe has an articulating tip in which the ultrasonic transducer is
located. The articulating section of the probe can be locked in position with
a user-variable force. Control of the articulating section is via cable for
which tension adjustments are provided. The ultrasonic transducer can be
rotated to change the acoustic scan plane during use.—RCW
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Acoustic field interaction with a boiling system under terrestrial
gravity and microgravitya)

J. S. Sitter, T. J. Snyder, and J. N. Chung
School of Mechanical and Materials Engineering, Washington State University, Pullman,
Washington 99164-2920

P. L. Marston
Department of Physics, Washington State University, Pullman, Washington 99164-2814

~Received 10 June 1997; revised 1 June 1998; accepted 13 July 1998!

Pool boiling experiments from a platinum wire heater in FC-72 liquid were conducted under
terrestrial and microgravity conditions, both with and without the presence of a high-intensity
acoustic standing wave within the fluid. The purpose of this research was to study the interaction
between an acoustic field and a pool boiling system in normal gravity and microgravity. The
absence of buoyancy in microgravity complicates the process of boiling. The acoustic force on a
vapor bubble generated from a heated wire in a standing wave was shown to be able to play the role
of buoyancy in microgravity. The microgravity environment was achieved with 0.6 and 2.1-s drop
towers. The sound was transmitted through the fluid medium by means of a half wavelength sonic
transducer driven at 10.18 kHz. At high enough acoustic pressure amplitudes cavitation and
streaming began playing an important role in vapor bubble dynamics and heat transfer. Several
different fixed heat fluxes were chosen for the microgravity experiment and the effects of acoustics
on the surface temperature of the heater were recorded and the vapor bubble movement was filmed.
Video images of the pool boiling processes and heat transfer data are presented. ©1998
Acoustical Society of America.@S0001-4966~98!04810-3#

PACS numbers: 43.10.Ln, 43.25.Gf@MAB #

INTRODUCTION

Pool boiling in an acoustic field is very complex due to
a myriad of mechanisms occurring simultaneously. To date
no research has been found in the open literature on the
effects of an acoustic standing wave on pool boiling heat
transfer in microgravity. This study examines and elucidates
about the effects of using a high-amplitude sound field dur-
ing pool boiling from a platinum wire heater in FC-72 under
terrestrial and microgravity conditions. This is accomplished
by measuring the change in the average surface temperature
of the heater going from terrestrial condition to microgravity
and the effects due to acoustics. The investigation was car-
ried out to explore the ways in which sound may be used to
compensate for the lack of buoyancy in microgravity. Video
images of vapor bubble dynamics under various heat fluxes,
acoustic pressure amplitudes, heater positions within the
sound field, and also gravity conditions are presented to aid
in the analysis.

The ability of acoustically levitating air bubbles larger
than the resonance size in water under both terrestrial and
microgravity conditions has been demonstrated.1,2 Thus the
first step in the research involved confirming the ability of
levitating air bubbles in water in terrestrial gravity using a
modified experimental design based upon Refs. 1 and 2.
Once this was accomplished, the acoustic force was then
assumed to be strong enough to move vapor bubbles from

the vicinity of the heater in microgravity under the proper
conditions. A magnitude comparison between the acoustic
and buoyancy force is given in Sec. II. Attention is restricted
to the standing wave geometry used in the experiment and it
is anticipated that excitation of acoustic traveling waves to
produce radiation forces of similar magnitude would require
significantly greater acoustic power. The other steps of the
research involved adding a horizontal wire heater and mak-
ing other small changes to the acoustic experiment. The
newly formed pool boiling-acoustic experiment was then
subjected to many different heat fluxes, gravity levels, acous-
tic pressure amplitudes, and heater positions within the
sound field.

The experiment looked specifically at the following pool
boiling-acoustics topics in both terrestrial and microgravity
conditions:

~1! The effects of changing the acoustic pressure amplitude
on pool boiling heat transfer.

~2! The importance of heater position within the acoustic
standing wave.

~3! Increases in heat transfer due to acoustic streaming and
cavitation.

~4! Vapor bubble movement and levitation caused by acous-
tic radiation pressure in the absence of gravity.

~5! Erratic dancing of bubbles caused by large acoustic pres-
sure amplitudes.

~6! The breakup of large vapor bubbles into small bubbles
on the surface of the heater when using acoustics.

~7! Acoustic streaming of liquid to the heater surface for
enhancement of the evaporation and condensation pro-
cess.

a!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-
in-Chief that are judged~a! to have a subject of wide acoustical interest,
and ~b! to be written for understanding by broad acoustical readership.
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I. LITERATURE REVIEW

A. Relevant effects of acoustics on air bubbles and
droplets of oil in water

In an acoustic field, bubbles experience a radiation pres-
sure associated with the average force on the bubble. An
approximation for the acoustic radiation force on a gas
bubble in a standing wave is derived by Eller.3 The time-
averaged acoustic force on the bubble is approximated as

Fa52^V~ t !“pa~r ,t !&, ~1!

whereV(t) is the volume of the bubble, andpa(r ,t) is the
acoustic pressure evaluated without the bubble present. Eller
restricts the derivation to one-dimensional symmetric stand-
ing waves in the normal direction~z! relative to the pressure
node. The result for the force is

Fa5
2p2R3Pa

2

3P0lzb~12v2/v0
2!

sin S 4pz

lz
D , ~2!

whereR is the equilibrium radius of the bubble,Pa is the
acoustic pressure amplitude,lz is the wavelength in thez
direction,v andv0 are the frequencies of the sound field and
bubble’s monopole resonance, respectively, andb is the
polytropic constant.

Acoustic levitation of air bubbles larger than resonant
size in water is discussed by Asakiet al.2 The relevant re-
sults are the design of the acoustic levitator and the ability to
levitate bubbles larger than resonance size. The experiment
was built to excite quadrupole shape oscillations of air
bubbles. The driving frequency of the acoustic-fluid system
was 22.5 kHz. The levitation position of air bubbles and their
size in a standing wave was measured and discussed in a
paper by Asaki and Marston.4 Observations agreed with cal-
culations of the position based on Eq.~2!. They found that,
among the three types of monopole oscillation damping
mechanisms~radiation, viscous, and thermal!, the radiation
term is the most significant term for bubbles that are larger
than resonance size for the range of sizes explored by them
even though the correction to Eq.~2! from that term was
small. The apparatus used in their experiment is the same as
described in the previous paragraph. Air bubbles were
trapped in an acoustic standing wave aboard the space shuttle
on USML-1. The experiment and results were discussed by
Marstonet al.1

The acoustic force on a liquid droplet in a one-
dimensional stationary wave is discussed by Yosioka and
Kawasima5 and Crum.6 The result is useful for calibration of
the pressure amplitude and may be written

Fa5
V0Pa

2 sin ~2kzz!

4r1c2 F 1

dsv
22S 5d22

2d11D G , ~3!

wherePa is the acoustic pressure amplitude,kz is the wave
number in the vertical directionz, r1 is the density of the
fluid, sv is the velocity ratio,c is the speed of sound in the
medium, andd is the ratio of density of the droplet divided
by the density of the fluid medium. Solving for the minimum
acoustic pressure amplitude needed to levitate the droplet the
equation becomes

Pa5S 4u12dugr1
2c2

kzF 1

dsv
22~5d22!/~2d11!G D

1/2

. ~4!

It was noted that the minimum acoustic pressure needed to
levitate a droplet is independent of its volume provided, as
assumed here, the drop is small in comparison to 2p/kz .

In the experiments of Asaki and Marston4 as well as
those of the present authors, the standing wave pressure de-
pended on the transverse coordinates~x,y! as well as onz.
The radiation force on compressible particles in water in a
standing wave in chambers with rectangular boundaries has
been discussed by Whitworth and Nyborg.7 The generaliza-
tion to drops and bubbles is discussed by Thiessen and
Marston.8 Even if the drop or bubble is located on a lateral
pressure antinode, thez component of radiation force differs
from Eqs. ~2! and ~3! unlessckz /v is close to unity. The
lateral dimensions of the chambers used in the present study
and in Ref. 4 were sufficiently large that errors introduced by
neglecting this correction are estimated to be insignificant.
An additional approximation used in Eq.~2! is that any de-
pendence on the shape of the bubble is neglected. Measure-
ments of the equilibrium position~and, by inference, the ra-
diation force! by Asaki and Marston4,9 for bubbles having
aspect ratios as large as 1.23 indicate that, for the purposes of
the present study, corrections to Eq.~2! associated with the
shape of the bubbles observed are negligible.

Erratic motion of bubbles with sizes smaller than reso-
nant size in an acoustic standing wave are discussed by
Crum and Eller.10 The erratic motion of bubbles that are
levitated or in motion are thought to be brought about by
shape oscillations of the bubbles.11–13 The amplitude of the
acoustic pressure appears to be the controlling mechanism
that sets bubbles into erratic motion. Crum and Eller also
found that in the presence of an acoustic standing wave,
bubbles smaller than resonant size can be propelled through
a fluid body several times faster by the acoustic radiation
force, Eq.~1!, than by the buoyancy.

B. Effects of acoustics on heat transfer

In pool boiling, a heated surface is immersed in a stag-
nant pool of liquid. For terrestrial pool boiling under a con-
stant pressure, the heat transfer is characterized by the so-
called ‘‘boiling curve,’’ which is a plot of the heat flux
versus the heater surface temperature. The boiling curve is
composed of four different regimes. When the heater surface
temperature is below that of boiling inception, there is no
boiling and the heat transfer is entirely due to natural con-
vection. The next regime is called the nucleate boiling,
where the heater surface temperature is higher than the in-
ception requirement and the heat transfer is achieved by the
nucleation of vapor bubbles. In the nucleate boiling regime,
the heat flux increases with increasing heater surface tem-
perature and this boiling regime ends when a peak heat flux
is reached, after that the heat flux decreases with increasing
heater surface temperature and this is the transition boiling
regime. In transition boiling, the heat transfer is carried out
by a mixture of nucleation and broken vapor films on the
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heater surface. The boundary between the transition boiling
and the next regime, called film boiling, is characterized by a
minimum heat flux. In film boiling, the heat flux increases
with increasing heater surface temperature again and the heat
transfer is through a stable vapor blanket which covers the
entire heater surface. The effects of ultrasonics on pool boil-
ing heat transfer are discussed by Park and Bergles.14 The
experimental setup consisted of a modified ultrasonic clean-
ing tank with R-113 as the working fluid. The experiments
were run with saturated and subcooled fluid. They state that
the position of the heater in the acoustic field did not have
any noticeable effects on the heat transfer curve under satu-
rated conditions. However, the acoustic pressure amplitude
does. It was also noted at moderate heat fluxes that heat
transfer decreased. At higher heat fluxes acoustics had mini-
mal effects on the heat transfer curve. These effects are
thought to be caused by the development of large amounts of
vapor around the heater. As the heat flux is increased, more
vapor is produced as with the increase of acoustic pressure.
Thus, the highest increase in heat transfer is at low heat
fluxes and when the fluid is subcooled.

Wong and Chon15 found that there is a critical sound
pressure~CSP! in which any acoustic pressure below this
CSP will have no effect on the heat transfer curve. An 800%
increase in heat transfer coefficient was found in the natural
convection regime. In the fully developed nucleate boiling
regime acoustics had a negligible effect on the heat transfer
rate. The reason for the increase in heat transfer was thought
to be the erratic motion of bubbles and the radial oscillations
of the bubbles in the vicinity of the heater surface. Changing
the driving frequency of the system was found to be negli-

gible as long as the same amount of cavitation was main-
tained.

Iida et al.16 found that acoustics had minimal heat trans-
fer effects on nucleate boiling but did affect the natural con-
vection and film boiling regimes. The peak and minimum
heat flux points were raised. The driving mechanism for in-
creasing heat transfer was thought to be mainly acoustic
cavitation.

II. THEORETICAL BACKGROUND

In terrestrial gravity, nucleate boiling is one of the most
efficient heat transfer mechanisms due to the rapid removal
of vapor bubbles by the buoyancy force, which provides the
transport of latent heat and turbulent convection of the fluid
near the heater surface. In microgravity, acoustic radiation
pressure is thought to be able to replace the lost buoyancy
force in maintaining nucleate boiling.

For a boiling system, vapor bubbles are generated from
the heated surface. They would experience evaporation or
condensation depending on the ambient thermodynamic con-
ditions and the applied acoustic field. The interaction of a
vapor bubble with a sound field is more complicated than
that of a noncondensible gas bubble due to the phase change
and associated heat transfer. Vapor bubbles also possess
stiffness from an external forcing but the physical process is
different from that of a gas bubble. The stiffness of a gas
bubble is associated with the compressibility of the gas17

while that of a vapor bubble can be affected by the phase
change and heat transfer between the bubble and its sur-
rounding fluid.18 For a gas bubble, there is a fundamental

FIG. 1. Bubble levitation positions in an acoustic plane standing wave.
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low-frequency monopole resonance associated with a spe-
cific bubble size.17 For a given acoustic frequency, Finch and
Neppiras18 suggested that there can be two resonance condi-
tions for vapor bubbles. The larger bubble radius resonance
condition is generally similar to that of a gas bubble, with a
stiffness modified to allow for evaporation and condensation.
The smaller bubble resonance condition is more strongly af-
fected by the surface tension.19 Marston and Greene20 ob-
served the trapping of small bubbles in liquid helium near
the second resonance condition. In the current study of boil-
ing from a wire with an applied acoustic standing wave, it is
believed the resonance similar to ordinary gas bubbles is of
dominant importance. This is because, for the second condi-
tion, the bubble sizes are usually just slightly larger than the
critical radius~;10mm! for separation from the heater sur-
face; microbubbles adhere to the heater surface and coalesce
to form bigger bubbles. Therefore, bubble removal from the
heater surface is anticipated to be due to the interaction be-
tween the bubbles and the acoustic wave in a size region
where the response of the bubble is primarily affected by the
ordinary resonance. Our flow visualization also confirmed
that bubble departure radii are generally in the range of
0.01–1 cm. Away from the lower resonance condition, the
radiation force on a vapor bubble is anticipated to be similar
to that on a gas bubble, Eqs.~1! and ~2! given previously.
These are used as approximations for the boiling vapor
bubbles in the present study. It is noted, however, that the

vapor bubble’s natural frequency is approximated by the
Minnaert equation:17

v05S 3bP0

r1R2 D 1/2

, ~5!

which neglects the effects of evaporation and condensation.
The radiation force from Eq.~1! depends on the acoustic

pressure amplitude, bubble size, and the driving frequency of
the system. The driving frequency, the pressure amplitude,
and the bubble size will determine the direction of the radia-
tion force and where the bubble will be levitated.

Looking at Eq.~2! it can been seen that the sign for Fa
depends on where the bubble is located in the sound field and
the size of the bubble~see Fig. 1!. If the bubbles are smaller
than resonance size, the bubbles migrate toward the pressure
antinodes. If the bubbles are larger than resonance size, the
bubbles migrate toward the pressure nodes. Most vapor
bubbles observed in the experiment are larger than resonance
size.

The two graphs in Fig. 2 show how the acoustic force
compares in magnitude to that of the buoyancy force in nor-
mal gravity. Both graphs are similar except the acoustic pres-
sure for each graph is different. The parameters that the fig-
ures are based on are the same as the actual experiments
which correspond to a driving frequency of 10.18 kHz, an
atmospheric pressure of 0.92 atm593 kPa ~reduced from
standard atmosphere pressure by the elevation of our labora-
tory!, and a liquid bulk temperature equal to approximately
30 °C andb'1.09 since the contents correspond to the va-
por of the liquid used~FC-72!. With these parameters the
resonant radius is 210mm in radius andlz is 0.048 m. The
bubble sizes shown were chosen from within the observed
vapor bubble sizes, in the terrestrial and microgravity experi-
ments. For large bubbles the buoyancy force dominates over
the acoustic force. This holds true even for large acoustic
pressure amplitudes because the ratio of the acoustic force to
the buoyancy force is proportional to 1/R2:

Fa

Fb
}

1

R2 , ~6!

where the magnitude of the volume pulsations is limited by
inertia of the liquid. As the acoustic pressure amplitude is
increased, larger and larger bubbles can be trapped near the
pressure node. However, in our observation, as the pressure
is increased the fluid begins to cavitate and the acoustic pres-
sure is attenuated by the vapor bubbles. The effects of bubble
shape are neglected in Eq.~6! as discussed in Sec. I A.

III. EXPERIMENTAL SYSTEM

An apparatus was built for both terrestrial and drop
tower experimentation. The system consists of an acoustic
resonator, a fluid chamber, a platinum wire heater, a dc
power supply, a computer data acquisition hardware, fre-
quency generator, and an acoustic amplifier. The schematic
of the experimental system is shown in Fig. 3. FC-72 Fluo-
rinert liquid made by 3M Company was used for the heat
transfer experiment. FC-72 is highly dielectric, nontoxic and
nonflammable. Under atmospheric condition, FC-72 boils at

FIG. 2. Ratio of the acoustic radiation force to the buoyancy for different
sized bubbles and pressures. Bubble radius is 0.5, 1.0, and 5.0 mm for filled
squares, open squares, and diamonds, respectively.~a! Acoustic pressure
amplitude is 100 kPa;~b! acoustic pressure amplitude is 260 kPa. The liquid
is FC-72 which has a density of 1.692 g/cm3. For the present purpose of
estimating the radiation forces the following approximations were used:~i!
the vapor in the bubble was taken to be noncondensable and~ii ! the response
of the bubble was taken to be radial and sinusoidal.
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56 °C and its sound speed of 528 m/s is about1
3 of that in

water. Other properties of FC-72 are: kinematic
viscosity50.4 centiStokes, vapor pressure533104 Pa at
25 °C, latent heat of vaporization5920.9 J/g, and surface
tension coefficient512 dyne/cm. The fluid chamber was de-
signed to have the same natural frequency as the bar resona-
tor. The natural frequency of the chamber was approximated
from the solution of the Helmholtz equation for a three-
dimensional cavity. The frequencies of vibration for such a
chamber are given by

v l ,m,n5cAS lp

Lx
D 2

1S mp

Ly
D 2

1S np

Lz
D 2

, ~7!

wherec5speed of sound in the fluid,m, n, andl are integers
and Lx , Ly , Lz are the outer dimensions of the chamber.21

The chamber was designed to have three pressure antinodes
and two nodes in the vertical direction~z!. The material for
the chamber was made from acrylic. The base of the cham-
ber was also made from acrylic and the thickness was half
the length of the resonator. It should be noted that the side
walls of the chamber were approximated as pressure release
surfaces in the design.2

The bar resonator is driven by a composite piezoelectric
transducer. The basic design is well known in the literature
and is sometimes called a half-wavelength resonator.22–24

The half wavelength resonator is composed of a nodal
mounting plate, two hollow piezoelectric disks, two quarter
wavelength aluminum bars, and a38-in.-diam bolt. The re-
sonator is usually used for industrial processing in air

with only the tip of the resonator touching the point of inter-
est. However, in the current research half the resonator
was surrounded by the fluid medium and the other half
was exposed to the atmosphere. The tip of the resonator ex-
posed to the fluid body produced high enough acoustic pres-
sure to cavitate the fluid. The piezoelectric disks were pur-
chased from Channel Industries25 and American
Piezoelectric.26 The piezoelectric elements were made from
lead zirconate titanate, Navy type I. A drawing of the reso-
nator is shown in Fig. 4.

Two different resonators were used in the experiment.
The basic design of both resonators are the same except they
have different diameter and length. The 2- and 3-in. resona-
tors have lengths of 2.188 and 3.798 in., respectively. The
2-in. resonator was used for levitating air bubbles and oil
droplets in water for calibrating and hydrophone. The 3-in.
resonator was used in the heat transfer experiments.

The total length of each resonator is1
2lb , where the

wavelengthlb5cb / f , cb is the bar velocity of the material,
and f is the frequency at which one wishes to run the re-
sonator. Since this basic equation is for a thin rod, the diam-
eter of the resonator should be smaller than1

4lb so that the
transverse modes of vibrations are not pronounced and do
not take away from axial vibration.22 Love’s theory comes
closer to predicting the true length of the resonator.23 This
equation takes into account lateral inertia effects and the
equation is

vn5npcb„L
21~npnpkg!2

…

5, ~8!

whereL5 length of rod,n5 integer,np5Poissons ratio, and
kg5radius of gyration5D/2. Using Love’s theory the 2-in.-
diam resonator length changed only by 1.5%, or 0.130 in.
However, the frequency difference was noticeable. The reso-
nators were driven at 27.2 and 10.18 kHz for the 2- and

FIG. 3. Exploded view of the experimental setup for pool boiling in an
acoustic pressure field under terrestrial and microgravity conditions.

FIG. 4. Pressure distributions in acoustic fluid chambers.~a! Acoustic pres-
sure distribution in water chamber, driving frequency527.4 kHz; ~b! acous-
tic pressure distribution in FC-72 chamber, driving frequency510.18 kHz.
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3-in.-diameters, respectively. Other frequency harmonics
could be driven but did not couple as well with the fluid
chambers.

The bar resonator has a velocity node at the center and a
velocity antinode at the ends. The bar resonator was mounted
in the base of the acoustic chamber with an o-ring very close
to a velocity node of the bar. The o-ring was used to keep the
fluid in the chamber from leaking out. A similar design was
demonstrated by Morseet al.27

The camera used for capturing images was a CCD cam-
era manufactured by Motion Analysis Inc. CV-730 with a
1
2-in. CCD sensor and a shutter speed that could be varied
from 1

100 to 1
10 000 s. The video output went to a Mitsubishi

HS-U67 video cassette recorder. The images were then saved
on a video tape and viewed on the computer screen, frame by
frame using a 24-bit video frame grabber. The images were
then imported into an imaging software program and the
dimensions of a bubble could then be determined.

The camera was positioned to view through the front of
the experiment. Teflon was mounted to the back and one side
of the fluid chamber to prevent heating of the fluid from the
lighting. The teflon was also used to diffuse the light into the
fluid to provide adequate back lighting of the heater and
bubble surfaces.

All the heat transfer experiments were performed with a
platinum wire heater which had four leads. Two of the
leads were used to power the heater, the other two leads were
used to measure the voltage drop across the heater. The
dimensions of the heater wire are 0.0254 cm in diameter and
6.1 cm in length. This diameter was chosen to be large
compared to the capillary length scale to eliminate the edge
effects.

The 0.6- and 2.1-s drop towers at Washington State Uni-
versity used in this experiment employ an air bag as a decel-
eration mechanism. The average microgravity levels are 5
31023 and 531024 a/g for the 0.6- and 2.1-s drop towers,
respectively.

IV. EXPERIMENTAL PROCEDURE

The first task is to make sure that the acoustic resonator
and the fluid chamber are acoustically coupled by adjusting
the fluid height in the chamber. The fluid level was adjusted
for the highest acoustic pressure amplitude and a roughly
sinusoidal pressure spatial distribution in the vertical direc-
tion. A hydrophone was built from a piezoelectric material
lead zirconate titanante, Navy type II. The hydrophone was
calibrated by the technique described by Crum6 based on Eq.
~3! wherelz was determined by fitting the vertical pressure
profile.

The hydrophone was inserted into the FC-72 fluid cham-
ber which uses the 3-in. resonator. The proper fluid height
was set according to the highest pressure reading from the
hydrophone. A typical vertical pressure profile is also shown
in Fig. 4. The hydrophone voltage was found to be propor-
tional to the drive voltage apart from a small offset which
does not affect the interpretation of Fig. 4. The driving fre-
quency of the 3-in. resonator was 10.18 kHz, with a fluid
height of 7.2 cm.

One drawback of FC-72 is its ability to absorb large
amounts of air, therefore degassing before using the fluid for
the experiment is very important. The FC-72 was degassed
by several different processes: boiling by heating, boiling by
drawing a vacuum, and by acoustic cavitation. The most ef-
ficient was found by drawing a vacuum. All three worked but
drawing a vacuum was the quietest, fastest, and safest. Boil-
ing the fluid by heating introduced the complication that the
fluid had to be cooled down before it could be used for the
experiment and significant amounts of fluid evaporated dur-
ing heating.

Once the fluid was in the chamber and degassed, the
voltage to the resonator was turned up until heavy cavitation
was present. The creation of vapor bubbles at the acoustic
pressure antinode was visible as well as the pressure node.
Large vapor bubbles were seen levitated at the node until
they grew too large. The heaters’ position could then be es-
tablished by visually seeing bubbles at pressure nodes and
antinodes. This visual positioning of the antinode and node
was double checked with the hydrophone and was deter-
mined to be accurate.

The heater surface mean temperature was converted
from the resistance reading during the experiment. With the
following equation,

T5
dT

dR
Rr1b, ~9!

dT/dR is the slope from the heater calibration curve andb is
from the single point calibration,Rr is the resistance reading
taken during the experimental runs. The voltages were mea-
sured by the A/D card.

The heat flux from the heater was calculated with the
equation

q5
VI

As
, ~10!

where V is the voltage drop across the heater,As is the
surface area of the heater, andI is the current that is flowing
through the heater. The current is determined by a voltage
drop across an external fixed resistance. The voltages were
measured by the A/D card.

The bulk temperature of the fluid was measured with a
Copper–Constantan thermocouple. To ensure that strati-
fications within the fluid were eliminated before each ex-
perimental run, the acoustic pressure field was turned up,
producing acoustic streaming. The strong mixing produced
by the acoustic streaming brought the fluid body to one
temperature. The acoustics were turned off and the fluid
was allowed to rest until all signs of fluid motion were
subdued.

V. RESULTS AND DISCUSSION

The experiments were conducted under both terrestrial
and microgravity conditions. With the acoustics turned on
and off, we also examined the effects of sound waves on the
boiling system. The boiling chamber was open to the atmo-
sphere, which resulted in a saturation temperature of 54.5 °C
for FC-72. The resonator frequency and the acoustic pressure
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amplitude were set at 10.18 Hz and 260 kPa gage, respec-
tively. It should be emphasized that the peak acoustic ampli-
tude of 260 kPa is based on a linear extrapolation of the peak
acoustic amplitude measured at a lower drive voltage to the
transducer. The actual peak voltage will be less than this
value. During the heat transfer experiment, the increase in
the bulk temperature due to heating, fluid level change due to
evaporation, and formation of vapor bubbles all tended to
detune the system. As a result, the actual resonance fre-
quency and acoustic pressure amplitude were changing dur-
ing each experiment. The experimental uncertainties associ-
ated with our data are estimated at65.61331024 V for
heat resistance,61.312 °C for temperature,60.0269 W/m2

for heat flux, and60.04345 W/m2
•K for heat transfer coef-

ficient.

A. Boiling heat transfer under terrestrial gravity

The efficiency of a boiling system is measured by the
heat transfer coefficient,h, defined as

h5
q

DTsup
,

whereq is the heat flux andDTsup5Tsur2Tsat is the degree
of superheat which represents the difference between the
heater surface temperature,Tsur, and the system saturation
temperature,Tsat. Figure 5 shows the heat transfer coeffi-
cient versus the degree of superheat. The curves start from
natural convection atDTsup.230 °C. The curves shift to
different slopes when boiling starts. It is seen that the data
are distributed into three distinctive groups. The bottom
group is normal pool boiling without the effects of acoustics.
The middle group corresponds to pool boiling with acoustics
and the heater located at the acoustic pressure node. The top
group represents pool boiling with acoustics and the heater
located at the acoustic pressure antinode. It is noted that
three sets of data are provided for each group to demonstrate
the repeatability of data.

It is evident that the location of the heater in the acoustic
pressure field is important. We have placed the heater in
many positions in the sound field, which included the pres-
sure node, pressure antinode, and halfway between the pres-
sure node and antinode where the acoustic force is the high-

est according to the simplified theory mentioned previously.
It was found that the heat transfer coefficients in a sound
field were always higher than those without a sound field.
However, the heat transfer coefficient was the highest when
the heater was placed at the acoustic pressure antinode and
the lowest increase was recorded when the heater was placed
at the pressure node. The increase in heat transfer coefficient
data for other heater positions are not presented because the
plot would become too congested to read. All other heat
transfer data fall between those for the heater placed at the
antinode and at the node. As a matter of fact, when the heater
was placed anywhere in the sound field except close to the
pressure node, the heat transfer coefficients approach to that
of the heater positioned at the antinode.

It is plausible that the enhancement of heat transfer in a
sound field is the result of the following physical mecha-
nisms. The bubbles that are created on the wire would be
usually smaller than the resonance size and therefore they
tend to stick to the wire and grow in size by liquid vaporiza-
tion and coalescing with neighboring bubbles. Once they
grow larger than the resonance size, then they would be
driven off of the wire, provided the heater is displaced from
the pressure node. Cavitation was observed to be created by
the acoustics and may also enhance the heat transfer as it
promotes mixing and turbulence in the fluid.

FIG. 5. Heat transfer curve for FC-72 with a platinum wire heater in an acoustic sound field.Tbulk524.661 °C.

FIG. 6. Pool boiling in terrestrial and microgravity environment at acoustic
antinode. Heat flux 24 W/cm2, Tbulk525.961 °C. The apparatus was re-
leased at 3.0 s and it freely fell until 3.5 s. The closed and open squares are
for no standing wave (Pa50) and a standing wave ofPa52.6 Atm, respec-
tively.
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Another mechanism for enhanced heat transfer is the
acoustic streaming discussed by Rayleigh.28 For the current
case, the acoustic streaming is mainly formed due to the
presence of the large amplitude wave in the fluid medium
and its interaction with the boundary walls and objects
of bubbles in its path. The streaming flow would tend to
move the bubbles by drag force and provide convective heat
transport, which results in enhanced boiling heat transfer.
Some erratic bubble dancing was observed. In summary,
boiling heat transfer in the presence of an acoustic field is
possibly enhanced by many dynamic mechanisms mentioned
above in addition to the primary radiation pressure force.
This may explain why the measured maximum heat transfer
enhancement does not correspond to the condition where the
heater is placed in the middle between a node and an antin-
ode as predicted purely by the radiation force theory.

We also found that acoustics has the largest effects
on the boiling heat transfer at the inception of boiling and
during film boiling. In general, with the acoustics the tem-
perature of the heater surface dropped by approximately
10 °C at the inception of boiling. The heater surface tem-
perature decreased by several hundred degrees during film
boiling.

B. Microgravity boiling heat transfer

The microgravity data were obtained from 0.6- and 2.1-s
drop towers at Washington State University. As mentioned
previously, we measured both terrestrial and microgravity
results in every single run for comparison purposes.

Figure 6 shows a typical result for pool boiling in both
terrestrial and microgravity conditions. The effects of sound

are also illustrated in Fig. 6. Under a constant heat flux of 24
W/cm2, the enhancement of heat transfer by the acoustics is
represented by the reduction in the degree of superheat. In
the absence of acoustics, the degree of superheat increases
during microgravity as the removal of bubbles from the
heater surface is hindered due to the loss of buoyancy. Once
the experiment returned to terrestrial gravity, the heat surface
temperature dropped and then went back to its predrop tem-
perature. Both curves in Fig. 6 show fluctuations and oscil-
lations, but the average fluctuation is higher for the case with
acoustics, which may be caused by the cavitation and
streaming of the fluid. The most significant finding from Fig.
6 is that the acoustic pressure with an amplitude of 260 kPa
~determined by extrapolation as previously noted! is domi-
nant over the buoyancy force in maintaining nucleate boiling
which is evident by the result that the degree of superheatis
unaffected during microgravity. This result also suggests that
the acoustic standing wave provides a feasible force in main-
taining nucleate boiling in space.

Video pictures were taken to provide more physical un-
derstanding of the interaction between acoustic pressure
waves and a pool boiling system. Figures 7 and 8 show the
bubble distribution patterns and sizes in the vicinity of the
heater wire for two different heat flux levels of 24 and 36.4
W/m2, respectively. In the absence of acoustics, the vapor
bubbles are removed from the heater surface by buoyancy
force in terrestrial gravity. It is apparent that the detachment
bubble size is proportional to the heating rate. Under micro-
gravity, bubbles would stick to the wire and coalesce to form
larger bubbles without the acoustic radiation force. Some
bubbles even hang under the wire, which directly reflects the
loss of buoyancy force.

When the acoustics is applied to the system, fewer
bubbles are seen on the wire in terrestrial gravity due to the
additional force from the sound waves. In microgravity, as
shown in Fig. 7, the vapor bubbles are clearly driven off the
wire located at the pressure antinode and accumulate about
1.5 cm from the wire where the pressure node is located. In

FIG. 7. Pool boiling from a platinum wire heater. Heat flux 24 W/cm2,
Tbulk528.562 °C.

FIG. 8. Pool boiling from a platinum wire heater. Heat flux 36.4 W/cm2,
Tbulk534.760.1 °C.
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the lower right picture of Fig. 8, a couple of big bubbles are
found near the left-hand-side border, which is caused by
the edge effect where the acoustic pressure is substantially
weakened and the heating rate is quite high. When the heater
wire is located at the acoustic pressure node, the bubbles
tended to be levitated around the wire in microgravity. The
effect of acoustic cavitation and streaming are also evident
from flow visualization. Cavitation breaks up the vapor
bubbles formed from the boiling process into smaller
bubbles if the heater is not placed at the pressure node. These
bubbles dance around in a wild motion and transverse about
in the fluid chamber. They eventually coalesce at the pres-
sure node. At higher heat fluxes, the number and size of the
vapor bubbles were increased and acoustic cavitation and
streaming were not as dominant. The amplitude of the acous-
tic field was probably attenuated in the vicinity of the wire
owing to the presence of bubbles. However, the effects of
cavitation and streaming are still noticeable, as shown in Fig.
8. The vapor that normally encapsulates the heater in the
absence of acoustics during film boiling was not stable under
a sound field. Some of the vapor films were torn off the wire,
while others were firmly attached to the wire by surface ten-
sion, creating small sections with vapor blanket along the
wire. The vapor-blanketed portion was seen rewetted peri-
odically by the acoustic streaming flow. Acoustic streaming
also brought colder ambient fluid to the wire, which helped
enhance the heat transfer from the wire and prevent drying
up on the wire surface. This shows that acoustics is capable
of reverting the film boiling process back to at least transi-
tion boiling.

VI. CONCLUSIONS

A pool boiling system with a platinum wire heater was
designed and built to operate in an acoustic field. The objec-
tive of this experimental research is to study the interaction
between a pool boiling system and an acoustic standing wave
under terrestrial and microgravity conditions.

In terrestrial gravity and a sound field, the boiling heat
transfer coefficient was found always higher than that under
the same condition but without acoustics. The highest in-
crease in heat transfer was found when the heater wire was
placed near the acoustic pressure antinode and the lowest
corresponded to placement near the pressure node. Under
different heat flux levels, the largest heat transfer enhance-
ments were found at the inception of boiling and during film
boiling.

Microgravity experiments have shown that again the
acoustic standing waves increased the heat transfer rates.
Similar to the results in terrestrial gravity, the highest aug-
mentation of the heat transfer occurred when the heater wire
was placed at the acoustic pressure antinode and the heating
was at the boiling inception. The most important finding un-
der microgravity is that the acoustic standing waves are ca-
pable of playing the role of buoyancy force in maintaining
nucleate boiling from a heated wire. In both terrestrial and
microgravity conditions, fluid cavitation, acoustic streaming,
and erratic bubble motion also contributed to the enhance-
ment of boiling heat transfer.
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Effects of amplitude nonlinearity on phoneme recognition
by cochlear implant users and normal-hearing listenersa)
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It is widely assumed that the proper transformation of acoustic amplitude to electric amplitude is a
critical factor affecting speech recognition in cochlear implant users. The goal of this study was to
investigate the effects of instantaneous nonlinear amplitude mapping on vowel and consonant
recognition in both cochlear implant users and normal-hearing listeners. A four-channel noise-band
speech processor was implemented, reducing spectral information to four bands. A power-law
transformation was applied to the amplitude mapping stage in the speech processor design, and the
exponent of the power function varied from a strongly compressive (p50.05) to a weakly
compressive value (p50.75) for implant listeners and from 0.3 to 3.0 for acoustic listeners. Results
for implants showed that best performance was achieved with an exponent of about 0.2, and
performance gradually deteriorated when either more compressive or less compressive exponents
were applied. The loudness growth functions of the four activated electrodes in each subject were
measured and those data were well fit by a power function with a mean exponent of 2.72. The results
indicated that best performance was achieved when the normal loudness growth was restored. For
acoustic listeners, results were similar to those observed with cochlear implant listeners, except that
best performance was achieved with no amplitude nonlinearity (p51.0). The similarity of results
in both acoustic and electric stimulation indicated that the performance deterioration observed for
extreme nonlinearity was due to similar perceptual effects. The function relating amplitude mapping
exponent and performance was relatively flat, indicating that phoneme recognition was only mildly
affected by amplitude nonlinearity. ©1998 Acoustical Society of America.
@S0001-4966~98!03610-8#

PACS numbers: 43.10.Ln, 43.71.Es, 43.66.Ts, 43.71.Ky, 43.64.Me@WS#

INTRODUCTION

Electric stimulation of the auditory nerve with a co-
chlear implant can partially restore hearing sensations to deaf
listeners. In designing a speech processor for an implant lis-
tener, a major concern is in the proper transformation of
acoustic amplitude to electric amplitude. Normal acoustic
hearing can process sounds over a range of 120 dB, and
speech sounds in a normal conversation can range over
40–60 dB. However, implant listeners typically have dy-
namic ranges of only 6–15 dB in electrical current. This
smaller dynamic range can be partly compensated by better
sensitivity to intensity changes within the electric range
~Nelsonet al., 1996!. Schroderet al. ~1994! estimated that
the total number of discriminable intensity steps across the
dynamic range would be 83 for acoustic stimulation, while
Nelsonet al. ~1996! estimated between 6.6 and 45.2 discrim-
inable intensity steps across the dynamic range of electric
hearing, with the number of steps varying widely across im-
plant listeners. Thus even though the electric jnd is smaller
~in dB! than the acoustic jnd, this difference in size is insuf-
ficient to overcome the difference in dynamic range. If the
amplitude mapping does not properly maintain loudness re-

lations in both absolute loudness and relative discriminabil-
ity, critical envelope cues in speech may be lost.

Speech recognition in normal hearing is known to be
quite robust with respect to amplitude manipulations. In a
dramatic and extreme example, Licklider and Pollack~1948!
removed all amplitude variations in the overall speech wave-
form by ‘‘infinite clipping,’’ i.e., converting all amplitude
values to either21 or 11. Speech recognition was relatively
unaffected by this clipping. More recently, Drullman~1995!
applied center clipping and peak clipping to speech that was
represented by 24,14-octave bands of noise. He also found
that speech recognition was robust with respect to amplitude
peak clipping or center clipping over a 40-dB range. In other
words, the level of clipping had to be so extreme as to re-
move most of the speech amplitude information before intel-
ligibility was reduced.

These two studies measured the effect of clipping, but
few studies have systematically measured the effect of al-
tered loudness functions on speech recognition. In recent
years digital hearing aids allow individually customizable
loudness functions to restore normal loudness growth in each
frequency band~Allen et al., 1990!. The concept is that the
better the loudness function in the aided ear matches a ‘‘nor-
mal’’ loudness function, the better the speech performance.
Different amplitude compression functions in different fre-
quency bands have been evaluated to compensate for loud-
ness recruitment in multiband compression hearing aids

a!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-
in-Chief that are judged~a! to have a subject of wide acoustical interest,
and ~b! to be written for understanding by broad acoustical readership.

b!Electronic mail: qfu@hei.org
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~Villchur, 1982; Lippmannet al., 1981; Plomp, 1988; Moore
and Glasberg, 1993!. Results showed that spectral and tem-
poral contrasts were reduced in multiband compression with
detrimental effects on speech recognition. Freyman and col-
leagues ~Freyman and Nerbonne, 1989; Freymanet al.,
1991! systematically altered the amplitude ratio between
consonants and vowels. They demonstrated that consonant
identification was adversely affected by amplitude nonlinear-
ity, particularly in conditions of reduced spectral informa-
tion.

In normal acoustic hearing, the function relating loud-
ness to acoustic amplitude has a long history. In the most
widely accepted model of loudness in acoustic hearing,
Steven’s Power Law~Stevens, 1955!, loudness grows in pro-
portion to the stimulus amplitude~A! raised to a power~p,
the exponent of the acoustic power law, is 0.6!. With elec-
trical stimulation, however, Stevens and colleagues~Stevens,
1937; Stevenset al., 1959! found that auditory loudness
grew as the 3.5 power of electrical amplitude delivered to the
tympanic membrane. Mu¨ller ~1981! also found that the
growth of loudness in a cochlear implant could be described
by a power function with an exponent of about 3.5.

Eddington et al. ~1978! used the method of limits to
balance loudness between an electrically and an acoustically
stimulated ear in one cochlear implant listener. They found a
linear relation between acoustic level in dB SPL and electric
amplitude in microamperes, i.e., a logarithmic relation be-
tween acoustic and electric amplitude. A similar logarithmic
relation was also observed in a patient with the Ineraid mul-
tichannel cochlear implant~Dormanet al., 1993! and from
three auditory brainstem implant patients~Zeng and Shan-
non, 1992!. Zeng and Shannon~1992! argued that this rela-
tion follows logically from the loss of the cochlea’s normal
logarithmic compression, requiring this compression to be
implemented externally in a cochlear implant speech proces-
sor.

Shannonet al. ~1992! reported the effect of power-law
amplitude mapping on consonant and vowel recognition in
one patient with a single-channel auditory brainstem implant
~ABI !. In their study, a single-channel CIS speech processor
was implemented. The envelope of the acoustic signal was
obtained by half-wave rectification and low-pass filtering.
The resulting acoustic envelope amplitude was mapped to
electrical amplitude by a power-law mapping function whose
exponent ranged from 0.05 to 2.0. This transformed ampli-
tude was used to modulate the amplitude of a continuous
train of charge-balanced, biphasic pulses. The results showed
that the percentage correct for consonants and vowels was
significantly affected by the value of the exponent,p, of the
amplitude mapping function. Best performance was achieved
with highly compressive exponents,p50.1 and 0.2. As the
exponent approached 1.0~which would be linear mapping
from acoustic to electrical amplitudes!, performance deterio-
rated.

Boëx et al. ~1995, 1997! developed mapping functions
that preserved normal loudness growth in cochlear implants
and investigated whether a speech processor that restores
normal growth of loudness would improve speech perfor-
mance. They fit four subjects with wearable CIS processing

systems that implemented normal loudness growth mapping
functions on each electrode instead of the standard logarith-
mic mappings. They reported that two subjects demonstrated
a clear preference for, and better performance with, the
speech processor with normal loudness growth in most lis-
tening conditions.

However, the importance of the amplitude mapping
function for speech recognition is still not clearly under-
stood. The present study describes two experiments designed
to investigate the role of the loudness function in speech
recognition. Experiment I measured the quantitative effect of
acoustic-to-electric amplitude mapping on vowel and conso-
nant recognition in cochlear implant users. In this experi-
ment, a four-channel CIS speech processor was implemented
in three Nucleus-22 cochlear implant users. A power-law
transformation with varying exponents was used in the non-
linear mapping stage of the CIS processing strategy. Recog-
nition scores for vowels and consonants were measured as a
function of the exponent of the power function. The loudness
growth functions of the four activated electrodes in all three
subjects were also measured. The relation between the loud-
ness growth function of acoustic and electric stimulation and
the exponent of the power function with the best perfor-
mance is discussed. Experiment II collected similar results
from normal-hearing subjects listening to a simulation of an
implant. The use of normal-hearing listeners addressed the
question of whether the performance variations by different
mapping functions in experiment I were due to the distorted
amplitude caused by the improper restoration of loudness
growth or were unique to implant listening. A four-channel
noise-band simulation system was implemented in this ex-
periment. The recognition of vowels and consonants was
measured in four normal-hearing subjects and recognition as
a function of the exponents of the power function were com-
pared with those patterns in electric stimulation. The possible
relations between acoustic and implant performance patterns
are discussed.

I. EXPERIMENT I: AMPLITUDE NONLINEARITY IN
ELECTRICAL STIMULATION

A. Methods

1. Subjects

Three, post-lingually deafened adults with the
Nucleus-22 cochlear implant participated in this study. All
had at least six months experience utilizing the SPEAK
speech processing strategy and all were native speakers of
American English. All subjects had 20 active electrodes
available for use and all clinical speech processors used the
default frequency allocation table 9~150–10 823 Hz! ~Audi-

TABLE I. Subject information for the three Nucleus-22 cochlear implant
listeners in the present study.

Subject Age Gender
Cause of
deafness

Duration of
implant use

Performance
~CUNY sentence!

N3 55 M Trauma 6 years 68.2%
N4 39 M Trauma 4 years 95.1%
N7 54 M Unknown 4 years 92.6%
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ologist Handbook, Cochlear Corporation, 1995!. Table I con-
tains detailed information for the three subjects.

2. Test materials and procedures

Vowel recognition was measured in a 12-alternative
identification paradigm, including 10 monophthongs and 2
diphthongs, presented in a /h/–vowel–/d/ context~heed:h/{q/d,
hawed: h/Åq/d, head: h/}q/d, who’d: h/Éq/d, hid h/(q/d, hood: h/
)q/d, hud: h/#q/d, had: h/,/d, heard: h/Éq /d, hoed: h/Çq/d, hod:
h/Äq/d, hayed: h/|q/d!. The tokens for these closed-set tests
were digitized natural productions from five men, five
women, three boys, and two girls, drawn from the speech
samples collected by Hillenbrandet al. ~1994!. Consonant
recognition was measured in a 16-alternative identification
paradigm, for the consonants /b d g p t k l m n f sb v z j Y/,
presented in an /a/-consonant-/a/ context. Two repetitions of
each of the 16 consonants were produced by 3 speakers~1
male, 2 female! for a total of 96 tokens~16 consonants* 3
talkers* 2 repeats!. On each trial a stimulus token was cho-
sen randomly, without replacement, from the 180 tokens~12
vowels* 15 talkers! in vowel recognition and the 96 tokens
in consonant recognition. Following presentation of each to-
ken, the subject responded by pressing one of 12 buttons in
the vowel test or one of 16 buttons in the consonant test,
each marked with one of the possible responses. No feedback
was provided, and subjects were instructed to guess if they
were not sure, although they were cautioned not to provide
the same response for each guess.

All signals were presented at comfortable audible levels
based on the CIS speech processing strategy through a cus-
tom implant interface system~Shannonet al., 1990!. Sub-
jects were well familiarized with the test materials and the
test procedure from prior experiments. The subjects started
the formal test without training and with no appreciable pe-
riod of adjustment to each new amplitude-mapping condi-
tion. Each data point represents 2 runs by each subject,
which represents 30 presentations of each vowel and 12 pre-
sentations of each consonant. All conditions~9 mapping in-
dex * 2 tests* 2 runs! were presented in random order and
counterbalanced across subjects. Subjects were tested for
about 4 h on each test day, with a 15-min break after each
two conditions. Subjects were typically tested twice a week
and finished all conditions within a two-week period.

3. Signal processing

The four-channel CIS processor was implemented as
follows. The signal was first pre-emphasized using a first-
order Butterworth high-pass filter with a cutoff frequency of
1200 Hz, and then bandpass filtered into four broad fre-
quency bands using eighth-order Butterworth filters. The
corner frequencies of the bands were at 100 Hz, 713 Hz,
1509 Hz, 3043 Hz, and 6000 Hz. The envelope of the signal
in each band was extracted by half-wave rectification and
low-pass filtering~eighth-order Butterworth! with a 160-Hz
cutoff frequency. The amplitude histogram in each band was
computed for the test materials presented at 70 dB SPL. The
maximum amplitude used (Amax) was set to the 99th%-ile of
all amplitude levels in all channels and the minimal ampli-

tude (Amin) was set to the noise floor in the absence of sound
input in all channels. The envelope of each band was modi-
fied based on the following function. The current level~E! of
electric stimulation in thei th band was determined as fol-
lows:

Ei5H Emin
i , Ai,Amin

Emin
i 1ki3~Ai2Amin!

p, Amin,Ai,Amax

Emax
i , Ai.Amax,

where Emin
i is the electrical current threshold,Emax

i is the
electrical maximum comfortable loudness level, and the
value of the constantki is chosen so that the output isEmax

i

when the acoustic input level isAmax. Figure 1 shows the
mapping function for several values ofp. The exponent of
the power function was systematically changed from 0.05,
0.1, 0.15, 0.2, 0.25, 0.3, 0.4, 0.5 to 0.75. Then this trans-
formed amplitude was used to modulate the amplitude of a
continuous, 500 pulse/s biphasic pulse train with a 100ms/
phase pulse duration. The stimulus order of the four channels
was 1-3-2-4 for electrode pairs~20,22!, ~15,17!, ~10,12!, and
~5,7!, respectively.

4. Loudness growth function

The growth of loudness as a function of current was
measured for each of the four activated electrodes in the
three subjects. A 200-ms duration, 100-ms/phase, 500-pulse/s
pulse train was used for loudness scaling. A set of 10–15
current values was chosen which spanned the subject’s dy-
namic range from a value just above threshold to the maxi-
mum comfortable level~MCL!. Subjects were instructed to
assign numbers between 0 and 100 to represent the loudness
of each sound. No explicit instructions were given in terms
of maintaining ratios. An initial training session was con-
ducted for subjects to obtain practice at the task and become
comfortable and familiar with their own number system.
Stimuli were presented in random order and at least ten es-
timations were then obtained for each current value. Slope of

FIG. 1. Examples of the power-law amplitude mapping function for differ-
ent values of the exponent.
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loudness growth functions on log–log coordinates for the
four different electrodes in each of the three subjects were
obtained by linear regression analysis.

B. Results

Figure 2A shows recognition performance for vowels
and consonants as a function of the exponent of the power
function. The mean vowel score was 36.8% in the most ex-
treme condition (p50.05), was constant at about 50% for
values of the exponent from 0.2 to 0.5, and dropped slightly
to 40.7% as the exponent of the power function approached

0.75. Similarly, the mean consonant score changed from
56.0% when the value of the exponent,p, of the amplitude
mapping function was 0.05, to 70.7% whenp was 0.20, and
dropped to 43.5% when the exponent of the power function
was increased to 0.75. A two-way ANOVA showed a sig-
nificant effect of the exponent of the power function for
vowels @F(8,26)54.31, p,0.01# as well as for consonants
@F(8,26)58.92,p,0.001#. The consonant confusion matri-
ces were analyzed further for information received on the
production-based features of voicing, manner and place
~Miller and Nicely, 1955! and the results are presented in
Fig. 2B. Similar to the pattern of performance for vowels,
performance on place of articulation showed a peak atp
50.2 and performance decreased at higher and lower values.
Performance on voicing was relatively flat for values ofp
between 0.05 and 0.5. Performance on manner was relatively
flat for values ofp between 0.05 and 0.2, and then dropped
dramatically as the exponent was increased to 0.75.

The loudness growth functions of the four electrodes for
the three subjects are shown in Fig. 3, where the logarithm of
the average loudness estimate for each current tested is plot-
ted against the logarithm of the current in microamperes. All
curves could be well fit by a power function with a mean

FIG. 2. Phoneme recognition as a function of the exponent of the power
function in three cochlear implant users. A: Filled circles show the mean
consonant scores, and open circles show the mean vowel scores. B: The
received information for consonants on voicing~filled circles!, manner
~open circles!, and place~filled inverted triangles!.

FIG. 3. Loudness growth functions as a function of stimulus level~micro-
amperes! in the four activated electrode pairs of three cochlear implant
users. A 200-ms long, 500 pps with 100-ms/phase pulse trains were used to
measure the loudness.

TABLE II. Slope of loudness growth functions (L5k* Ep) for the three subjects and four different electrodes
obtained by linear regression analysis@20 log10 ~estimate!/dB#.

Subject

Electrode pair~20,22!
loudness growth

slope~p!

Electrode pair~15,17!
loudness growth

slope~p!

Electrode pair~10,12!
loudness growth

slope~p!

Electrode pair~5,7!
loudness growth

slope~p!

N3 3.1260.47 2.9660.31 3.2060.35 3.7760.38
(r 250.88) (r 250.93) (r 250.92) (r 250.93)

N4 2.4860.10 2.7360.17 2.5660.14 2.5060.06
(r 250.99) (r 250.97) (r 250.98) (r 250.99)

N7 2.6760.29 2.1660.07 2.3860.25 2.1660.22
(r 250.92) (r 250.99) (r 250.92) (r 250.95)

Mean slope: 2.7260.47
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exponent of 2.72. Table II lists all regression slopes for a
simple power-law function of loudness. The loudness growth
functions were also equally well fit by an exponential func-
tion ~Zeng and Shannon, 1992, 1994!. Table III lists all re-
gression slopes for the exponential model of loudness. When
comparing a power function mapping and logarithmic map-
ping, the logarithmic transformation is quite similar to a
power function with an exponent value aroundp50.25~Fig.
1!.

II. EXPERIMENT II: AMPLITUDE NONLINEARITY IN
ACOUSTIC HEARING

One question arising from the results of experiment I is
whether the pattern of results is generalizable to acoustic
hearing or is specific to electrical stimulation. To answer this
question we measured consonant and vowel recognition in
normal-hearing listeners under conditions of nonlinear am-
plitude mapping. Previous studies~Licklider and Pollack,
1948; Drullman, 1995! have demonstrated that speech recog-
nition is highly robust to amplitude nonlinearity if full spec-
tral information is available. In this study spectral informa-
tion was limited to four noise bands to simulate the four
electrodes available to the implanted listeners.

A. Methods

1. Subjects

Four subjects, ranging in age from 25 to 35 years old,
participated in this study. All subjects had sensitivity thresh-
olds better than 15 dB HL at the audiometric test frequencies
from 250 to 8000 Hz and all were native speakers of Ameri-
can English. Subjects were well familiarized with the test
materials and the test procedure from prior experiments.

2. Test materials and procedures

Test materials were the same as those for cochlear im-
plant users. All test materials were stored on computer disk
and were output via custom software to a 16 bit D/A con-
verter~TDT DD1! at a 16-kHz sampling rate. Speech sounds
were presented in a completely randomized test sequence
using a Tucker-Davis-Technologies~TDT! AP2 array pro-
cessor in a host PC connected via an optical interface. All
signals were presented at 70 dB SPL through a Sennheiser
HDA200 headphone and all subjects were seated in a
double-walled sound-attenuating booth~IAC!. All conditions
~7 mapping index* 2 tests* 2 runs! were presented in ran-

dom order and counterbalanced across subjects. Subjects
were tested for about 3 h on each test day, with a 15-min
break after each three conditions. Subjects were typically
tested twice a week and finished all conditions within a two-
week period.

3. Signal processing

The noise-band simulation processor was implemented
as follows. The temporal envelope extraction and amplitude
mapping used the same method described in experiment I.
There were two significant differences between acoustic
simulation and electric stimulation study. In the electric
stimulation study,Emax was set to the maximum comfortable
level ~MCL! of each electrode, andEmin was set to the
threshold level of each electrode. However, in the acoustic
study,Emax was set toAmax, andEmin was set toAmin . The
second is that the exponent of the power function ranged
from 0.3 to 3.0 instead of from 0.05 to 0.75. In addition, the
modified envelope of each band was used to modulate a
wideband noise, which was then spectrally limited by the
same bandpass filter used for the original analysis band. The
output from the four bands were then summed and presented
to the listeners diotically through headphones at 70 dB SPL.

B. Results and discussion

Figure 4 shows recognition performance for vowels and
consonants as a function of the exponent of the power func-
tion. The mean vowel score gradually increased from 48.9%
in the most compressive condition (p50.3) to 65.0% in the
condition where no mapping was applied (p51.0), and then
gradually decreased to 46.3% in the most expansive condi-
tion (p53.0). Similarly, the mean consonant score increased
from 65.5% in the most compressive condition (p50.3) to
84.0% in the no-mapping condition (p51.0), and then
gradually decreased to 50.3% in the most expansive condi-
tion (p53.0). A two-way ANOVA showed a significant ef-
fect of amplitude mapping for vowels@F(6,27)59.77, p
,0.0001# as well as for consonants@F(6,27)527.64, p
,0.0001#.

Mean consonant scores were significantly higher~ap-
proximately 15%! than the mean vowel scores in all mapping
conditions except the most expansive mapping condition (p
53.0). Both expansive and compressive mapping had simi-
lar effects on vowel recognition. However, consonant recog-
nition was more vulnerable to the expansive mapping, espe-

TABLE III. Slope of loudness growth functions (L5k* eqE) for the three subjects and four different electrodes
obtained by linear regression analysis@20 log10 ~estimate!/mA#.

Subject

Electrode pair~20,22!
loudness growth

slope~q!

Electrode pair~15,17!
loudness growth

slope~q!

Electrode pair~10,12!
loudness growth

slope~q!

Electrode pair~5,7!
loudness growth

slope~q!

N3 55.9068.32 50.6463.50 47.9465.11 57.1963.98
(r 250.88) (r 250.97) (r 250.93) (r 250.97)

N4 36.2061.76 39.9462.20 34.3061.55 40.0361.87
(r 250.98) (r 250.97) (r 250.99) (r 250.98)

N7 36.3962.48 30.1960.89 33.6662.96 36.7063.70
(r 250.97) (r 250.99) (r 250.94) (r 250.95)
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cially for the most expansive mapping condition. One
possible explanation is that forp53, higher input amplitudes
are expanded while lower input amplitudes are compressed,
as shown in Fig. 1. This mapping will amplify the vowel
information and attenuate the consonant information, result-
ing in possibly reduced audibility for middle and low-level
consonants.

The consonant confusion matrices were analyzed for in-
formation received on the production-based features of voic-
ing, manner and place~Miller and Nicely, 1955! and the
results are presented in Fig. 4B. Performance on voicing,
manner, place increased gradually from the most compres-
sive condition to the linear condition, and then decreased to
the most expansive condition. Except for the significant
overall performance difference, the recognition patterns of
the percent information received on the voicing, manner and
place were quite similar when the mapping index changed
from the most compressive mapping condition to the linear
condition. However, the expansive mapping (p.1) had a
differential effect on the three categories of information. In
the linear four-channel simulation condition, the highest per-
cent of information was received on manner while the lowest
percent of information was received on place. However, the
difference was much smaller when a small expansive map-
ping (p51.5) was applied and no difference was observed

when the mapping exponent of the power function was 2 or
more. The effect of the expansive and compressive condition
on the percent information received on the place was quite
symmetric aroundp51 on a log scale, which was similar to
the pattern of results for vowels. However, a significant non-
symmetric effect of the expansive and compressive mapping
was observed on voicing and manner. Taken together, these
results indicate that both compressive and expansive map-
ping may distort the speech signal, resulting in a significant
performance drop with either extreme. However, while both
compressive and expansive mapping degraded the spectral
~place! information to a comparable extent, the temporal in-
formation ~voicing and manner cues! was much more sensi-
tive to expansive mapping than compressive mapping.

One factor to note is the minor discrepancy between the
overall and received information scores. As shown in Fig. 4,
the maximum values of information received on voicing,
manner, and place reached maximum with an exponent of
0.8 ~Fig. 4B! while overall consonant and vowel recognition
scores reached maximum with an exponent of 1~Fig. 4A!.
This difference suggests that a slight compression may re-
duce the difference among individual phonemes, resulting in
a small drop in the overall recognition scores in both vowel
and consonant recognition. However, this slight compression
may enhance the difference across categories, resulting in a
small increase in the information received for these catego-
ries.

III. GENERAL DISCUSSION

The present results indicate that amplitude mapping does
have a significant effect on speech performance in cochlear
implant users, consistent with previous results~Boëx et al.,
1995, 1997; Shannonet al., 1992; Wilson, 1992!.

The pattern of both vowel and consonant recognition as
a function of the power-law exponent were remarkably simi-
lar between acoustic and electrical simulation except that the
mapping exponent with the best performance was shifted
from a compressive exponent (p50.25) in electric stimula-
tion to the linear condition (p51.0) in the acoustic simula-
tion study~compare Figs. 2A and 4A!. The pattern of infor-
mation received and the absolute level of information
received on voicing and manner were similar between elec-
tric and acoustic stimulation. However, acoustic listeners
showed better overall performance on both vowels and con-
sonants, primarily because they received more place infor-
mation. The dashed lines in Fig. 4B show the range of place
information received across the three implant listeners. The
implant listener with the best overall performance received
as much place information as the acoustic listeners, and
achieved an overall performance level similar to the acoustic
listeners. The poorest performing implant listener received
considerably less place information, which limited his over-
all performance. It is not clear why this implant listener was
receiving less place information.

The similarity of patterns of results in acoustic and elec-
tric stimulation suggests that the quantitative effect of non-
linear amplitude mapping on phoneme recognition is not
specific to cochlear implants. When normal-hearing listeners
have limited spectral information similar effects of nonlin-

FIG. 4. Phoneme recognition as a function of the exponent of the power
function in four normal-hearing subjects. A: Filled circles show the mean
consonant scores, and open circles show the mean vowel scores. B: The
received information for consonants on voicing~filled circles!, manner
~open circles!, and place~filled inverted triangles!. Dashed lines indicate the
range of place scores for implant listeners.
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earity are observed. The primary difference between the re-
sults for electric and acoustic stimulation is the value of the
exponent that produced the best performance. The acoustic
function peaks whenp51.0, which is expected because this
exponent preserves normal loudness relations. This suggests
that the peak in the electrical pattern (p50.2) also occurs at
the exponent that provides the best loudness mapping. Let us
examine the consistency of the phoneme recognition and
loudness estimation data on this point.

The commonly accepted loudness function in acoustic
stimulation is a power function in terms of acoustic ampli-
tude with an exponent value 0.6~Stevens, 1955, 1959!. Let
us assume that the relation between loudness and sound pres-
sure in acoustic hearing can be described by a power func-
tion:

L5k13Pq1. ~1!

Let us also assume that the relation between loudness and
current level in electric hearing can be described by a power
function with a different exponent,q2:

L5k23Eq2. ~2!

If we could perform a cross-modality match~Stevens, 1959!
between acoustic and electric hearing, combining Eqs.~1!
and ~2! would yield

Pq15k33Eq2, ~3!

whereE is the current level in electric hearing andP is sound
pressure. The relation in Eq.~3! can be rewritten in the form:

E5k43Pq1/q25k43Pq3, ~4!

where the exponentq3 for cross-modality matching is sim-
ply the ratio of the exponents for acoustic and electric hear-
ing. If the exponent of the loudness growth function in
acoustic hearing is 0.6 and the exponent of loudness growth
function in electric hearing is 2.72, the exponent relating
acoustic and electric hearing should be 0.6/2.7250.22,
which is quite close to the observed exponent value with the
best performance. There are two implications of this corre-
spondence: Phoneme recognition is best when loudness is
matched, and the effect of amplitude nonlinearity on pho-
neme recognition is similar for both acoustic and electric
hearing. An exponent that is half or twice the optimal will
have a similar impact on phoneme recognition in either
acoustic or electric hearing.

Although the best phoneme recognition was observed
when normal loudness is restored, the effect of nonlinearity
was relatively mild. No significant difference in recognition
performance for either vowels or consonants was observed
over a considerable range:p50.5 to p51.5 for acoustic
hearing andp50.1 to p50.5 for electric stimulation. This
result indicates that performance does not deteriorate signifi-
cantly with only moderate amplitude distortion caused by the
improper restoration of loudness growth. Consider that the
exponent range of the loudness growth functions across all
four electrodes in the three implant subjects only ranged
from 2.16 to 3.77, which translates to mapping exponents of
0.28 and 0.16, respectively. The similarity of the exponents
across electrodes within a subject, combined with the flatness

of the recognition function between exponents of 0.1 to 0.5,
suggests that the restoration of loudness growth in each elec-
trode may not produce a dramatic performance improve-
ment. In addition, the logarithmic transformation commonly
used may work well because the equivalent exponent
~aroundp50.25! is within the tolerable range.

In summary, the effect of nonlinear amplitude mapping
on phoneme recognition was significant when an extreme
nonlinearity was used. However, within a broad range of the
power-law mapping exponent, vowel and consonant recogni-
tion was relatively unaffected. The comparison of amplitude
nonlinearity in acoustic and electric stimulation indicated
that best performance was achieved when normal loudness
growth was restored. Normal-hearing listeners and cochlear
implant users can tolerate a moderate degree of amplitude
distortion caused by an improper loudness growth function
even if only limited spectral information is available.

One caveat to these observations is the possible effects
of training. Several studies have shown that training can play
a major role in evaluating the effects of frequency-shifting
~Rosenet al., 1997! in normal-hearing subjects as well as
frequency lowering~Posenet al., 1993! in hearing-impaired
subjects. Similar training effects might be observed for am-
plitude nonlinearity, but it is not clear if the asymptotic level
of performance would be equal to that of the uncompressed
stimulus. An extreme nonlinearity may map discriminable
amplitude components onto nondiscriminable amplitudes
within a jnd step. This could result in the loss of useful
speech information which could not be compensated by
training.

IV. CONCLUSIONS

The results of the present study imply that the proper
transformation of amplitude from acoustic to electric stimu-
lation is necessary to obtain optimal phoneme recognition
performance in cochlear implant users. Nonoptimal ampli-
tude mapping functions cause an improper restoration of nor-
mal loudness growth, resulting in a deterioration of phoneme
recognition. However, phoneme recognition is only a weak
function of the amplitude mapping exponent, so that the ex-
act loudness match may not be as critical a factor affecting
speech performance as was previously thought. A simple
logarithmic transformation between acoustic and electric am-
plitude may be accurate enough to provide good recognition
performance in most cochlear implant users.
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Rigorous formalisms are presented for the numerical solution of problems of acoustic scattering by
bounded obstacles in three dimensions. These methods are based on a perturbative technique
recently demonstrated in problems of diffraction by gratings. Like those grating solvers, these new
bounded-obstacle algorithms can produce highly accurate solutions for a wide variety of scattering
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INTRODUCTION

For several decades perturbation methods have been
considered inadequate for the treatment of problems of wave
scattering, and only few of the many discussions, mainly in
the area of diffraction by gratings, are based on perturbative
techniques. We have recently shown~Bruno and Reitich,
1992, 1993a, b, c! that grating diffraction can be successfully
computed by appropriate uses of perturbation theory and
analytic continuation. In this paper we extend our methods to
problems of acoustic scattering by bounded-obstacles in
three dimensions. Our new algorithms, which incorporate
special functions and solutions for exactly solvable geom-
etries, can produce results of high precision for a wide vari-
ety of configurations; see Sec. III.

Our methods result from analytic continuation of bound-
ary perturbation expansionsof high order. Both low- and
high-order perturbative methods have been considered be-
fore, although the methods of this paper seem to be the first
ones in the literature applicable to diffraction by three-
dimensional bounded-obstacle scattering. Low-order ap-
proaches already occur in the work of Rayleigh~1945!; see
Wait ~1971! for a more recent discussion. Such methods are
only appropriate for small departures from exactly solvable
geometries, and they cannot be applied to scatterers in the
important resonance region, in which wavelengths are com-
parable to the size of the perturbations~Maystre and Nevie`re,
1978; Talbotet al., 1990!.

As for previous contributions on higher-order methods
we mention those of Meecham~1956!, Greffet and Maassa-
rani ~1990!, and Lopezet al. ~1978!. The high-order ap-
proach of Meecham produces the scattering by a diffraction
grating as a Neumann series whosenth term is given by an
n-fold convolution of the Green’s function. This method,
which Meecham did not implement numerically, was
thought to be mathematically incorrect~Uretsky, 1965! and
dismissed. Later, Greffet and Maassarani studied these per-
turbations expansions and proposed that their convergence is

tied with the validity of the Rayleigh hypothesis~Greffet and
Maassarani, 1990, pp. 1488–1489!; we now know ~Bruno
and Reitich, 1993b! that such a link does not exist. Lopez
et al., on the other hand, pointed out certain limitations in
convergence in a perturbative approach for diffraction grat-
ings. They proposed these limitations where caused bypoles
of the fields in the negative real axis of the perturbation
parameter plane. As indicated below, we have proven that
poles or other singularities do not occur anywhere in the real
parameter axis. And, further, we have established that the
observed limitations in convergence can be effectively over-
come by use of adequate methods of analytic continuation.

The most comprehensive objection to perturbative ap-
proaches in this area is probably that of Uretsky~1965, p.
411!, who conjectured that the fields scattered by a grating
do not continue analytically to those of a flat interface. As a
specific example of his conjecture, he proposed an infinite
sinusoidal corrugation of a plane. Uretsky’s conjecture was
based on a certain integral expression, related to the fields,
which appears to become meaningless as the groove depth
takes on complex values. He thus suggested that series ex-
pansions in powers of the parameters controlling the shape of
the scatterers could not be used in the solution of the corre-
sponding scattering problems. As we have proved rigorously
and demonstrated numerically, however, the fielddoesvary
analytically with respect to boundary variations~Bruno and
Reitich, 1992!.

We are not aware of any high-order treatments of
bounded obstacle problems previous to the present work@our
two-dimensional bounded-obstacle results were announced
in the review ~Bruno and Reitich, 1996!#. Unlike their
periodic-grating counterparts, the three-dimensional
bounded-obstacle algorithms require somewhat subtle nu-
merical uses of special functions for numerical stability and
reduced memory use. The results of this paper clearly estab-
lish the practicability of a perturbative approach for three-
dimensional obstacle scattering, but the present algorithms
have not been optimized in terms of computing time and
memory use. Such issues will be addressed in forthcoming
work. The means for such optimizations are simple: appro-
priate uses of higher-order integration~to compute Fourier

a!Electronic mail: bruno@ama.caltech.edu
b!Electronic mail: reitich@math.umn.edu
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coefficients! and fast convolutions~to implement our recur-
sive relations!. Like our grating solvers, our new bounded
obstacle algorithms can produce highly accurate solutions for
a wide variety of scattering geometries. In particular, they
provide an important source for accurate nontrivial three-
dimensional benchmark solutions.

This paper is organized as follows: after setting our no-
tation in the next section, we present, in Sec. II, derivations
of the main recursive relations that form the basis of our
method; numerical results then follow in Sec. III.

I. THEORETICAL BACKGROUND

We consider the Helmholtz equation

Du1k2u50 ~1!

in the exterior of a three-dimensional bounded-obstacleV;
hard and soft acoustic problems lead to boundary conditions
of Dirichlet or Neumann type. Our explicit description of the
analytic method and the corresponding numerical results be-
low are restricted to the Dirichlet boundary condition

u52uin on ]V; ~2!

extensions to the Neumann and transmission problems are
straightforward. Forthcoming numerical implementations for
these cases as well as extensions to the full Maxwell system
will be presented elsewhere.

Our algorithms are based on a theorem we established
recently ~Bruno and Reitich, 1992! of analyticity of the
acoustic fields with respect to boundary variations. To de-
scribe our results let us assumeVd is a family of scatterers,
one for each value of the real parameterd. Further, assume
the boundariesGd of these obstacles admit parameterizations

r5H~s,d!, ~3!

where the functionH is jointly analytic in the spatial variable
s and the perturbation parameterd. Our theorems state that
both the valuesv5v(r ,d) of the fields at a fixed point in
space as well as the values at a pointon the varying bound-
ary depend analytically on the boundary variations. More
precisely, ifr is a point in space away fromGd andr dPGd is
a point on the interface which varies analytically withd, then
v(r ,d) is jointly analytic in (r ,d), andv(r d ,d) is an analytic
function ofd for all real values ofd for which the surface~3!
does not self-intersect.

It follows from these theorems that the field can be ex-
panded in a series in powers ofd

u~r ,d!5 (
n50

`

un~r !dn,

which converges ford small enough, and that it can be con-
tinued analytically to all values ofd for which the surface~3!
does not self-intersect. The fieldsun satisfy the Helmholtz
equation as well as conditions of radiation at infinity. They
also satisfy boundary conditions onG05Gdud50 which can
be obtained by differentiation as we show in the following
section. Such differentiations and use of the chain rule are
permissible, as it follows from the analyticity theorems men-
tioned above and related extension theorems~Bruno and

Reitich, 1992!. The explicit solutionsun lead easily to recur-
sive formulae for the Taylor coefficients of the refracted am-
plitudesB; together with methods for analytic continuation,
these formulae provide a numerical algorithm for the calcu-
lation of the scattered field.

II. RECURSIVE FORMULAE

In this section we derive the recursive formulas for the
Taylor coefficients of the solutionu of the Dirichlet prob-
lems~1! and~2!. As discussed above, we shall view these as
~large! perturbations of a sphere of radiusa: in spherical
coordinates (R,u,f) ~u5azimuthal angle andf5polar
angle! the boundary of the obstacle is given by

R5a1d f ~u,f!,

where f is an arbitrary function of~u,f! and dPR is the
perturbation parameter.

As is well known, the general solution of~1! satisfying
the radiation conditions can be written in the form

u~R,u,f!5(
r 50

`

(
s52r

r

Brshr
~1!~kR!Pr

s
„cos~u!…eisf,

wherePr
s are the Legendre functions of the first kind andhr

(1)

is the first spherical Hankel function of orderr . As a func-
tion of the parameterd then, we have

u~R,u,f;d!5(
r 50

`

(
s52r

r

Brs~d!hr
~1!~kR!Pr

s
„cos~u!…eisf.

It follows from our theory that the coefficientsBrs are
analytic functions ofd for d in a neighborhood of the real
line. Thus, callingdn,(r ,s) the nth Taylor coefficient ofBrs

Brs~d!5 (
n50

`

dn,~r ,s!d
n, ~4!

and denoting

un~R,u,f!5(
r 50

`

(
s52r

r

dn,~r ,s!hr
~1!~kR!Pr

s
„cos~u!…eisf

~5!

we have, within the~nontrivial! radius of convergence,

u~R,u,f;d!5 (
n50

`

un~R,u,f!dn.

The Taylor coefficientsdn,(r ,s) can be computed recur-
sively in n, starting withd0,(r ,s) which correspond to the field
scattered by an acoustically soft sphere of radiusa ~Bowman
et al., 1987, p. 358!. In particular, for an incident wave
propagating in the direction of the negativez-axis, we have
k5(0,0,2k) and

d0,~r ,s!52
j r~ka!

hr
~1!~ka!

Ars ,

where

Ars5ds,0~2r 11!~2 i !r , ~6!

dp,q denotes the Kronecker delta andj r is the spherical
Bessel function of the first kind and orderr .
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To obtain recursive relations we consider the boundary
condition ~2! with uin5eik•r. In view of the well known
expansion~Bowmanet al., 1987! of the composite function
e2 ikR cos(u) in terms of spherical harmonics, this boundary
condition can be made to read

u„a1d f ~u,f!,u,f;d…

52(
r 50

`

~2r 11!~2 i !r j r~k„a1d f ~u,f!…!Pr
0
„cos~u!….

Numerically we will truncate the above expression at some
orderT

u„a1d f ~u,f!,u,f;d…

52(
r 50

T

~2r 11!~2 i !r j r~k„a1d f ~u,f!…!Pr
0
„cos~u!…;

the exact result is then obtained in the limit asT→1`.
Differentiation gives

un~a,u,f!52kn
f ~u,f!n

n!
(
r 50

T

~2 i !r~2r 11!

3
dnj r

dzn ~ka!Pr
0
„cos~u!…

2 (
l 50

n21 f ~u,f!n2 l

~n2 l !!

]n2 lul

]Rn2 l ~a,u,f!. ~7!

We now letf (u,f) be given by a series of spherical harmon-
ics

f ~u,f!5 (
p50

F

(
q52p

p

C1,~p,q!Pp
q
„cos~u!…eiqf

with either finite or infiniteF. Then, substitution in~7! of ul

(0< l<n) and theirR-derivatives as calculated from~5! per-
mits us to find all the coefficientsdn,(r ,s) in terms of the

coefficientsdk,(p,q) with k,n and the Fourier series coeffi-
cientsCl ,(p,q) of the functionf (u,f) l / l !:

f ~u,f! l

l !
5 (

p50

lF

(
q52p

p

Cl ,~p,q!Pp
q
„cos~u!…eiqf.

Indeed, from~7! we have

(
r 50

`

(
s52r

r

dn,~r ,s!h0,r Pr
s
„cos~u!…eisf

52knS (
p50

nF

(
q52p

p

Cn,~p,q!Pp
q
„cos~u!…eiqfD

3S (
r 50

T

~2 i !r~2r 11! j n,r Pr
0
„cos~u!…D

2 (
l 50

n21 S (
p50

~n2 l !F

(
q52p

p

C~n2 l !,~p,q!Pp
q
„cos~u!…eiqfD

3S (
r 50

`

(
s52r

r

k~n2 l !dl ,~r ,s!hn2 l ,r Pr
s
„cos~u!…eisfD , ~8!

where we have put

j t,r5
dt j r

dzt ~ka!

and, similarly,

FIG. 1. Far field 4pu( r 50
` (s52r

r (2 i ) rBrsPr
s
„cos(u)…eisfu2 for the sphere.

Parameters:T54, engytol510, ka51.
FIG. 2. Scatterer and far field;f defined as in Table I,d50.5.

TABLE I. f (u,f)5P2
0(cos(u))5

3
2 cos2(u)2

1
2 . Parameters:T54, i tol

540, f tol540, engytol510, ka51.

Padé d B0,0 Energy e ~Taylor! e ~Padé!

@5/5# 0.125 20.681– 0.433 i 1.645 368 5 3.3E-11 1.3E-11
@7/7# 0.125 20.681– 0.433 i 1.645 368 5 4.0E-16 6.7E-16
@5/5# 0.25 20.659– 0.407 i 1.633 693 6 3.5E-08 2.1E-08
@7/7# 0.25 20.659– 0.407 i 1.633 693 6 2.7E-10 1.1E-11
@5/5# 0.5 20.620– 0.344 i 1.704 360 1 4.4E-04 2.2E-05
@7/7# 0.5 20.620– 0.344 i 1.704 366 5 1.8E-05 7.4E-08
@5/5# 1.0 20.514– 0.223 i 2.101 361 4 3.9E-01 7.4E-03
@7/7# 1.0 20.514– 0.224 i 2.104 046 3 3.8E-01 2.5E-03
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ht,r5~dthr
~1!/dzt! ~ka!.

Then, upon expanding the productsPr
sPp

q as linear combinations of Legendre functions

Pr
sPp

q5(
j 50

r 1p

a r ,s,p,q
j Pj

s1q ,

we may write, from~8!,

(
r50

`

(
s52r

r

dn,~r,s!hr
~1!~ka!Pr

s
„cos~u!…eisf

52knS (
r 50

T

(
p50

nF

(
q52p

p

Cn,~p,q!~2 i !r~2r 11! j n,rS (
j 50

r 1p

a r ,0,p,q
j Pj

q
„cos~u!…eiqfD D

2 (
l 50

n21 S (
r 50

`

(
s52r

r

(
p50

~n2 l !F

(
q52p

p

C~n2 l !,~p,q!k
~n2 l !dl ,~r ,s!hn2 l ,rS (

j 50

r 1p

a r ,s,p,q
j Pj

q1s
„cos~u!…ei ~q1s!fD D ,

from which it follows that

(
r 50

nF1T

(
s52r

r

dn,~r ,s!hr
~1!~ka!Pr

s
„cos~u!…eisf

5 (
j 50

nF1T

(
uqu< j

S 2kn (
r 5max~0,j 2nF!

T

~2 i !r~2r 11! j n,r (
p5max~0,uqu, j 2r !

nF

Cn,~p,q!a r ,0,p,q
j D Pj

q
„cos~u!…eiqf

1 (
j 50

nF1T

(
uqu< j

S 2 (
l 50

n21

(
r 5max~0,j 2~n2 l !F !

lF 1T

(
s52r

r

k~n2 l !dl ,~r ,s!hn2 l ,r (
p5max~0,uq2su, j 2r !

~n2 l !F

Cn2 l ,~p,q2s!a r ,s,p,q2s
j D Pj

q
„cos~u!…eiqf,

where we have used

dl ,~r ,s!50 for r . lF 1T.

By uniqueness of the expansion in terms of spherical har-
monics we finally obtain our recursive relations

h0,jdn,~ j ,q!52kn (
r 5max~0,j 2nF!

T

~2 i !r~2r 11! j n,r

3 (
p5max~0,uqu, j 2r !

nF

Cn,~p,q!a r ,0,p,q
j

2 (
l 50

n21

(
r 5max~0,j 2~n2 l !F !

lF 1T

(
s52r

r

k~n2 l !dl ,~r ,s!

3hn2 l ,r (
p5max~0,uq2su, j 2r !

~n2 l !F

Cn2 l ,~p,q2s!a r ,s,p,q2s
j .

~9!

III. NUMERICAL RESULTS

Our numerical method is based on evaluation of the
Taylor coefficients~9! and subsequent summation of the
Taylor series~4!. Complete details on the summation strate-
gies, which actually amount toanalytic continuation of the
Taylor series beyond their radii of convergence, can be
found in Bruno and Reitich~1993a, b, c, 1994!.

We present numerical results for the configurations of
Figs. 2 to 4. The scatterers in these figures were obtained by
perturbations from a sphere given by simple combinations of
Legendre polynomials and exponentials. These choices of
perturbation functions can be handled easily by the test al-
gorithms that are implemented currently. As we said in the
introduction, however, algorithms allowing for general per-
turbations can be obtained by appropriate uses of higher or-
der integration~to compute Fourier coefficients! and fast
convolutions~to implement our recursive relations!; these
extensions are forthcoming.

In Fig. 1 we present the far field scattered by a sphere,
which will serve as a pattern of comparison in all of our

TABLE II. f (u,f)5P4
0(cos(u))5

1
8 (35 cos4(u)230 cos2(u)13). Param-

eters:T54, i tol 540, f tol540, engytol510, ka51.

Padé d B0,0 Energy e ~Taylor! e ~Padé!

@5/5# 0.125 20.713– 0.451 i 1.705 907 4 3.0E-06 2.6E-08
@5/5# 0.25 20.725– 0.439 i 1.750 421 7 7.7E-03 6.8E-06
@5/5# 0.5 20.757– 0.396 i 1.903 955 0 9.4E-01 8.0E-04
@5/5# 1.0 20.798– 0.282 i 2.308 688 7 9.9E-01 3.6E-02

TABLE III. f (u,f)5
3
8 cos(f)sin(u)(425 sin2(u)). Parameters:T54, i tol

540, f tol540, engytol510, ka51.

Padé d B0,0 Energy e ~Taylor! e ~Padé!

@5/5# 1.0 20.776– 0.383 i 2.020 891 1 9.0E-01 1.6E-04
@5/5# 0.5 20.730– 0.435 i 1.785 330 5 2.5E-03 5.3E-07
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examples; the shading in the subsequent figures represents
the far fieldnormalizedto that of the sphere. In Table I we
present calculations and error estimates for the field scattered
by the peanut-shaped scatterer of Fig. 2, and related varia-
tions of it. The parametere in this and subsequent tables is a
convenient error estimator equal to the defect in the energy
balance

e5U(
l ,q

a l ,quBl ,qu21ReS (
l ,q

a l ,qAl ,qBl ,qD UY
(
l ,q

a l ,quBl ,qu2, ~10!

which would vanish for an exact solution. The tabulated
‘‘Energy’’ value is ( l ,qa l ,quBl ,qu2; in these formulae the
overbar denotes complex conjugate,Al ,q is given by Eq.~6!
and

a l ,q5
2~ l 1q!!

~2l 11!~ l 2q!!
.

The quantitiesi tol , f tol, andengytol, in turn, are trunca-
tion parameters fordn,(p,q) , Cn,(p,q) and the energy balance
relation~10!, respectively. That is, coefficients are set to zero
for values ofp andq beyond these respective tolerances; see
Bruno and Reitich~1993a! for details on our truncation strat-
egies. The values of the fields were obtained by means of
direct summation of the Taylor series of the fields~Taylor!
and by means of Pade´ approximation~Padé!. Very accurate
results have been obtained in these cases, as it is apparent
from an examination of the error estimates in Table I. Simi-
lar considerations apply to the configurations considered in
Figs. 3 and 4 and Tables II and III. We do note, however,
that in these more complex examples Pade´ approximations
provide substantial improvements over direct summation of
the Taylor series.
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A spring model for the simulation of the propagation
of ultrasonic pulses through imperfect contact interfaces
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A spring model for the simulation of the propagation of ultrasonic pulses in arbitrarily complex
heterogeneous media is proposed in the framework of the local interaction simulation approach
~LISA!. The algorithm used allows us to include heuristically additional local interaction
mechanisms. In particular, the problem of propagation of pulses across imperfect contact interfaces
is considered. A contact quality tensor, which is expected to be connected, although not necessarily
in a trivial way, to the bond quality, is introduced directly into the model in order to treat interface
flaws, such as delaminations and/or slipping bonds. To demonstrate the applicability of the
technique, which is particularly suitable for parallel processing, a few examples of numerical
simulation of pulse propagation in media with various kinds of imperfections are presented.
© 1998 Acoustical Society of America.@S0001-4966~98!02411-4#

PACS numbers: 43.20.2f @ANN#

INTRODUCTION

Interfaces play an important role in determining the per-
formance of structural materials on a wide variety of dimen-
sion scales, from grain boundaries in metals, to interlaminar
bonds in composites and adhesive bonds in a large variety of
structures. In all cases, a basic goal of nondestructive evalu-
ation is the determination of the integrity of bonds. In fact,
several properties of materials, such as, just to make a couple
of examples, the mechanical behavior under stress1 or the
ultrasonic reflection coefficient of the interface,2 are very
sensitive to boundary imperfections.3

A major problem in establishing efficient and reliable
NDE techniques is the lack of a unique relationship between
nondestructively measured parameters and interface me-
chanical properties. For instance, very different kinds of im-
perfections may lead to almost identical experimental data,
especially as far as the reflectivity of the interface is
concerned.4 Moreover, different theoretical models must be
used in order to predict the behavior of the interface, accord-
ing to the specific kind of defect expected to be present.
Combining the experimental information with the experience
of previous destructive testings and/or of the processing/
fabrication history, it is often possible to gain important in-
formation about the microstructure around the interface.

Likewise, other features, such as hysteretic properties of
aggregated systems, may be relevant in the determination of
the response to external excitations. Simple nonlinear models
appear to be insufficient to fully predict the behavior of such
materials. Better results have been obtained by combining
the nonlinear properties with the hysteretic behavior.5 How-
ever, a simple self-consistent model is still missing, due to
the difficulties encountered in modeling the interactions
among grains.

Ultrasonic techniques may be extremely valuable tools,
e.g., in providing qualitative information on the details of
interface flaws and bond quality.3,6,7 In order to proceed to a
more quantitative assessment, it is useful to analyze the ex-
perimental results by comparing them with theoretical calcu-

lations based on a realistic model. Purely analytical calcula-
tions are, however, usually not feasible, due to the extreme
complexity of the problem. In fact, in most practical situa-
tions, features, such as strong heterogeneities, irregular
boundary conditions, nonlinearities, etc., are present. Nu-
merical solutions or, more often, computer simulations are
then the tool of choice.

There exists a very extensive body of literature8 on com-
puter simulation techniques, and in particular on finite differ-
ence~FD! methods.9 They usually yield very satisfactory so-
lutions, except in the case of heterogeneous materials with a
large impedance mismatch at the interfaces between different
materials. Furthermore, they are generally restricted to the
treatment of perfect contact interfaces.

To overcome these difficulties, a method, which is for-
mally similar to FD techniques has been developed. This
method, the local interaction simulation approach
~LISA!,10–13 aims to a direct introduction of local interac-
tions in the ultrasound propagation mechanism. Thus the
problem of discontinuities at interfaces is solved by locally
matching the relevant physical quantities, i.e., the particle
displacements and stresses in the elementary case of linear
media.

The purpose of this article is to describe a novel kind of
spring model,14 which is a spin-off of LISA, designed to
extend the treatment to problems of noncontact or flawed
interfaces and, after some additional modifications, to attenu-
ative, nonlinear, hysteretic media and even to the plastic re-
gime. The spring model, as the name implies, substitutes the
problem of ultrasonic pulse or wave propagation in a me-
dium with the ‘‘analog’’ problem of exciting an equivalent
set of ‘‘tensorial springs.’’ The method is stable and conver-
gent as long as the equivalence between the two problems is
justified. It is also easily parallelizable and therefore ame-
nable to parallel processing.15

In Sec. I the spring model is introduced~i.e., the equiva-
lence justified! for the 1-D case. The 1-D case is, of course,
very elementary. Nevertheless, it is included because it al-
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lows us to define in a very natural way the ingredients~ex-
ternal and internal springs, contact quality factor!, which can
later be extended to 2D in Sec. II. An extension to 3D is
straightforward, but omitted here for brevity. In order to il-
lustrate the applicability of the model, three cases of vertical
delamination, vertical slippage and rhomboidal slippage are
presented in Sec. III, both for a homogeneous medium and
for the interface of a bilayer.

I. THE ONE-DIMENSIONAL CASE

A. Propagation along a homogeneous rod

A propagation medium may be considered as one-
dimensional if it enjoys transverse symmetry. In our treat-
ment, for simplicity, we start assuming as propagation me-
dium a homogeneous rod of unit cross sectional area and we
discretize it as a 1-D grid. Each gridpoint~or node! repre-
sents a tiny segment of rod, which we shall call a ‘‘cell,’’ of
length e and massm5r e centered upon the node. Each
node acts on its two neighborsi 61 with forcesFi

6 given by
the elastodynamic equations

Fi
65t i

65Sh i
65S~ui 612ui !/e, ~1!

wheret i
6 is the stress on each of the two cell interfaces,S

represents the material stiffness andh i
6 the deformation and

ui the node displacement from its equilibrium position.
Thus the grid may be replaced by a system of springs

with rest lengthse and elastic constantsS/e. From the equa-
tion of motion

m üi5Fi
11Fi

2 ~2!

for each nodei , we easily obtain, by discretizing the time
and applying the usual FD formalism,9 the iteration equation

ui
t1152ui

t2ui
t211c~ui 11

t 1ui 21
t 22ui

t!, ~3!

where

c5
d2S

re2 ~4!

is the square of the so-called Courant’s number andd is the
unit time step. The value ofc may be chosen almost at will
by varying the ratiod/e. The problem of convergence and
stability of Eq. ~3! is discussed in Ref. 10. It turns out that
the best choice isc51.

B. Heterogeneous rod. Perfect contact at junctions

Let us now assume that the rod is no longer homoge-
neous and that, e.g., an interface located at the nodei sepa-
rates two regions of different physical propertiesS2,r2 and
S1,r1 at the left and at the right side of the node, respec-
tively. If there is perfect~or rigid! contact between the two
regions, we split the node i into two infinitely close subnodes
( i )1 and (i )2, each representing a half cell, of lengthe2 and
e1 and massm251/2r2e2 and m151/2r1e1, respec-
tively. We then assume~see Fig. 1! that, besides the ‘‘exter-
nal’’ forces given by Eq.~1!, two ‘‘internal’’ forces f i

6 act
on the two subnodes in order to keep them together:

ü25ü15ücm, ~5!

where the center of mass accelerationücm is given by

ücm5
m2ü21m1ü1

m11m2 5
F11F2

m11m2 . ~6!

In Eqs.~5! and following ones we omit the superscriptt
and subscripti for brevity. Also we assume, in Eq.~6!, that
the internal forces are equal and opposite:f 152 f 2. From
the equations of motion for the two subnodes

m6ü65F61 f 6 ~7!

and from Eqs.~5! and ~6! it follows that

f 152 f 25
m1F22m2F1

m11m2 . ~8!

C. Imperfect contact

Let us finally assume that the contact between the two
regions at the interface may be imperfect. Then we assume
that the internal forces are still equal and opposite, but no
longer given by Eq.~8!, since the two subnodes may acquire
some additional degree of freedom. In this case we introduce
a parameterQ in the model, to characterize the contact qual-
ity at the interface and write the internal forces as

f 65Q fpc
6 , ~9!

where f pc
6 represent the internal forces in the case of perfect

contact, as given by the right-hand side of Eq.~8!. The con-
tact quality parameterQ may vary from the valueQ50
~delamination or crack! to the perfect contact valueQ51.
The bond quality is expected to be connected, although not
necessarily in a trivial way, to the contact quality, depending
on the physical parameters of the system.

The iteration equations may then be easily obtained:

~u6! t1152~u6! t2112u612c6~u612u6!

1Q t7@2c6~u612u6!1c7~u712u7!#, ~10!

where

c65
d2S6

~e6!2r6 , t65
2r6e6

r1e11r2e2 , ~11!

and

u615u~ i 61!
7 . ~12!

FIG. 1. Splitting of the nodei into two subnodes (i )1 and (i )2 and repre-
sentation of the external and internal forces.
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Equation~10! becomes somewhat simplified if, in order
to obtain optimal conditions of convergence and stability,e1

and e2 are chosen to yieldc651. Then we can define the
impedance~after and before the interface, respectively! as

Z65Ar6S65
1

d
e6r6 ~13!

and, as a consequence,

t65
2Z6

Z11Z2 516r , ~14!

where

r 5
Z12Z2

Z11Z2 . ~15!

Equation~10! then becomes

ut1152ut2122rQD1~11rQ !u111~12rQ !u21 ,
~16!

D t1152D t2112QD1~12Q!~u112u21!,

whereu6 are still defined through Eq.~10! and

u5 1
2 ~u11u2!, D5 1

2 ~u12u2!. ~17!

In the perfect contact case (Q51), D50 and Eq.~16! be-
comes

ut1152ut211t1u111t2u21 , ~18!

in agreement with Eq.~2.3! of Ref. 10. Heret1 and t2 are
the transmission coefficients for the displacement in the for-
ward and backward directions, respectively, andr is the re-
flection coefficient.

D. A model for the internal forces

To conclude the section, it might be useful to attempt a
physical interpretation for the internal forcesf 6. If we as-
sume that, at the timet50, u15u2 andu̇15u̇2, from Eqs.
~7!–~9! it follows that after a time stepd

2D5
1

2
~ ü12ü2!d25

~12Q! f 2d2

2mQ
, ~19!

where

m5
m1m2

m11m2 . ~20!

We then consider the region (i 2,i 1) as an elastic rod of
unit cross section, restlengthh!e and Young’s modulusE.
The tiny rod is subject to two concurrent stresses~both in- or
outward! f 1 and f 2 and to a deformation 2D/h. Then

E5
u f 1u1u f 2u

2uDu/h
5

2mQh

~12Q!d2 . ~21!

Sincem, h, andd are all infinitesimal of the same order,E
has a finite value if 0,Q,1. If Q→1, E→` and the rod is
totally rigid, thus securing a perfect contact at the nodei , as
expected.

II. THE TWO-DIMENSIONAL CASE

A. Perfect contact

A propagation medium may be considered as two-
dimensional if it enjoys translational symmetry with respect
to a given direction~e.g., thez axis!. As an example we
consider a material plate of unit thickness and discretize it as
a 2-D grid. To consider the most general heterogeneous case,
we assume that the physical properties may vary in the lat-
tice from cell to cell, being constant, however, within each
cell. We assume, for simplicity, that the material has cubic
symmetry and callr i j the density of a generic cell (i , j ), s i j ,
l i j and m i j its elastic constants, corresponding to the cell
stiffness components Skkkk, Skkll, Sklkl (k,l 51,3), re-
spectively.

In order to simulate the propagation, we consider a
crosspointO[( i , j ) at the intersection between two inter-
faces separating four different materials, whose physical
properties we shall labelrk , lk , mk , sk , k51,4: see Fig.
2. Following the treatment of the 1-D case in Sec. I, we split
the crosspoint (i , j ) into four subnodesOk , each represent-
ing a quarter cell in the corresponding quadrant.

For the purpose of simulating the propagation of an ul-
trasonic wave or pulse, it is possible to prove that the plate is
equivalent, in the limite→0, to a system of external and
internal springs. The external springs propagate the distur-
bance of the source pulse throughout the whole grid. Extend-
ing to 2D the procedure developed in the Introduction and
based on the FD formalism, it is straightforward to obtain an
explicit expression for the spring forcesF̄n

(k) connecting the
subnodeOk to its ‘‘nearest neighbor’’ nodesn

F̄n
~k!5Mn

~k!Dwn , ~22!

where

Mn
~k!5S 0 ck

ck 0 D ~n5k51,2,3,4!,

FIG. 2. Representation of the external and internal ‘‘spring’’ forces in 2D.
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Mn
~k!5S 1

2 sk 2xk

xk
1
2 mk

D ~n55, k51,4; n57, k52,3!,

~23!

Mn
~k!5S 1

2 mk xk

2xk
1
2 sk

D ~n56, k51,2; n58, k53,4!,

and

Dwn5wn2w0 ,

ck5~2 !k11~lk1mk!/4, ~24!

xk5~2 !k11~lk2mk!/4.

Finally

wn5S un

vn
D ~25!

is the displacement vector of the noden.
If there is perfect contact, the six internal ‘‘springs’’

keep the set of four subnodes rigid, as discussed in the next
subsection. Callingf̄ kl the internal forces connecting the sub-
nodesOk andOl , we assume that

f̄ kl52 f̄ lk .

Thus from the equation of motion applied to the set of the
four subnodes, one obtains, after a time discretization~with
time unit d!,

wt1152w2wt211
d2

r̄ e2 (
n,k

Mn
~k!Dwn , ~26!

where

r̄5
1

4 (
k51

4

rk .

In Eq. ~26! we have omitted for brevity the time and/or
space subscripts whenever corresponding to the ‘‘current’’
time t or to the nodeO under consideration. We also note
that the masses of the four subcells are1

4rke
2 (k51,4), since

they have the same volume14e
2. Equation~26! is equivalent

to Eq. ~3.18! in Ref. 11.

B. Imperfect contact

In the previous subsection the purpose of splitting the
node O into four subnodes was solely due to the need of
calculating the spring forces inside a homogeneous region.
Thus the forces along the interfaces were split into two sepa-
rate forces, on either side of the corresponding interface. Fol-
lowing the treatment of the 1-D case in Sec. I, we show here
that such a splitting has far more outreaching consequences,
since it leads to a natural treatment of imperfect contact in-
terfaces.

In order to maintain the set of four subnodes rigid, as
required in the previous subsection, it is necessary that the
acceleration of each subnode be equal to the acceleration of
their center-of-mass

ẅk5ẅCM5
1

r̄ e2 (
l 51

4

F̄ l ~k51,4!, ~27!

where F̄ l is the resultant of the three forcesF̄n
( l ) directly

applied to the subnodel : see Fig. 2.
Equations~27! may be easily satisfied if, by a straight-

forward generalization of Eq.~8!, the internal forces are cho-
sen to be given by

f̄ kl5
rkF̄

l2r l F̄
k

4r̄
. ~28!

Then, in analogy with the 1-D case@Eq. ~9!#, we may
extend our model to the treatment of imperfect interfaces by
defining a contact quality tensorQkl for each nodeO
through the relationship

f̄ kl5Qkl f̄ kl
~pc! , ~29!

where f̄ kl
(pc) are the internal forces for the perfect contact

case, as given by the right-hand side of Eq.~28!. Of course in
such a caseQkl51, for eachk and l .

By varying the values of the various components of the
contact quality tensor between 0 and 1, one may model a
large variety of interface imperfections. Some of them will
be considered in the next section. Furthermore, without any
increase of computer time, due to the parallel processing of
the simulation, the contact quality tensor may vary arbitrarily
from node to node and even be different for thex and y
components of the internal forces.

C. The iteration equations

In the case of imperfect contact interfaces the iteration
equations must be run independently for all the subnodes,
rather than for all the nodes. Their expressions are

wt11
~k! 52w~k!2wt21

~k! 1
d2

r̄ e2 S F̄k1(
lÞk

f̄ klD ~k,l 51,4!,

~30!

where the subscriptk denotes the subnode being considered.
It should be mentioned, for completeness, that in the expres-
sion of the forcesF̄n

(k) @see Eq.~22!#, included in the forces
F̄k, and f̄ kl ,Dwn must be replaced by the difference between
the displacement of the subnode of the noden, closest to the
subnodek of O, and the displacement of the latter subnode.

Extending the discussion carried on in Subsection I D to
the 2-D case, it is possible to give a more specific physical
interpretation to the internal forces. We omit the correspond-
ing discussion for brevity. We limit ourselves to remark here
that both the external and internal forces do not represent real
springs, in which the force is proportional to the actual dis-
tance between subnodes, but rather ‘‘tensorial springs,’’ in
which thex and y components of the force depend on the
corresponding components of their distance.

III. RESULTS AND DISCUSSION

In the case of perfect contact interfaces, the reliability of
the spring model has been verified both through a compari-
son with available analytical results~reflection of a plane
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wave from the interface between two different media11! and
with experimental results~e.g., the scattering of a Gaussian
pulse from a circular inclusion16!. Also, the effects of a
delamination, as modeled in the present context, have been
compared with the effects of a column of void cells.17 Pro-
vided that the column is sufficiently thin, the two treatments
~spring model and LISA! yield very similar results, while
differences emerge when the thickness of the column is not
negligible.

In this section, we analyze the effects of various kinds of
interface flaws, defined as gridpoints in which some of the
components of the contact quality tensorQkl are different
from 1. In order to separate them from other reflection or
mode-conversion effects, we have considered the propaga-
tion of a longitudinal plane wave in a homogeneous Al plate,
discretized by means of a 3503300 grid. For the elastic con-
stants we have assumed the valuesl556 GPa, m
526 GPa, s5108 GPa, and for the densityr
52100 kg/m3. An imperfection~to be specified later! has
been introduced ati 5150 andj 5148,149,150,151,152 and
the wave has been injected from the left side of the speci-
men.

In the particular case under consideration, due to the
symmetry of the problem, only three kinds of basic flaws are
significantly different in the proposed model. An arbitrary
flaw may be regarded as a combination thereof:

~a! vertical delamination, affecting one or more cells, for
which Q125Q135Q245Q3450. In correspondence
with such a region, the two sides of the interface vi-
brate independently. Kissing bonds may be treated as
special instances of vertical delaminations by setting
Q125Q135Q245Q3450, when the interface is in ten-
sion Q125Q135Q245Q3451 when it is in compres-
sion;

~b! vertical slippage, defined, e.g., byQ1250. This inter-
face flaw introduces an element of anisotropy in the
contact.18 The bond retains full strength along the in-
terface, but not across it;19

~c! rhomboidal slippage, defined, e.g., byQ1350, describ-
ing a different kind of anisotropy.

All the otherQkl are, in the three cases, equal to 1. The
three cases are represented, in Figs. 3, 4, and 5, respectively,
by three snapshots at different times (t5180, 240, and 300
a.u.! of both the amplitude field~left plots! and they com-
ponent (v) of the displacement~right plots!. In all the plots,
lighter tones denote larger displacements. However, regions
of zero displacement are represented in black in the left
plots, while they are in gray in the right plots, in which
darker tones represent regions with negative values ofv.

Figure 3 shows the effect of a vertical delamination
@case~a!#. Since the defect is small, the incident longitudinal
plane wave propagates almost undisturbed~thick white stripe
moving to the right in the left plots!. However, the effect is
quite noticeable in the reflected wave, which reaches an am-
plitude of almost 20% of the incident wave. In fact, a delami-
nation behaves as a source of almost symmetrical spherical
waves, which create a quite conspicuous interference pattern.
In addition there is generation, by mode conversion, of shear

waves (v components! of opposite sign between top and
bottom ~see right plots!, accompanied by reconversion to
longitudinal modes, since the tips of the defects behave as
point sources of shear waves. The behavior of reflected
waves is in good qualitative agreement with experimental
findings.20

Figure 4 shows the effect of a vertical slippage flaw
@case~b!#. Again the incident plane wave propagates almost
undisturbed, with a noticeable, but much smaller reflected
wave ~about 4% of the incident wave! and a generation by
mode conversion of shear waves. The strong anisotropy of
the problem is clearly visible, particularly in the bottom
plots, where a vertical shift of the two spherical waves gen-
erated by the tips of the flaw is evident, with opposite signs
of the amplitude of the mode converted shear waves.

Figure 5 shows the effect of a rhomboidal slippage@case
~c!#. The results are similar to those obtained in the previous

FIG. 3. Snapshots at different times of the wave amplitude~left column! and
its y-component~right column! for a longitudinal plane wave propagating in
a homogeneous plate with a delamination in its center~i 5150, 145, j
,155).

FIG. 4. Snapshots at different times of the wave amplitude~left column! and
its y-component~right column! for a longitudinal plane wave propagating in
a homogeneous plate with a vertical slippage in its center (i 5150, 145, j
,155).
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case, but with an even stronger anisotropy effect. The wave-
front is no longer quasi-spherical and the propagation direc-
tion of the generated waves, once they are far enough from
the defect, is clearly in a diagonal upward direction. Again
the reflected wave has an amplitude of a few per cent of the
incident wave.

In order to quantify the effects, we have used a different
representation in Fig. 6. We report, for the three cases con-
sidered above, the total amountR of reflected wave

R5 (
i ,150

(
j

Aui j
2 1v i j

2 ,

and the differenceA between the wave reflected in the upper
and lower quadrant

A5
( i ,150~( j ,150Aui j

2 1v i j
2 2( j .150Aui j

2 1v i j
2 !

R
,

versus time in Fig. 6~a! and~b!, respectively. The first quan-
tity provides a quantitative information about the intensity of
the effect, while the second defines the anisotropy in the
reflection. We see that the reflection effect is very strong and
completely isotropic in case~a!, much smaller and aniso-
tropic in cases~b! and~c!. In the latter cases, the amount of

reflection is virtually the same, but the anisotropy effect is of
opposite sign. In case~b!, the anisotropy is mainly due to a
different generation mechanism at the upper and lower tips
of the defect and decreases going farther away from it. Case
~c! displays the opposite behavior, since the generated waves
seem to have a strong directionality in the propagation direc-
tion, with a consequent increment of anisotropy with time.

The main feature of the spring model, as we have de-
scribed it, is the possibility for the four subnodes to move
independently. To show this effect, we have reported in Fig.
7 the vectors representing the displacements in the case~c! of
the four subnodes corresponding to the node~150, 150!. Due
to the symmetry of the defect, the subnodes 1 and 2 behave
as the subnodes 4 and 3, respectively. In Fig. 7~a!, we have
plotted the y components of the displacements vst1u,
wheret denotes the number of time steps andu the x com-
ponent of the displacement. The two subnodes oscillate al-
most completely in-phase, with the small differences rapidly
averaging out. In Fig. 7~b!, we have zoomed into the region
150,t,200, and reported the vectors describing the dis-
placements of the subnode 1. In Fig. 7~c!, an additional
zooming is performed and the motion of the subnodes 1 and
2 compared, showing a large difference in their motion.

In Fig. 8 we have considered the propagation of a lon-
gitudinal Gaussian pulse

u~0,j !5A exp„2~ j 2 j max/2!2/s j
2
…exp„2~ t2t0!2/s t

2
…,

in an Al–Plexiglas bilayer. From top to bottom, the three
cases of perfect contact, vertical delamination and rhomboi-
dal slippage have been considered at the interface separating
the two materials. In the upper plot the incident, transmitted
and reflected waves are visible in the neighborhood of the
interface. Also, a mode-converted component, traveling at a

FIG. 5. Snapshots at different times of the wave amplitude~left column! and
its y-component~right column! for a longitudinal plane wave propagating in
a homogeneous plate with a rhomboidal slippage in its center (i 5150,
145, j ,155).

FIG. 6. AmountR of reflected wave~left plot! and anisotropyA ~right plot!
versus time for the three cases of imperfect contact.

FIG. 7. Vectorial representation versus time of the displacements of the four
subnodesm of the nodei 5150, j 5150 in the case of a rhomboidal delami-
nation.
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lower velocity, is visible and has not yet reached the inter-
face. In the middle and lower plots, superimposed to the
usual reflection and transmission patterns, we may observe
distortions introduced by the presence of the imperfections at
the interface. Such effects are similar to the ones observed in
the case of the corresponding flaws in a homogeneous plate.
They consist mainly of a shadow effect for the delamination
and the generation of anisotropic components for the rhom-
boidal slippage. Interface waves may be also observed along
the delamination, particularly in the upper two snapshots in
the left column. However, the incidence angle does not allow
the formation of a clear pattern of Stoneley waves along the
interface.11,16

IV. CONCLUSIONS

We have presented a heuristic derivation, based on a
spring model, of the iteration equations for the simulation of
the wave propagation in arbitrarily complex media. The
method consists in the discretization of the propagation me-
dium into cells represented by gridpoints, each split into four
subnodes, connected through ‘‘tensorial springs.’’ When the
spring constants are properly defined, the spring model rep-
resents a good approximation~compared with usual experi-
mental errors! of the propagation medium under study and it
ensures convergence.

The model has been applied to the case of both sharp
and imperfect contact interfaces. Additional internal
‘‘spring’’ forces have been introduced among the subnodes,
belonging to the same node, allowing a higher degree of
freedom in the description of the interface. In particular, a
tensorial parameterQ is introduced to characterize the con-
tact quality. A proper definition ofQ as a function of the
physical properties of the two materials in contact may be
included in order to simulate different bonds. Several nu-
merical results have been presented to illustrate, by varying
the Q components, the effects on the pulse propagation of
various interface flaws, such as delamination and vertical or
rhomboidal slippage.

Due to its local nature, the model can be easily extended
to include other physical properties of the propagation me-
dium, such as hysteresis and/or attenuativity21 or to describe
the plastic regime. In fact, both the spring constants and the
contact quality tensor may be modified to introduce addi-
tional features into the model~e.g., by considering nonlinear
springs or including imaginary components!.
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Dilatation of S waves in smoothly inhomogeneous isotropic
elastic media
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The propagation of high-frequency linear waves in a smoothly inhomogeneous isotropic elastic
medium is considered. The dilatation of theSwave is found via employment of both the zeroth- and
first-order terms of the elastic field by a ray analysis. It is observed that the dilatation is necessarily
dependent upon the inhomogeneity of the medium, vanishing in the instance the medium is taken
homogeneous. ©1998 Acoustical Society of America.@S0001-4966~98!04710-9#
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INTRODUCTION

We consider body wave propagation in a smoothly in-
homogeneous, linear elastic medium subject to high fre-
quency, where it is assumed that the wavelengths are much
smaller than any characteristic length scale inherent to the
inhomogeneities of the medium.

The primary aim of this paper is to find an explicit
asymptotic expression for the dilatation of the high-
frequencyS waves. This may sound initially confusing be-
cause theSwave of a homogeneous media is just a synonym
for the shear or rotational wave~or equivoluminal wave!, but
this is duely clarified in the instance the media is inhomoge-
neous where the dilatation is in general not zero.

While the P and S waves commonly associated with
homogeneous media are those of plane wave type, their gen-
eralization to inhomogeneous media can only be given in an
asymptotic sense when it is assumed that the frequency is
large when compared with characteristic scales of the me-
dium. In this way one can obtain asymptotic expressions by
a ray approach~Alekseev et al., 1961; Karal and Keller,
1959! where the zeroth-order terms have the local properties
of their corresponding plane waves. However, the higher-
order terms of the asymptotic expansion demonstrate anoma-
lous features when compared to the plane waves~e.g., Bab-
ich and Kiselev, 1989!. One of such features is the dilatation
of the S wave.

In response to the progress made in the field of exten-
sometry~e.g., Amatuniet al., 1989! we are motivated to in-
vestigate the effects of inhomogeneities on the dilatation of
the S wave, which can nowadays be measured directly.

In the following section we give an account of plane and
nonplane wave fields and present a revision of the nomen-
clature of body waves in homogeneous isotropic media.
From that foundation we proceed with a ray analysis of the
leading-order terms of the elastic field displacement for in-
homogeneous medium, and in the following section via con-
sideration of its first-order terms determine the dilatation of

the S wave. For completeness we present an expression for
the rotation of theP field. In the final section we discuss the
implications of the results.

I. PLANE AND NONPLANE WAVES IN
HOMOGENEOUS MEDIUM

We consider a time-harmonic scenario and define the
elastic displacement vector byR(Ue2 ivt), whereR refers to
the real part, andU5U(r ) is governed by the equations

]s i j

]xi
1rv2U j50, ~1!

wherev is angular frequency,r~r ! is volume density, and
r5(x1 ,x2 ,x3) is the position vector. For an isotropic me-
dium the stress tensor,s i j , is given by

s i j 5mS ]Ui

]xj
1

]U j

]xi
D1ld i j

]Uk

]xk
, ~2!

wherem~r ! andl~r !, the Lame´ parameters, are smooth func-
tions of r .

In the instance the wave motion is taken to be linear the
notion of the wave is based@as noted by Babich and Kiselev
~1989!# on the properties of plane waves in a homogeneous
medium for whichm, l, andr are all constants. For the case
of homogeneous medium,~1! may be expressed~e.g., Hud-
son, 1980! by

~l12m!“~“•U!2m“∧~“∧U!1rv2U50. ~3!

Plane wave solutions of this equation are characterized in the
form

U5U0eivt~r !, ~4!

where the travel time along the ray,t~r !, is a linear function
of position coordinatesx1 , x2 , x3 andU0 is a constant, i.e.,
it is independent of position. Under this assumption, insert-
ing ~4! into ~3! we immediately obtain that either

U0•“t50, ~5!

and thent~r ! satisfies the eikonal equation

~“t!25
1

cS
2 , cS5Am

r
, ~6!

a!Electronic mail: aleksei.kiselev@pobox.spbu.ru and kiselev@
amath.usr.saai.ru

b!Now at European Gas Turbines Limited, P.O. Box 1, Thorngate House,
Lincoln, LN2 5DF, England.
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wherecS is the velocity of the shear wave, or

U0∧“t50, ~7!

and then

~“t!25
1

cP
2 , cP5Al12m

r
, ~8!

wherecP is the velocity of the longitudinal waves. In both
instances the vector“t~r ! is evidently constant. Further,
since this vector is parallel to the direction of wave propaga-
tion, the wave displacements obeying Eqs.~5! and ~7! are
transverse and longitudinal, respectively, and hence bear
their established names. It is evident that for the shear plane
waves

“•U50, ~9!

and

“∧U50 ~10!

for the longitudinal waves. BecauseR(“∧Ue2 ivt) is a ro-
tation of a small volume of the medium andR(“•Ue2 ivt) is
the fractional change of its volume~Hudson, 1980! the
waves are sometimes called rotational~or equivoluminal!
and dilatational, respectively. SincecP.cS , seismologists,
who are interested in events producing both waves at the
same moment call themP andSwaves denoting primary and
secondary.

Plane waves in a homogeneous medium can also be rep-
resented by either

U5“∧C, ~11!

or

U5“f, ~12!

where theS andP potentials are given by

C5Beivt, U05 iv“t∧B, ~13!

with B constant;

f5Aeivt, U05 ivA¹t, ~14!

with A constant.
Nonplane waves in a homogeneous media are those so-

lutions expressible by~9! and ~10! with nonconstant ampli-
tudes where the phase functiont5t(r ) is not necessarily
linear. Particular, well-known examples are the spherical
waves given by

C5BD
eivt

t
with t5

R

cP
~15!

and

f5D
eivt

t
with t5

R

cS
, ~16!

whereR5Ax1
21x2

21x3
2 and D is a constant. More general

spherical wave solutions can be obtained if we takeD to be
an arbitrary differential operator with constant coefficients.
Several other examples of nonplane wave solutions are de-
scribed in Fradkin and Kiselev~1997!.

For homogeneous media we may express the field in
potential form,~11! and~12!; demonstrating that theSandP
waves are always rotational and dilatational, respectively.
However, such potential representations do not provide a di-
rection of propagation. It is only in an asymptotic sense that
the direction of propagation of the wave fields can be under-
stood. Hence, in general, there is no reason to speak of a
longitudinal or transverse displacement~i.e., a displacement
field perpendicular to the direction of propagation!. In gen-
eral these notions can be introduced only in an asymptotic
sense, see, e.g., Babich and Kiselev~1989!. Spherical waves
are either transverse or longitudinal only in a limit ofkaR
@1, ka5v/ca , a5P,S, apart from the obvious exception
of theP wave whenD is taken as a constant in~16!, which is
valid for all R.0. For any fixed valueR we consider a
frequency that ensures thatkaR5vR/ca@1 by taking the
frequency sufficiently large.

II. ZEROTH-ORDER RAY THEORY FOR S WAVES IN
INHOMOGENEOUS MEDIUM

Here we employ a ray analysis~Babich, 1956; Karal and
Keller, 1959; Alekseevet al., 1961! which provides a high-
frequency asymptotic generalization of plane waves in inho-
mogeneous medium. The concept of time-harmonic body
waves is based on the assumption that the frequency is suf-
ficiently high, v→`, which means that the following non-
dimensional quantities:

u“cS~r !u
v

!1,
u¹cP~r !u

v
!1,

u“r~r !ucS~r !

vr~r !
!1 ~17!

are regarded as small parameters of the same order. We com-
mence by expressing the complex displacement vector by the
ansatz

U~r !5 (
n50

` Un~r !

~2 iv!n eivt, ~18!

wheret5t(r ) is no longer assumed to be a linear function
of coordinates, and the amplitude vectorsUn(r ) are expected
to vary slowly compared to the exponential factor.

Inserting~18! into the equation of motion~1! we imme-
diately obtain the familiar alternative expressions, which cor-
respond to Eqs.~6! and ~8!, but with cS5cS(r ), cP

5cP(r ), U5U(r ), and

U0~r !•“t~r !50, ~19!

U0~r !∧“t~r !50, ~20!

for the S and P fields, respectively. We do not discuss the
case of theP wave any further. The first step in the descrip-
tion of the phase functiont~r ! is the construction of the rays,
which are in general curvilinear, corresponding to the wave
speedcS(r ), which can be presented by the integral

t~r !5E r ds

cS„r ~s!…
. ~21!

Heres is the arc length of the ray at pointr . We note that
t~r ! retains the meaning of the travel time, and“t~r !, which
is tangent to the ray, points in the direction of propagation of
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the wave~e.g., Babicˇ and Buldyrev, 1991! At this point we
will not continue with the determination of the explicit form
of the zeroth-order amplitudeU0(r ) which follows from
Babich~1956!, Karal and Keller~1959!, and Alekseevet al.
~1961!, but just note that it is in agreement with the zeroth-
order energy conservation along the rays and thatU0(r ) is
orthogonal to the rays, and thus transverse. Henceforth we
assume thatU0(r ) is given.

III. FIRST-ORDER RAY THEORY

The first-order amplitude term for theS wave is in gen-
eral not orthogonal to their rays~Karal and Keller, 1959;
Alekseevet al., 1961; Kiselev, 1983; Babich and Kiselev,
1989!. The presence of this anomalous polarization is due to
diffraction, where a small amount of energy diffuses in or-
thogonal directions while traveling along the ray. We begin
by splitting the first-order amplitude displacementU1 into
two parts, given by

U15U1
'1U1

i , ~22!

where

U1
'
•“t50 and U1

i ∧“t50. ~23!

We note that we will not use the expression forU1
' . The

expression for the so-called additional componentU1
i parallel

to the ray can be given in terms of the zeroth-order amplitude
by

U1
i
5cS

2$U0•Q1“•U0%“t, ~24!

where

Q~r !5
g2

12g2 S 2“cS

cS
1

“r

r
22KnD , ~25!

see~e.g., Kiselev, 1983; Kiselev and Roslov, 1991! where
g(r )5cS(r )/cP(r ), K(r ) is curvature of the ray andn~r ! is
the unit normal to it. The expression~25! is characterized by
the inhomogeneity of the medium, the direction of propaga-
tion of the wave field~“t, which definesK!, and by the
direction ofU0 . We note thatU0 is not defined by“t alone
sinceU0 can be rotated about the direction of propagation,
and hence~25! is also dependent upon the polarization of
U0 . If we assume the solid homogeneouscS andr are taken
as constants, theSwave propagates along straight paths~thus
K[0!, and henceQ50. Further, it will be observed thatU1

i

~24! is then given by

U1
i
5cS

2~“•U0!“t. ~26!

We remark by that in general we do not expect“•U0 to be
zero. Indeed, the numerical modeling by Kiselev and Ts-
vankin ~1989! and Kiselev and Roslov~1991! shows that for
nonplane waves it hardly ever assumes small values, and in
the instances it does happen to be zero that it occurs only at
isolated points. For plane waves, however,“•U0 is trivially
zero because the amplitude of the plane wave is constant.

Taking the divergence ofU

U'S U01
U1

2 iv Deivt, ~27!

for the case of theS wave it can be easily seen that the
leading terms are given by

“•U'$ iv“t•U02“t•U11“•U0%e
ivt, ~28!

where we make the obvious note that by~19!, the first term is
zero. Thereafter, by Eqs.~6!, ~22!, and ~23! observing can-
cellation between the second and third terms, the dilatation is
conveniently expressible by

“•U'2U0•Qeivt. ~29!

For simplicity we assume thatU0 is real. Reintroducing the
time dependence we show that the dilatation of theSwave is
given by

R~“•Ue2 ivt!'2U0•Q cos@v~t2t !#. ~30!

A comparison with the dilatation of the zeroth-order term of
the expansion~18! for the P wave, given by

R~“•Ue2 ivt!'R~ ivU0•“teiv~t2t !!

52vU0•“t sin@v~t2t !#, ~31!

reveals that under a harmonic time dependence, the dilation
of the S waves is equal to that of the integral over time of
that of theP waves. The same can also be established for
non-time-harmonic waves. Note that the dilatation of theP
wave is ofO(v), whereas for theS wave is ofO(1).

We observe that the divergence of theS field is depen-
dent upon the amplitude, polarization, and the direction of
propagation of the wave field, as well as upon the inhomo-
geneity of the elastic medium.

The dual calculation of rotation ofP waves can be found
in a manner very similar to the above analysis, where it can
be shown that

R~“∧Ue2 ivt!'cP
2 ~U0•“t!~“t∧G! cos@v~t2t !#,

~32!

where

G~r !5
4g2

12g2

“cS

cS
1

2g221

12g2

“r

r
, ~33!

andU is assumed to be of the form~18! but wheret is the
travel time of theP wave, satisfying~7! and~8!. An equiva-
lent form for ~33! was found by Gvozdev~1959!. The ex-
pression forG is independent of the direction of the wave
field and therefore the rotation of theP field depends on the
angle betweenG and the direction of the wave propagation,
“t, as well as upon the inhomogeneity of the medium. In the
instance the medium is assumed homogeneous,G[0.

IV. DISCUSSION

To those who believe that the direct measurement of the
dilatation and rotation of seismic waves can be helpful in
wave discrimination~e.g., White, 1983!, the expressions
given by ~30! and ~32! should prove invaluable.

It is observed that the dilatation of theSwave is depen-
dent upon the three parameters of the wave field: the ampli-
tude, direction of propagation, and polarization; and upon the
inhomogeneity of the elastic solid. The rotation of theP
wave, on the other hand, is dependent only upon the two
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field parameters: the amplitude of the wave field and its di-
rection of propagation~which is coincident with the zeroth-
order polarization!; and also upon the inhomogeneity. These
additional pieces of information may also be useful. As ex-
pected the dilatation of theS wave and the rotation of theP
wave vanish when the inhomogeneity is removed.

We remark that the nomenclature for theP andS fields,
primary and secondary, provides the most adequate descrip-
tion of elastic wave propagation in smoothly inhomogeneous
isotropic media.
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Babič, V. M., and Buldyrev, V. S.~1991!. Short-Wavelength Diffraction
Theory: Asymptotic Methods~Springer-Verlag, Berlin!.

Babhich, V. M., and Kiselev A. P.~1989!. ‘‘Non-geometrical waves—are
there any? An asymptotic description of some ‘non-geometrical’ phenom-
ena in seismic wave propagation,’’ Geophys. J. Int.99, 415–420.

Fradkin, L. Ju., and Kiselev, A. P.~1997!. ‘‘The two-component represen-
tation of time-harmonic elastic body waves in the high- and intermediate-
frequency regimes,’’ J. Acoust. Soc. Am.101, 52–65.

Gvozdev, A. A.~1959!. ‘‘On the conditions at fronts of elastic waves propa-
gating in inhomogeneous medium,’’ Prikl. Mat. Mekh.23~2!, 395–398.

Hudson, J. A.~1980!. The Excitation and Propagation of Elastic Waves
~Cambridge U.P., Cambridge!.

Karal, F. C., and Keller, J. B.~1959!. ‘‘Elastic wave propagation in homo-
geneous and inhomogeneous media,’’ J. Acoust. Soc. Am.31, 694–705.

Kiselev, A. P.~1983!. ‘‘Extrinsic components of elastic waves,’’ Izv. Acad.
Nauk SSSR Fiz. Zem.19~9!, 51–56@English translation: Izv., Acad. Sci.
USSR, Phys. Solid Earth19~9!, 707–710#.

Kiselev, A. P., and Roslov, Yu. V.~1991!. ‘‘Use of additional components
for numerical modelling of polarization anomalies of elastic body waves,’’
Geol. Geofiz.32~4!, 121–131@English translation: Sov. Geol. Geophys.
32~4!, 105–114#.

Kiselev, A. P., and Tsvankin, I. D.~1989!. ‘‘A method of comparison of
exact and asymptotic wave field computations,’’ Geophys. J.96~2!, 253–
258.

White, J. E.~1983!. Underground Sound~Elsevier, Amsterdam!.

2595 2595J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 A. P. Kiselev and Z. M. Rogoff: Dilatation of S waves



Velocity shift using the Rytov approximation
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The high-frequency propagation of acoustic plane waves in a weakly heterogeneous random
stationary 2-D medium is considered. The apparent velocity of the wave is larger than the velocity
corresponding to the background homogeneous medium; the difference is called velocity shift. Both
this shift and the variance of the apparent velocity are calculated using the Rytov approximation;
explicit formulas are given when the covariance of the medium is Gaussian. This enables one to
show several properties of the shift and the variance, which are illustrated by some numerical
experiments on the wave equation. ©1998 Acoustical Society of America.
@S0001-4966~98!04210-6#

PACS numbers: 43.20.Bi, 43.20.Hq@ANN#

INTRODUCTION

Heterogeneities of media affect the travel times of
acoustic waves. In seismology, the determination of travel
times is an important issue. Because surface seismic deter-
ministic methods fail to resolve all the heterogeneities in the
Earth, the propagation medium is often described as a ran-
dom stationary media. Its covariance is either isotropic or
anisotropic; the latter is more realistic since the horizontal
dimension of heterogeneities is usually much larger than the
vertical dimension. Therefore, we are interested in the statis-
tical effects of slowness heterogeneities~of standard devia-
tion e) on travel time, which becomes a random variable.
Fluctuations of travel time are a first order effect ine. An
effect of slowness heterogeneities of the second order term in
e is the velocity shift: the apparent velocity of the wave is
larger than the velocity corresponding to the average slow-
ness in the medium. This is intuitively in accordance with
Fermat’s principle, which states that the wave path mini-
mizes the travel time of the wave.

Numerous studies have investigated acoustic waves in
random media.1–3 The variance of the travel-time fluctua-
tions has been known since 1960.4 The velocity shift was
discovered in the late 1980s.5–7 Since then, it has been in-
vestigated numerically and theoretically. Some numerical
studies8 use finite difference calculations on the wave equa-
tion while others4 use the Huyghens method, which is like an
improved eikonal since it takes into account the wavefront
healing. Theoretical methods9,10 are based on small perturba-
tions in geometrical optics and have been developed for a
medium with an isotropic covariance. These methods have
determined that, if the magnitude of the heterogeneities is
sufficiently small, the relative velocity shift increases lin-
early in the distance of propagation. Of course, the eikonal
does not take diffraction into account; thus, its validity range
is limited. Recently, Shapiro and his co-workers11 have de-
duced from the Bourret and Rytov approximations
frequency-dependent formulas for the phase velocity shift in
a medium with an isotropic covariance.

The implications of the velocity shift for seismology

were first discussed by Nolet and Moser.12 Some authors
have used geometrical optics to investigate the velocity shift
in a medium with an anisotropic covariance.13,14

In this paper, using the Rytov approximation, we com-
pute the two first moments of the phase velocity of a plane
wave in a random media with an anisotropic covariance. The
Rytov approximation enables us to obtain for these problems
a broader range of results than does geometrical optics. An
anisotropic covariance is geologically more relevant than an
isotropic covariance for seismic waves and it turns out that,
in the former case, the phase velocity becomes itself aniso-
tropic, which is, of course, not true in the latter.

In the first section, we discuss the meaning and the range
of validity of our main tool: the Rytov approximation. In the
second section, we solve the equations of our model. In the
third section, we give explicit solutions for the variance and
the shift when the covariance of the medium is Gaussian. We
describe how these quantities depend on propagation dis-
tance, correlation lengths, and frequency. In the limit of very
high frequencies, the solutions collapse to those of geometric
optics. We use this fact to answer the following question: if
the covariance of the medium is anisotropic, when does geo-
metrical optics hold? In the last section, we describe the
propagation of a pulse, and the relation between the travel
time of a pulse and the phase velocity.

I. RYTOV APPROXIMATION AND PARABOLIC
APPROXIMATION

We start with the Helmholtz equation:

DU1k2n2U50, ~1!

where U is the wave field,k is the wave number which
equals 2p/l, and n is the relative fluctuation of slowness.
We will consider the wave equation in time domain in the
last section when we discuss the propagation of a pulse.

Assume thatn2511eh, wheree is a small parameter,
and h is a random field of mean 0, correlation functionN.
Let l be the smallest correlation length of the medium. We
will study only the high-frequency propagation,kl.1. Fora!Electronic mail: yann@cmapx.polytechnique.fr
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low-frequency propagation, the apparent velocity of the
wave can be investigated using the theory of effective me-
dium.

We consider a plane wave propagating along a direction
X; x is the coordinate alongX. Let V be such that:U
5exp (ikx)V; the equation can be rewritten:

2ik
]V

]x
1DV1k2e h50. ~2!

A. Parabolic approximation

The parabolic approximation enables us to neglect the
relative variation of]V/]x on a wavelength. This gives the
following equation forV:

2ik
]V

]x
1DTV1k2e h50, ~3!

whereDT is the Laplacian transverse to theX direction.

B. The Rytov approximation

Let F be such thatV5exp (F). The Rytov approxima-
tion assumes thatV21 is very small, soF can be expressed
as a power series in the small perturbation parametere:

F5e F11e2F21O~e3!. ~4!

Substituting into the parabolic equation and keeping terms
up to second order gives

2ik
]F1

]x
1DTF152k2h, ~5!

2ik
]F2

]x
1DTF252~¹TF1!2. ~6!

The main goal for these equations is to be explicitly solvable.

C. Meaning of these two approximations

The parabolic approximation15 neglects the backscat-
tered part of the wave. The Rytov approximation assumes
that the wave fieldU is not very different from the mono-
chromatic waveeikx which would propagate in the back-
ground homogeneous medium. Then the small fluctuations
regime holds.

In the Appendix, we give a heuristic argument to show
that the Rytov approximation holds when the quantity
e2(kl)2(X/ l ) is small ~see also Ref. 11!, and that the para-
bolic approximation holds when the same quantity is of the
order of 1 or smaller.

Therefore, when we choose to use the Rytov approxima-
tion, we can simultaneously use the parabolic approximation.
For instance, look at the following situation:l550 m, l
5100 m, ande50.02. Then our approximations are valid
for propagation distances up to 6 kms. In addition, the phase
screen method uses the Rytov approximation beyond its gen-
eral range of validity.1,16 Consequently, we will always sup-
pose that the small fluctuations regime holds and when we
refer to very large distances of propagation, we will implic-
itly suppose that the perturbation parametere is small
enough that this regime holds.

II. SOLUTIONS OF THE RYTOV EQUATIONS.
VARIANCE AND VELOCITY SHIFT

We will consider a 2-D medium to simplify the notation.
Adding a supplementary transverse dimension does not sig-
nificantly change the problem; in the following section, we
give explicit formulas in 2D and in 3D.

We choose a basis (ex ,ey): ex is the direction of propa-
gation of the initial plane wave andr5(x,y) is the position
vector. Rewriting~5! and ~6!,

2ik
]F1

]x
1

]2F1

]y2
52k2h, ~7!

2ik
]F2

]x
1

]2F2

]y2
52S ]F1

]y D 2

. ~8!

The initial conditions corresponding to a plane wave are for
x50, F15F250.

A. Solutions of the Rytov equations

These equations can be solved by usingĥ, the Fourier
transform ofh in the directioney which is transverse to the
propagation. Remember thatN is the correlation function of
the fluctuationsh. We will need the following equality:

^ĥ~x1 ,k!ĥ~x2 ,l!&

52pd~k1l!E
2`

1`

exp ~2 iku!N~x22x1 ,u! du. ~9!

The solutions are

F1~x,0!

5
ik

4pE2`

1`

dkE
0

x

expF k2

2ik
~x2x1!G ĥ~x1 ,k! dx1 , ~10!

^F2~x,0!&5
1

2pE2`

1`

dk
i

2kE0

x

expS k2~x2z!

2ik D h~z,k! dz,

~11!

whereh is they Fourier transform of]F1 /]y.

B. The two first moments of the phase

Recall that in the special case of geometrical optics, the
phasef of the wave fieldU is proportional to the travel time
of the wave. We are interested in the phasef of the wave
field U. Its first moment is related to the velocity shift, and
its second moment is related to the variance of the travel
time. Sincex is the distance of propagation, we have the
following relation:

kf5kx1Im ~F!. ~12!

Essentially, we want to compute the mean and the variance
of the imaginary part ofF. More precisely:

~1! The variance of the phase is Var(f)5 (1/k2)
3 (^Im (F)2&2^Im (F)&2). As ^F1&50, ^Im (F)&
5e2^Im (F2)& so up to second-order terms ine,
Var(f)5e2 ^(Im F1)2&/k2.
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~2! We define here the velocity shift as the normalized dif-
ference between the velocityc0 corresponding to the av-
erage squared slowness 1/c0

2 and the velocity v
5 (kx/k^f&) c0 corresponding to the mean phase. Thus
the velocity shift is given by

v2c0

c0
5

kx

k^f&
21. ~13!

Let Dv be v2c0 . Keeping terms up to second order ine
gives

Dv
c0

52e2 ^Im ~F2!&
kx

. ~14!

Other authors have based their definition of the shift on the
average slowness. In our model, the average slowness is
given by

K 1

cL 5
1

c0
S 12

e2^h2&
8 D . ~15!

C. Solutions for the variance of the phase and for the
velocity shift

~1! We can deduce from~10! the variance of the phase.
Keeping up to second-order terms ine gives

Var ~f!5
e2

8pE2`

1`

dkE
0

xE
0

x

dx2 dx3

3cosS k2

2k
~x2x2! D cosS k2

2k
~x2x3! D

3E
2`

1`

du cos~ku! N~x32x2 ,u!. ~16!

~2! As for the mean of the phase, it can be easily seen
that ^F1&50. This explains why the velocity shift is a
second-order term. Therefore, using~11!, the velocity shift is
given by

Dv
c0

52e2 ^Im ~F2!&
kx

5
1

16pxE0

x

dx1E
2`

1`

dl l2E
0

x1E
0

x1
dx2 dx3

3cosF l2

2k
~2x12~x21x3!!G

3E
2`

1`

du cos~lu! N~x22x3 ,u!. ~17!

We see that ifN decreases fast enough, the velocity shift is
always positive.

III. THE GAUSSIAN COVARIANCE. DISCUSSION

Explicit formulas for the variance and the velocity shift
are obtainable provided that the covariance function of the
fluctuations,N, is Gaussian. We give these formulas and
comment on the results. Figures 1–4 illustrate~20! and~21!.

FIG. 1. ~a! The variance var (f)/e2 as a function of the distance of propa-
gationx. The curve on top stands for the variance in geometrical optics, the
curve underneath stands for the variance in the Rytov approximation. The
parameters area5100 m, b5200 m, k50.1 m21, and a50 ~vertical
propagation!. ~b! The variance var (f)/e2 as a function of the transverse
correlation lengthb. The parameters are:x51000 m, a5100 m, k
50.1 m21, and a50. ~c! The variance var (f)/e2 as a function of the
wave numberk. The parameters arex51000 m,a5100 m,b5200 m, and
a50.
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Assume thatN(x,y)5exp@2(x2/a21y2/b2)# in 2D where
a andb are the correlation lengths alongx andy axes. The
coordinate basis (ex ,ey) defining N(r ) will, in general, be
different from the coordinate basis (EX ,EY) defined by the
direction of wave propagation. The angle between the direc-
tion of propagationEX and theex axis of the autocorrelation
function will be denoted bya.

We can thus simplify~16! and~17! by using the factor-
ization of the covariance function and new integration vari-
ables:x21x3 , x22x3 . We introduce the quantities

1

Aa
2

5
cos2 a

a2
1

sin2 a

b2
, ~18!

Ca
25sin2 a a21cos2 a b2, ~19!

whereAa is an average correlation length along the direction
of propagation;Ca is an average correlation length along the
direction perpendicular to the propagation. For instance, for
vertical propagation~alongex), Aa5a andCa5b. The re-
sults for the variance of the phase and the velocity shift are

Var ~f!5
e2AaAp

8 S x1E
0

xS 11S 4x1

kCa
2 D 2D 2 1/4

3cosS 1

2
arctanS 4x1

kCa
2 D D dx1D , ~20!

Dv
c0

5
e2kAaAp

8x E
0

xS 11S 4x1

kCa
2 D 2D 2 1/4

3sinS 1

2
arctanS 4x1

kCa
2 D D dx1 . ~21!

A. The two limit regimes

We are now able to identify a parameter which plays an
important role:

D5
4x

kCa
2

. ~22!

~i! If D!1, then~20! and ~21! become

FIG. 2. The shiftDv/c0e2 as a function of the distance of propagationx.
The parameters are:a5100 m, b5200 m, k50.1 m21, and a50; ~a!
represents the shift using the Rytov approximation and~b! represents both
the shift using geometrical optics and the shift using the Rytov approxima-
tion at the same scale.

FIG. 3. ~a! The shift Dv/c0e2 as a function of the transverse correlation
length b. The parameters arex51000 m,a5100 m, k50.1 m21, and a
50. ~b! The shiftDv/c0e2 as a function of the wave numberk. The param-
eters arex51000 m,a5100 m,b5200 m, anda50.
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Var ~f!5
e2AaApx

4
, ~23!

Dv
c0

5
e2AaApx

8Ca
2

. ~24!

These are the results in the geometrical optics case. They are
well known when the correlation function is isotropic6 and
they have been computed recently when it is anisotropic.14

We can therefore deduce that when the covariance of the
medium is anisotropic, ray theory applies to a given direction
of propagationa provided thatD!1. This is the well known
condition of the Fresnel zone where the correlation length
transverse to the direction of propagation,Ca , plays the role
of the unique isotropic correlation length.

~ii ! If D@1, the Fraunhofer approximation holds and
~20! and ~21! become

var~f!5
e2AaAp

8 S x1
A2kCa

2
x1/2D , ~25!

Dv
c0

5
e2k3/2AaCaA2p

16
x2 1/2. ~26!

B. The variance

~i! The variance increases as a function of the distance of
propagation@Fig. 1~a!#. In the Fraunhofer approxima-
tion, the ratio var(f)/x is two times smaller than in
geometrical optics. It is important to identify the value
of D correctly in order to estimate correctly the vari-
ance.

~ii ! The variance increases as a linear function of the cor-
relation length along the direction of propagation. It
also increases slightly with the correlation length
transverse to the direction of propagation@Fig. 1~b!#.

~iii ! The variance increases as a function of the wave num-
berk in the Fraunhofer regionD@1. Then it saturates
@Fig. 1~c!#.

C. The shift

~i! The behavior of the shift as a function of the distance
of propagation is one of our main results~Fig. 2!. It
increases linearly in the geometrical optics region,
then saturates. In the Fraunhofer region, it decreases
to 0. Therefore, in Rytov approximation, for very
large distances of propagation, the velocity corre-
sponding to the mean phase equals the velocity corre-
sponding to the average squared slowness.

~ii ! The shift increases as a linear function of the correla-
tion length along the direction of propagation.

~iii ! The behavior of the shift as a function of the trans-
verse correlation length is ambiguous@Fig. 3~a!#. It is
a decreasing function in the geometrical optics region
and an increasing function in the Fraunhofer region.

~iv! The shift increases as a function of the wave number
k @Fig. 3~b!#.

FIG. 4. The ratio shift (a)/shift ~p/2) as a function of the anglea. The
curve on top stands for this ratio in the Rytov approximation, the curve
underneath stands for this ratio in geometrical optics. The parameters are
a5100 m,b5250 m, andk50.3 m21. ~a! The distance of propagationx is
1000 m.~b! x54000 m.~c! x516 000 m.
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D. The anisotropy of the shift

We compare the value of the shift for propagation in
different directions at the same distance~Fig. 4!. The shift is
anisotropic: it is a maximum for propagation along the direc-
tion of largest correlation length. But the anisotropy itself is
a decreasing function of the parameterD. In geometrical
optics, the shift is highly anisotropic. On the contrary, in the
Fraunhofer zone, there is almost no anisotropy; in fact, the
shift is so small that it can hardly be observed.

In geophysical problems, the horizontal correlation
length is very often much larger than the vertical correlation
length. Therefore, the shift for horizontal propagation is
larger than the shift for vertical propagation. However, a
given distance of propagation may very well correspond to
the geometrical optics for vertical propagation and to the
saturated regime for horizontal propagation. If this is true,
the anisotropy can be observed, but it is smaller than the
anisotropy observed in geometrical optics.

E. The 3D case

The calculations are about the same in 3D. Assume the
correlation function is N(x,y,z)5exp@2(x2/a21 y2/b2

1 z2/c2)#. To simplify the notation, we suppose that the wave
propagates along one of the axes ofN, for instance,ex . Then
the variance and the velocity shift become

Var~f!5
e2aAp

8 S x1E
0

xS 11S 4x1

kb2D 2D 2 1/4

3S 11S 4x1

kc2D 2D 2 1/4

cosS 1

2S arctanS 4x1

kb2D
1arctanS 4x1

kc2D D dx1D , ~27!

Dv
c0

5
e2kaAp

8x E
0

xS 11S 4x1

kb2D 2D 2 1/4

3S 11S 4x1

kc2D 2D 2 1/4

sinS 1

2S arctanS 4x1

kb2D
1arctanS 4x1

kc2D D D dx1 . ~28!

When the transverse correlation lengths are equal (b5c),
~29! and ~30! collapse to

var~f!5
e2aAp

8 S x1
arctan~4x/kb2!

4/kb2 D , ~29!

Dv
c0

5
e2kaAp

16

log~11~4x/kb2!2!
4x/kb2

. ~30!

Whena5b, Rytov and his co-workers calculated~29!.3

IV. PROPAGATION OF A PULSE

We have studied the propagation of monochromatic
waves. However, many applications are concerned with

pulses, not monochromatic waves. In the geometrical optics
region, the results are identical since this regime is not fre-
quency dependent. More generally, we see now that our for-
mulas enable us to give estimates for the case of a pulse.

We start with the wave equation in the time domain:

DU2
n2

c0
2

]2U

]t2
50. ~31!

We are looking for plane waves propagating along theX
direction. The initial condition forU at x50 is the pulse
f (t). We write f (t) as a Fourier integral: f (t)
5*e2 ivt f̂ (v) dv. Taking the Fourier transform of the wave
equation gives the Helmholtz equation so we can write

Û~v!5 f̂ ~v!eikxeFv~x!, ~32!

wherek5v/c0 andFv has been defined previously.
Assume that the Rytov approximation holds for the main

range of frequencies@vm ,vM# of the pulse. ThenFv is
small for each frequencyv of this range and~32! gives

U~x,t !5E f̂ ~v! Re„Fv~x!…ei „v~x/c02t !… dv

1E f̂ ~v!ei „v~x/c02t !1Im~Fv~x!…! dv. ~33!

The first term of the sum is a small pulse propagating at the
speedc0 , which is slightly distorted. The second term is the
initial pulse propagating with a frequency-dependent shift.
Therefore, only the latter is important for the analysis of the
travel-time shift. Moreover, we have seen in the previous
section that the shift is an increasing function of the wave
numberk, thus of the frequencyv. Then the travel time shift
of the pulse is larger than the value corresponding tovm and
smaller than the value corresponding tovM . An estimate of
this shift is given by the integral

E 2
c0 f̂ ~v!^Im ~Fv!&

vx
dv. ~34!

Using a finite-difference solver in order to solve the full
wave equation, we have investigated numerically the propa-
gation of a pulse. The results are shown in Fig. 5. They
confirm all the qualitative properties which were stated in the
previous sections:

~i! the existence of a positive velocity shift;
~ii ! the anisotropic behavior of the shift: it is a maximum

for propagation along the direction of the largest cor-
relation length (sh2.sh3);

~iii ! the shift increases as a function of the correlation
length along the direction of propagation (sh2

.sh1); and
~iv! the shift saturates for large distances of propagation:

sh3 stops increasing whenz is larger than 4000,
which is consistent with the result of Fig. 2~a!.

Besides, the quantitative results shown in Fig. 5 can be re-
lated to~34!. For instance, the value of the shiftDv given by
sh3 for x52000 m isDv510 m/s; the main wave number of
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the corresponding pulse isk50.1 m21. Now, assume that
the pulse is very close to a monochromatic wave whose
wave number isk50.1 m21. Then ~34! collapses to~21!,
which gives Dv59 m/s ~for x52000 m, a5100 m, b
5200 m,e250.05, andc053000 m/s!.

V. CONCLUSION

When considering the propagation of an acoustic wave
in a weakly heterogeneous medium, it is important to deter-
mine the difference between the mean of the travel time and
the value that the travel time would have in the background
heterogeneous medium. For low-frequency propagation, this
correction is provided by the effective medium theory.17,18In
geometrical optics, this correction is the velocity shift. In this
paper, we proved that for high frequencies, the velocity shift
still exists in the Rytov approximation. This approximation is
useful when the propagation distance is too large for diffrac-
tion to be neglected, but small enough so that the small fluc-
tuations regime holds. When heterogeneities have a Gaussian
covariance, the shift for monochromatic waves is given by
~21!. It is anisotropic; it is a maximum for propagation along
the largest correlation length. Its behavior is governed by the
Fresnel parameterD ~22!. When D is very small, the shift
increases linearly as a function of the propagation distance,
as in geometrical optics, then saturates, and then decreases to
0. This behavior shows that the geometrical optics result is
not sufficient to investigate properly the velocity shift; the
Rytov approximation is needed. Additionally, the Rytov ap-
proximation allows us to calculate the variance of the phase,
given by ~20!. The propagation of a pulse is very useful for
many applications;~34! provides an estimate for the shift.
Our experiments show that the shift and its saturation, the
latter being a ‘‘typical Rytov effect,’’ can actually be ob-
served numerically.
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APPENDIX: VALIDITY CONDITIONS FOR THE RYTOV
AND THE PARABOLIC APPROXIMATIONS

We want to find when the Rytov approximation and the
parabolic approximation are valid. We start with the wave
equation in a 1-D medium:

d2U

dx2
1k2

„11eh~x!…50. ~A1!

Recall thatl is the correlation length ofh: we write h(x)
5h0(x/ l ). Let L be the distance of propagation,r be l /L,
and t be such thatt/r 5 x/ l . The equation becomes

d2U

dt2
1

k2l 2

r 2 S 11eh0S t

r D D50 ~A2!

with tP@0,1#.
We introduce a down-going waveAeiklt /r and an up-

going waveBe2 iklt /r : U5Aeiklt /r1Be2 iklt /r . We thus ob-
tain a differential system:

d

dtS A

BD 5
ikl e

2r
h0S t

r D S 1 e22iklt /r

2e22iklt /r 21 D S A

BD .

The boundaries conditions areA(0)51, B(1)50: there is
no up-going wave coming from1`.

We know19 that the scaling of the forward Markov ap-
proximation ~also called diffusion approximation! is
‘ ‘( kle/r )2 of the same order as 1/r , ’ ’ which is equivalent to
‘‘ e2(kl)2 (L/ l ) of the same order as 1.’’

~1! When e2(kl)2 (L/ l ) !1, the propagation distance is
small enough that the random fluctuation is small. It
means that the waveU is very close to the down-going
waveeiklt /r which would propagate in the homogeneous
background medium. Therefore, both the Rytov approxi-
mation and the parabolic approximation hold.

~2! When e2(kl)2 (L/ l ) is comparable to 1, the forward
Markov approximation can be used.A and B obey two
uncoupled first-order stochastic differential equations.
UsingB(t51)50, it can be shown thatB remains equal
to 0. A obeys an equation where the random part is not
small, soU is not always close toeiktl /r . It means that
the perturbation is small enough that we can neglect the
up-going wave, but it is large enough so that the down-
going wave is significantly perturbed by the heterogene-
ities of the medium. Therefore, the parabolic approxima-
tion is valid but the Rytov approximation is not valid.

~3! Whene2(kl)2 (L/ l ) @1, the random part is large enough
that the up-going waveBe2 iklt /r cannot be neglected.
Neither the Rytov approximation nor the parabolic ap-
proximation are valid.

We conclude that the Rytov approximation is valid when
e2(kl)2 (L/ l ) !1 and that the parabolic approximation is
valid when this same quantity is of the order of 1 or smaller.
When adding transverse dimensions~i.e., for a 2-D medium

FIG. 5. The velocity shiftDv of a pulse as a function of the distance of
propagationx. The velocity isc053000 m s21. The main wave number of
the pulse isk50.1 m21. e250.05. The propagation is vertical (a50): sh1

stands for the curvea5100 m, b5100 m, sh2 stands for the curvea
5200 m,b5100 m, andsh3 stands for the curvea5100 m,b5200 m.
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or a 3-D medium!, the mathematical details of the proof
become much more complicated20 but the idea and the re-
sults remain the same as in 1D.
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This paper deals with the elastodynamic finite integration technique for axisymmetric wave
propagation in a homogeneous and heterogeneous cylindrical medium~CEFIT!. This special variant
of a finite difference time domain~FDTD! scheme offers a suitable method to calculate real
three-dimensional problems in a two-dimensional staggered grid. In order to test the accuracy of the
numerical CEFIT code, problems for which analytical solutions are available are presented. These
solutions involve wave propagation in an elastic plate, the scattering of a plane longitudinal wave
by a spherical obstacle, and ultrasound generation by a thermoelastic laser source. For the latter
problem experimental results are included. The CEFIT code also allows the treatment of more
complicated problems. Further possible applications are the investigation of elastic waves generated
in an acoustic microscope, the simulation of impact-echo measurements in multi-layer systems,
axisymmetric wave propagation in arbitrary bodies of revolution, the calculation of elastic wave
fields of longitudinal wave transducers with a circular aperture, and the investigation of multi-layer
models for particulates. ©1998 Acoustical Society of America.@S0001-4966~98!01911-0#

PACS numbers: 43.20.Bi, 43.20.Fn, 43.35.Ud@DEC#

INTRODUCTION

The propagation of transient elastic waves in solids is
known to be a very complex problem. The mode conversions
between pressure, shear, and Rayleigh waves at inner and
outer boundaries of the specimen make it difficult, and in
most cases nearly impossible, to find closed analytical solu-
tions even for simple geometries. For such problems, only
numerical modeling techniques can be used.

The elastodynamic finite integration technique~EFIT!,
originally developed by Fellingeret al.,1 represents a very
stable and efficient numerical scheme to investigate wave
propagation in homogeneous and heterogeneous, isotropic,
and anisotropic linear elastic media.2,3 Liu et al.4 presented a
Cartesian finite difference formulation with a staggered grid
resulting in exactly the same equations. The difference be-
tween Liu’s FD and Fellinger’s FIT discretization is only a
technical one. While the staggered grid is a direct conse-
quence of the finite integration technique, it is not imperative
for the FD scheme. It is introduced ‘‘ad hoc’’ in the FD
scheme to get a higher accuracy.

In earlier works, EFIT was exclusively used with a Car-
tesian cubic grid formulation. Because of the large amount of
computer capacity required, in most cases only plane strain
simulations were performed in a two-dimensional quadratic
grid. For problems involving cylindrical geometry, it is more
convenient to use cylindrical instead of Cartesian coordi-

nates. By searching for axisymmetric solutions, real three-
dimensional problems can be treated in a two-dimensional
rectangular grid in the~r,z! half-plane.

In the following paper we present this cylindrical exten-
sion of the elastodynamic finite integration technique, abbre-
viated CEFIT in accordance with the acoustic version of this
code for fluid media, CAFIT.5 In contrast to comparable FD
formulations based on the wave equation,6 the CEFIT proce-
dure discretizes a system of first order equations in time,
Hooke’s law, and the equation of motion. This technique
proves superior in the treatment of boundary conditions~es-
pecially in heterogeneous media! and in questions concern-
ing numerical stability.

The accuracy of the CEFIT scheme for homogeneous
media is shown by a comparison between simulation results
and the Green’s functions of an infinite plate. The heteroge-
neous version of CEFIT is also presented and compared with
analytical near-field solutions for the scattering of a plane
longitudinal wave by an isotropically elastic sphere and by a
spherical cavity.

One example of application deals with the laser genera-
tion of ultrasound, modeling a thermoelastic source. In this
case the simulation results are compared with experimental
measurements and with theoretical solutions based on inte-
gral transformations.

I. BASIC EQUATIONS

The starting point of the following considerations are the
basic equations of linear elasticity in a cylindrical (r ,w,z)
coordinate system,7 the equations of motion,

a!Electronic mail: schubert@eadq.izfp.fhg.de
b!Electronic mail: peiffer@bigfoot;de
c!Electronic mail: koehler@eadq.izfp.fhg.de
d!Electronic mail: tmss@mindspring.com
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and Hooke’s law for an isotropically elastic medium,
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ė rr 5
]v r

]r
, ėww5
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Here,v i , Ti j , ande i j with i , j 5r ,w,z are the components of
the particle displacement velocity vector and that of the
stress and strain tensor, respectively.f i denotes a volume
force density. The properties of the elastic medium are given
by the two Lame´ constantsl andm and the mass densityr.

We search for axisymmetric solutions. Therefore all
derivations with respect tow in Eqs. ~1!–~4! vanish. This
leads to a decoupling of the field components into two inde-
pendent systems of equations, one system with the six field
componentsv r , vz , Trr , Tww , Tzz, and Trz , and another
system with the remaining three field componentsvw , Trw ,
and Twz . The latter components are only necessary to de-
scribe rotationally invariant torsion waves, which are rather
of minor interest. Therefore the following discussion focuses
on the first system of equations which is given as follows:

r v̇ r5
]Trr

]r
1

]Trz

]z
1

Trr 2Tww

r
1 f r , ~5!

r v̇z5
]Trz

]r
1

]Tzz

]z
1

Trz

r
1 f z , ~6!

and

Ṫrr 5~l12m!
]v r

]r
1lFv r

r
1

]vz

]z G , ~7!

Ṫww5~l12m!
v r

r
1lF]v r

]r
1

]vz

]z G , ~8!

Ṫzz5~l12m!
]vz

]z
1lF]v r

]r
1

v r

r G , ~9!

Ṫrz5mF]v r

]z
1

]vz

]r G . ~10!

These equations need to be discretized by the FIT procedure
as described in the next section.

II. DISCRETE EQUATIONS

The idea of the finite integration technique~FIT! or fi-
nite volume method~FVM! is to perform an integration of
differential equations like Eqs.~5!–~10! over a certain con-
trol volume or integration cell.

Note that it is also possible to discretize the three-
dimensional Eqs.~1!–~4! allowing nonaxisymmetric solu-
tions ~see, for example, Refs. 8 and 9!. But in the case of an
elastic medium, the finite integration over curvilinear three-
dimensional control volumes bears some problems which de-
teriorate the accuracy of the resulting numerical code~these
problems are beyond the scope of this work!. Besides, a 3-D
code is not efficient at present due to the large amount of
computer memory required. On standard workstations avail-
able today only very coarse grids can be realized, leading to
severe numerical dispersion and an inadequate discretization
of curved surfaces.

For these reasons we will here only perform the area
integration of Eqs.~5!–~10! over the axial~z! and radial
component~r!, focusing on the problem of axisymmetric
wave propagation.

A. Conventions

In Fig. 1 the three-dimensional control volume for thev r

component is shown together with the corresponding two-
dimensional area cell. The superscripts~o! and~i! denote the
outer and inner gridpoints relative to the center point~c!. ~t!
and ~b! represent the top and bottom gridpoint.Dr and Dz
are the edge lengths of the area cell.

B. FIT procedure

The area integration of Eq.~5! according to Green’s law
gives

FIG. 1. Naming conventions in thev r integration cell.
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E E
Vvr

r v̇ r dr dz

5E E
Vvr

F]Trr

]r
1

]Trz

]z
1

Trr 2Tww

r
1 f r Gdr dz

5 R
]Vvr

@Trr dz2Trz dr#

1E E
Vvr

FTrr 2Tww

r
1 f r Gdr dz. ~11!

These integrals can be approximated by multiplying the
mean value of the integrand~averaged over the area cell and
over the edge, respectively! by the corresponding area or
edge length. This yields the following discrete approxima-
tion of Eq. ~11!:

r v̇ r
~c!DrDz5@Trr

~o!2Trr
~ i !#Dz1@Trz

~ t !2Trz
~b!#Dr

1FTrr
~c!2Tww

~c!

r ~c! 1 f r
~c!GDrDz. ~12!

In contrast to the Cartesian EFIT equations,1 some stress
components (Trr andTww! are located on the edges and ad-
ditionally at the center of thev r integration cell. For the
central components we use a linear interpolation,

Trr
~c!5

Trr
~o!1Trr

~ i !

2
, Tww

~c!5
Tww

~o!1Tww
~ i !

2
. ~13!

Using this interpolation and dividing byDrDz results in the
discrete equation of motion forv r :

r v̇ r
~c!5

Trr
~o!2Trr

~ i !

Dr
1

Trz
~ t !2Trz

~b!

Dz
1

Trr
~o!1Trr

~ i !2Tww
~o!2Tww

~ i !

2r ~c!

1 f r
~c! . ~14!

The derivation of the discrete versions of Eqs.~6!–~10! is
similar to the procedure described before, resulting in

r v̇z
~c!5

Trz
~o!2Trz

~ i !

Dr
1

Tzz
~ t !2Tzz

~b!

Dz
1

Trz
~o!1Trz

~ i !

2r ~c! 1 f z
~c! , ~15!

Ṫrr
~c!5~l12m!

v r
~o!2v r

~ i !

Dr
1lFvz

~ t !2vz
~b!

Dz
1

v r
~o!1v r

~ i !

2r ~c! G , ~16!

Ṫww
~c!5~l12m!

v r
~o!1v r

~ i !

2r ~c! 1lFv r
~o!2v r

~ i !

Dr
1

vz
~ t !2vz

~b!

Dz G , ~17!

Ṫzz
~c!5~l12m!

vz
~ t !2vz

~b!

Dz
1lFv r

~o!2v r
~ i !

Dr
1

v r
~o!1v r

~ i !

2r ~c! G , ~18!

Ṫrz
~c!5mFv r

~ t !2v r
~b!

Dz
1

vz
~o!2vz

~ i !

Dr G . ~19!

In the following the volume force density componentsf r

and f z are excluded from consideration because we will only
present examples of application where the elastic wave gen-
eration takes place at the surface and not inside the speci-
men.

Note that the concept of FIT given above leads to a
staggered grid automatically. The arrangement of all control
cells is shown in Fig. 2, representing the CEFIT grid in the
~r,z! half-plane. CEFIT is an explicit scheme. Each new time
step is calculated by using the time derivatives of Eqs.~14!–
~19! and a central difference operator in time:

v i
~ l !5v i

~ l 21!1 v̇ i
~ l 21/2!Dt, ~20!

Ti j
~ l 11/2!5Ti j

~ l 21/2!1Ṫi j
~ l !Dt, ~21!

where the index~l! denotes full and half time steps ofDt.
Thus the time steps with regard toTi j andv i are also stag-
gered. This fact follows directly from the staggered arrange-
ment of the spatial grid.

C. Stability and spatial discretization

As stability criterion for the CEFIT scheme we used a
similar condition as derived by Fellingeret al. for the two-
dimensional Cartesian EFIT code.1 No difficulties were en-
countered. The temporal discretization is related to the high-
est wave speed according to

Dt<
1

cmaxA1/Dr 211/Dz2
, ~22!

wherecmax represents the highest~longitudinal! wave speed
of the elastic medium. If a quadratic grid is used (Dr
5Dz), Eq. ~22! reduces to

Dt<
Dz

cmax&
. ~23!

It should be noted that this stability condition is less restric-
tive than that of Ilan and Weight’s FD scheme,6 but more
advanced FD schemes using a staggered grid~for example
Refs. 8 and 9! give the same condition.

While the criterion for the temporal discretization must
be satisfied strictly in order to guarantee the stability of

FIG. 2. CEFIT grid arrangement.
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CEFIT, the criterion for the spatial discretization is a ‘‘soft’’
condition that should~but not must! be fulfilled.

It seems reasonable that the shortest wavelength in the
signal should be discretized by eight grid points at least. This
condition leads to

Dz<
1

8
lmin5

1

8

cmin

f max
, ~24!

where f max denotes the highest frequency in the signal.cmin

is the lowest wave speed of the medium and this is a Ray-
leigh wave speed in general. Since Rayleigh waves are be-
tween 4.5% and 12.6% slower than the shear waves, we can
replace Eq.~24! by the following approximation which is
somewhat easier to handle:

Dz<
1

8

cR,min

f max
'

1

10

cS,min

f max
, ~25!

wherecR,min andcS,min denote the~lowest! Rayleigh and the
~lowest! shear wave speed, respectively. Of course the con-
dition for Dr is equivalent.

In Sec. III A the effect of an insufficient discretization of
the shortest wavelengths is shown.

D. Boundary conditions

The simple treatment of different boundary conditions
will show one advantage of the finite integration technique
compared to classical FD schemes using a nonstaggered grid.
For the applications presented here, boundary conditions at
the axis, at the outer surface of the specimens and, in the case
of heterogeneous media, at inner boundaries must be imple-
mented.

1. Axial boundary conditions

Boundary conditions need to be applied at the axis for
r 50. For reasons of stability it is more convenient to locate
Trz andv r instead ofTii andvz at the axis. Because of the
cylindrical geometry, bothv r (r 50) andTrz (r 50) vanish.
Therefore, no field component has to be calculated at the
axis. Naming the grid points immediatelybesidethe axis by
the superscript~a! we get the following equations:

r v̇z
~a!52

Trz
~o!

Dr
1

Tzz
~ t !2Tzz

~b!

Dz
, ~26!

Ṫrr
~a!5~2l12m!

v r
~o!

Dr
1l

vz
~ t !2vz

~b!

Dz
, ~27!

Ṫww
~a!5~2l12m!

v r
~o!

Dr
1l

vz
~ t !2vz

~b!

Dz
, ~28!

Ṫzz
~a!5~l12m!

vz
~ t !2vz

~b!

Dz
12l

v r
~o!

Dr
. ~29!

2. Stress-free boundary conditions

In the simulations described in Secs. III and IV, we ap-
plied stress-free boundary conditions at the outer boundaries
of the synthetic specimen, resulting inn–T50, wheren de-
notes the outward unit normal vector on the grid edges. That
leads to explicit conditions at the following boundaries:

~1! Front and rear surface of cylinder:

Tzz~z50,r !5Trz~z50,r !50, ~30!

Tzz~z5z0 ,r !5Trz~z5z0 ,r !50. ~31!

~2! Lateral surface:

Trr ~z,r 5r 0!5Trz~z,r 5r 0!50. ~32!

Because of the staggered grid formulation, the stress-
free boundary conditions can be realized by placing either
the Tii or the Trz components at the boundary. To demon-
strate the procedure at the lateral surface, we consider Fig. 3
where av r integration cell is shown. In this case, we placed
the v r and theTrz components at the stress-free boundary,
denoted by the superscript~e!.

Because of Eq.~32!, Trz
(t) andTrz

(b) vanish at the bound-
ary. To guarantee thatTrr

(e) is also zero there, we have to use
a pseudo-component outside the specimen:Trr

(o)52Trr
( i ) .

The stress componentTww
(o) is approximated by a linear ex-

trapolation using the twoTww values from the neighboring
grid cells on the left side of the central cell,Tww

( i ) and say
Tww

( i i ) , where the superscript~ii ! denotes a grid position to the
left of position ~i!. By that we obtainTww

(o)52Tww
( i ) 2Tww

( i i ) .
Considering these facts, we get as a discrete equation for the
lateral boundary:

r v̇ r
~e!52

2Trr
~ i !

Dr
2

3Tww
~ i ! 2Tww

~ i i !

2r ~e! . ~33!

The treatment of the front and rear boundary is similar, ex-
cept that the problem with theTww component does not ap-
pear. The discrete equations forvz

(e) are:

~1! Front boundary:

r v̇z
~e!5

2Tzz
~ t !

Dz
. ~34!

~2! Rear boundary:

r v̇z
~e!52

2Tzz
~b!

Dz
. ~35!

Note that this implementation of the boundary is very
simple. In standard FD schemes using a nonstaggered grid,
more effort is required to derive the equations for the field
components at the boundary.10

As mentioned above, it is also possible to place theTii

instead of theTrz components at the stress-free boundary.
This problem can also be solved in a straightforward way.
This alternative treatment becomes important if the genera-

FIG. 3. v r integration cell at the lateral surface.
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tion of the elastic waves at the surface of the specimen is
realized by using the stress components instead of the veloc-
ity components as ‘‘elastic sources.’’

3. Plane wave boundary conditions

In order to realize a plane longitudinal wave propagating
in the positivez direction, plane wave boundary conditions
must be implemented at the lateral boundary. Ifv r and Trz

are placed there, these conditions requireTrr
(o)5Trr

( i ) , Tww
(o)

5Tww
( i ) , andvz

(o)5vz
( i ) , resulting in

r v̇ r
~e!5

Trz
~ t !2Trz

~b!

Dz
1

Trr
~ i !2Tww

~ i !

r ~e! ~36!

and

Ṫrz
~e!5m

v r
~ t !2v r

~b!

Dz
. ~37!

Note that the plane wave boundary conditions should only be
valid for the incoming wave, but in fact they are also active
for secondary waves, e.g., scattered waves from inside the
specimen. This leads to some conflicts of interests which can
only ~partly! be solved by using absorbing boundary condi-
tions. But for the applications presented in Sec. III, the for-
mulation of Eqs.~36! and ~37! is sufficient.

4. Inhomogenous materials

In isotropic heterogeneous media, a suitable discretiza-
tion of the material parametersr(r ,z), l(r ,z), andm(r ,z)
has to be realized. On the surface of these material cells,
appropriate boundary conditions must be fulfilled resulting in
the continuity ofn–T andv.

It can be shown that the only consistent way to obtain
stable results is to choose the material parameter grid to co-
incide with theTii integration cells. That means theTrz com-
ponents are placed at the corners of the material cells while
v r andvz are located on the edges.

To give an example, we considerv r
(c) lying on the ver-

tical edge between two different material cells~o! and ~i!
~see Fig. 4!. Using an averaging procedure we propose a
definition for the left hand side of Eq.~14!:

r v̇ r
~c!→r~c!v̇ r

~c!
ª lim

dr→0

1
2 @r~o!v̇ r

~c1dr !1r~ i !v̇ r
~c2dr !#,

~38!

with dr .0. In Eq. ~38!, v̇ r
(r 6dr ) represents two~imaginary!

velocity positionsinside the two neighboring material cells
~dr should not be mixed up withDr , which denotes the
spatial discretization inr-direction!. The continuity ofv̇ r re-
quires v̇ r

(c1dr )5 v̇ r
(c2dr )5 v̇ r

(c) for dr→0. We obtain for the
resulting density:

r~c!5
r~o!1r~ i !

2
. ~39!

Consequently for heterogeneous media, the densityr on the
left hand side of Eq.~14! must be replaced byr (c) as given
by Eq. ~39!.

In analogy to the procedure above we obtain for thevz

component and the LHS of Eq.~15!:

r~c!5
r~ t !1r~b!

2
. ~40!

As described before, theTrz components are placed at
the corners where four different material cells meet. After
dividing by m we can therefore write for the LHS of Eq.
~19!:

Trz
~c!

m
→

Trz
~c!

m~c! ª lim
dr→0
dz→0

1

4 FTrz
~c2dr 2dz!

m~ ib ! 1
Trz

~c2dr 1dz!

m~ i t !

1
Trz

~c1dr 2dz!

m~ob! 1
Trz

~c1dr 1dz!

m~ot! G , ~41!

where~ib!, ~it!, ~ob!, and~ot! denote the inner bottom, inner
top, outer bottom, and outer top material cells~see Fig. 4!.
The continuity ofṪrz for dr→0 anddz→0 leads to

m~c!5
4

1/m~ ib !11/m~ i t !11/m~ob!11/m~ot! , ~42!

which has to be used instead ofm in Eq. ~19!.
Since theTii integration cells coincide with the material

parameter grid Eqs.~16!–~18! remain unchanged, taking into
account that the values ofl andm depend on the properties
of the corresponding material cell.

III. TEST CASES

In order to prove the accuracy of the CEFIT code for
homogeneous and inhomogeneous media, the numerical re-
sults were compared with analytical solutions, i.e., wave
propagation in an elastic plate and the scattering of plane
compressional waves by spherical obstacles.

A. Homogeneous media

To verify the discretization scheme of Eqs.~14!–~21!,
the wave propagation in a homogeneous elastic plate caused
by a normal force impact acting on one surface of the plate in
the positivez direction was calculated numerically.

The elastic parameters of the plate were chosen to be
cL55900 m/s, cS53200 m/s, andr57820 kg/m3, which

FIG. 4. Control volumes of different material properties.
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are typical values for steel. The thickness of the~cylindrical!
plate was d55 cm, while its radius amounted tor 0

510 cm. The impact excitation was modeled as a half-cycle
sine2 wave with a duration of 2ms, using theTzz component
of the grid pointP(r 50, z50) at the bottom surface of the
plate as ‘‘elastic source’’S.

Since the maximum frequency of the impact spectrum
can approximately be chosen asf max52 MHz, conditions
~23! and ~25! lead to Dr<160mm and Dt<19.175 ns. In
order to fulfill these conditions we used a quadratic grid with
the discretization parametersDr 5Dz580mm and Dt
59.587 ns, resulting in 12503625 grid cells and 2608 time
steps~total observation timet'25ms!.

Figure 5 shows the test setup and the calculated CEFIT
snapshots of the elastic wave field at three different times,
t158.15ms, t2515.34ms, and t3522.53ms. The wave-
fronts are displayed as gray scale images representing the
absolute value of the particle velocity vector,uvu
5Av r

21vz
2. For reasons of a better presentation, the calcu-

lated wave field on the right side of the~r,z! half-plane~posi-

tive r values! was mirrored at the cylinder axis so that the
wave field on the left side~denoted by negativer values!
simply represents the reflected image of the right side.

To verify the accuracy of the homogeneous CEFIT code,
the plate response was detected at three different receiver
positions, namely at position R1 (r 50, z55 cm! to check
the wave propagation along the cylinder axis, at position R2
(r 54, z55 cm! to get a strong shear wave, and at position
R3 (r 54, z50 cm! to look at the Rayleigh wave and first
longitudinal backwall reflection. The results are compared
with analytical Green’s functions of an infinite plate. For the
Green’s functions we used a program developed by Hsu,11

based on a ray-theory solution by Ceranoglu and Pao.12

Table I shows the arrival times of the different modes at the
three receiver positions representing results of the analytical
solutions.

Using the discretization grid from above (Dr 580mm)
and therefore fulfilling the criterionDr<160mm leads to a
nearly perfect agreement between the analytical solutions
and the simulation results.

Nevertheless, in order to show the effect of insufficient
discretization of the shortest wavelengths, we also used dis-
cretization parameters ofDr 5200, 400, and 800mm, which
do not fulfill theDr criterion from above. Figures 6–8 show
the detected displacements at the three receiver positions.
The different discretization grids are denoted as coarse, me-
dium, and fine grid.

As it can be seen from Figs. 6–8, an inadequate spatial

FIG. 6. Displacementuz at receiver position R1.

TABLE I. Arrival times at receiver positions~in ms!.

P wave S wave R wave P-P reflex

R1 8.4678 15.6125 ¯ ¯

R2 10.8517 20.0078 ¯ ¯

R3 6.7864 12.5125 13.5110 18.2447

FIG. 5. Snapshots of wave propagation in an elastic plate. The gray scale
images represent the absolute value of the particle velocity vector. The
points denote the different receiver positions where the~calculated! time
signals were detected.

FIG. 7. Displacementur at receiver position R2.
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discretization leads to numerical ringing in the signals. For
the shear and the Rayleigh wave, dominating in Fig. 7 and 8,
respectively, this effect is much stronger than for the longi-
tudinal wave, due to the lower wave speeds. As the grid
becomes finer, the numerical ringing decreases. Here the
200-mm grid ~the ‘‘fine’’ grid ! leads to only small deviations
from the analytical solutions. These deviations become neg-
ligible if the Dr criterion is fulfilled.

It should be pointed out that in CEFIT there are no nu-
merical problems involving the wave propagation along the
cylinder axis. This fact demonstrates the consistency of the
axial boundary conditions given in Sec. II D, placing the
staggered grid in such a way that no field component has to
be calculated immediately at the axis.

B. Heterogeneous media

To test the accuracy of CEFIT for heterogeneous media,
we considered the scattering of a plane longitudinal wave by
a spherical cavity and by an isotropically elastic sphere, us-
ing the material properties from Table II.

The spherical obstacle of radiusR51 cm was placed at
the cylinder axis so that the center of the sphere was located
at r 50 andz550 mm ~see Fig. 9 top!. The cavity surface
was discretized by using the stress-free boundary conditions
described in Sec. II D. For the elastic sphere the averaged
material parameters~39!–~42! were used.

A plane longitudinal wave was sent into the synthetic
specimen by using each of the discreteTzz components along
the front surface of the cylinder as elastic sources. For the
incoming wave, the plane wave boundary conditions from
Sec. II D were realized at the lateral boundary. The time
history of the input pulse was modeled as an RC2 signal,

Tzz
~z50!5H ~12cos~p f ct !!cos~2p f ct !, 0<t<2/f c

0, t.2/f c
,

with a center frequency off c5500 kHz. By choosingf max

'1 MHz, conditions~23! and~25! lead toDr<225mm and

Dt<25.537 ns. For the simulations we used three different
quadratic discretization grids, namelyDr 5Dz5168.75,
112.5, and 56.25mm, with appropriate time steps.

FIG. 8. Displacementuz at receiver position R3.

TABLE II. Material parameters.

cL @m/s# cS @m/s# r @kg/m3#

Cement matrix 3950 2250 2050
Basalt inclusion 6230 3330 2950

FIG. 9. Gray scale images of scattering by a spherical cavity representing
the absolute value of particle velocity.
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The particle velocity was detected outside the obstacle at
position R1 (r 525,z550 mm! and, in the case of the elastic
sphere, additionally at position R2 (r 55, z550 mm! inside

the obstacle. The simulation results were compared with ana-
lytical solutions based on the theory of Ying and Truell,13

using the matrix formulation of Pao and Mow.14 For the
evaluation Bessel and Hankel functions up to orders ofm
550 were taken into account in order to guarantee the con-
vergence of the infinite sums for frequencies up tof max

51 MHz.
Figures 9 and 10 show snapshots of the scattering pro-

cess at the cavity and at the elastic sphere for three different
times, t157.59ms, t2513.92ms, andt3520.25ms. In the
case of the elastic sphere the snapshot att2513.92ms is
repeated with a different gray scale in order to show more
details of the wave inside the scatterer.

In Figs. 11 and 12 the detected velocity signalv r is
given at receiver position R1 in the near field of the cavity

FIG. 10. Gray scale images of scattering by an isotropically elastic sphere
representing the absolute value of particle velocity.

FIG. 11. Velocityv r at receiver position R1~cavity!.

FIG. 12. Velocityv r at position R1~elastic sphere!.

FIG. 13. Velocityvz at position R2~elastic sphere!.
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and the elastic sphere. It can be seen that the roughness of
the discretized cavity surface has a significant effect on the
signal. But the finer the spatial grid, the better the agreement
with the analytical curve.

In the case of the elastic sphere the agreement between
the simulation and the analytical results is much better, even
for the coarse discretization. This is possibly due to the fact
that here the main part of the detected signal is caused by a
transmission process through the sphere of higher wave
speed, and not only by a reflection from the surface as in the
case of the cavity. This explanation is confirmed by the fact
that the first velocity signal from the elastic sphere arrives a
little bit earlier than that from the cavity.

Moreover, because of the longer wavelength of the wave
inside the scatterer, the surface discretization of the obstacle
is much better for this transmitted wave than for the incom-
ing ~and reflected! wave. Therefore the agreement with the
analytical curve is significantly better for the same spatial
discretization grid.

In both cases~cavity and elastic sphere! at t'28mm, a
reflection from the lateral boundary appears in the simulation
signals due to the imperfect boundary conditions at the lat-
eral surface of the specimen. The plane wave boundary con-
ditions are only optimum for the incoming wave but not for
the scattered waves~compare Sec. II D!.

In Fig. 13 the velocity signalvz inside the obstacle is
shown. Again we can see a nearly perfect agreement between
the simulation results and the solution obtained by the theory
of Ying and Truell.

To the knowledge of the authors, this is the first pub-
lished test of a heterogeneous EFIT version against analyti-
cal solutions. Note that forr→` ~and neglectingTww! the
CEFIT equations~14!–~19! are transformed into the Carte-
sian 2D-EFIT equationsincluding the boundary conditions.
Therefore the investigations of this section can also be taken
as an indirect test of the heterogeneous 2D-EFIT in a Carte-
sian grid.

IV. EXAMPLE OF APPLICATION—LASER SOURCE

An application of practical interest is the calculation of
laser generated ultrasound. References dealing with this
problem15–17give integral transformed solutions, which have
to be evaluated by numerical methods. However, most solu-
tions require certain simplifications concerning source and
specimen. In the CEFIT scheme we are free to model differ-
ent kinds of laser sources and solids.

The correct treatment of thermoelastic sources at the
surface requires the consideration of heat transfer. For very
short laser pulses in the range of picoseconds, it is even
necessary to take hyperbolic heat equations. Here, we only
deal with the thermoelastic generation mechanism, neglect-
ing thermal diffusion.

The thermoelastic source in locally isotropic media
gives only contributions to the symmetric components of the
stress tensor in Eqs.~1!–~3!.18,16 But for optically opaque
media, the local heating takes place at the irradiated surface.
Therefore, there is an instant mode conversion that is the
reason for the generation of shear waves.

To further validate CEFIT, we compare the results of
CEFIT to the analytical results17 including thermal diffusion,
and to measurements performed at the Fraunhofer Branchlab
~EADQ! in Dresden.19 As thermal diffusion is not included
in CEFIT, there are some differences between the waveforms
along the axis.

A. Implementation of source and material

A cylindrical disk with free surfaces is taken as speci-
men. The implementation of the thermoelastic source is per-
formed in a very simple way. The volume expansion due to
local heating leads to an additional source termT1 on the
RHS of Eqs.~7!–~9!:18

Ṫ1~z,r ,t !52b0q̇~z,r ,t !, b05G
cL

2

cp
S 324

cS
2

cL
2D .

~43!

b0 is the thermoelastic coupling constant,cp the specific heat
at constant pressure,G the linear thermal expansion coeffi-
cient, andq the energy per volume (cp should not be mixed
up with the longitudinal wave speedcL!. The penetration
depth of lasers into steel is in the range of some nanometers,
but we are not able to use such fine grids. The number of
grid points would be to high. Thus we apply source term~43!
for the stress componentsTrr , Tww , andTzz of the first layer
of gridpoints at the surface. The thickness of the heated re-
gion is therefore determined byDz and not by the physical
parameters of penetration depth and thermal diffusion. The
cross section of the laser beam is assumed to be Gaussian:

C~r !5
1

2ps2 e2r 2/~2s2!. ~44!

Using the normalized temporal profile given in Ref. 17 we
get

q̇~z5Dz/2,r ,t !52
E0

Dz
C~r !

8t3

t4 exp
22t2

t2 . ~45!

E0 is the absorbed energy andt the rise time.
The smallest wavelength in thez direction is determined

by the spectrum ofT1(r ,t) and the lowest wave speed. At
the frequency off max' 90 MHz the magnitude is below 10%
of the maximum. TakingcS as cmin in Eq. ~24! we getDz
'5 mm ~see Table III!.

The shortest wavelength in the radial direction is deter-
mined by the laser profile and is estimated byl r , min's.
Using Eq.~25! we getDr'80mm.

This grid is extremely noncubic. If we would take a
cubic grid using Dr 5Dz55 mm, the specimen of 2
35 cm2 must be represented by a grid of 4000310 000
points. Assuming a memory usage of 8 bytes per component

TABLE III. Source and material parameters.

s 571.0mm t 15.5 ns
E0 0.928 mJ r 7700 kg m23

cL 6040.2 m/s cS 3391.5 m/s
G 12.231026 K21 cp 465 J kg21 K21

R 5.0 cm D 2.0 cm
Dr 80 mm Dz 5 mm
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we would require about 2 GB of RAM. This is currently
impractical. Taking the different grid distances shown above,
we only need 120 Megabyte RAM. But this noncubic grid
demands a very small time stepDt, in comparison with the
radial discretizationDr . As shown by Fellinger,1 this leads
to numerical dispersion in ther direction.

B. Results and comparison

The calculations were performed, using the parameters
given in Table III. Most parameters were taken from litera-
ture. Some were measured. The shear wave speed is calcu-
lated from the arrival times of the wave modes in the experi-
mental data.

In Fig. 14 the gray scale images of the absolute value of
the displacement velocity at three different time steps are
shown. The positions of the calculated time signals are
shown in the first figure by P1:z520 mm, r 50 mm, P2:z
50 mm; r 518 mm; and P3:z50 mm, r 530 mm.

The typical waveform of theuz displacement at the op-
posite surface~P1! can be seen in Fig. 15. There occurs a
small peak at the arrival time in the analytical solution. The
shape of this so-called precursor is determined by thermal
diffusion and hidden by the uncorrect precursor of the
CEFIT solutions in this figure. As mentioned before, the pre-
cursor of the CEFIT solutions is too high, because the thick-
ness of the heated region is determined byDz and not by the
process of thermal diffusion that increases the thickness of
the heated layer. Nevertheless, the following envelope fits
well. There is only some slight numerical ringing after the
arrival of the shear wavefront.

Figures 16 and 17 show two waveforms at the irradiated
surface, dominated by the Rayleigh wave. The small peaks
are caused by the direct or multiple reflected waves. The
wave type is denoted by capital letters. One letter means a
direct path, for example ‘‘R’’ for Rayleigh wave, two letters
denote a combination. ‘‘LS’’ denotes a longitudinal wave,
reflected and mode converted into a shear wave. The arrival
time of the ‘‘SL’’ path is the same.

The agreement to the theoretical results is very good,
there is only some slight numerical dispersion visible in the
shape of the Rayleigh wave in Fig. 17. Even the agreement
with the experimental curve is very well, especially the
modes of multiple reflections. In Fig. 16 there is a certain
time offset, but the shape and the amplitude is nearly the
same. In Fig. 17 the agreement between theoretical and ex-
perimental results is better.

FIG. 14. Snaphots of laser generated wave propagation. The gray scale
corresponds to the absolute value of the displacement velocity. The points
denote the position of the calculated and measured time signals.

FIG. 15. Displacementuz at receiver position P1.

FIG. 16. Displacementuz at receiver position P2.

FIG. 17. Displacementuz at receiver position P3.
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This agreement is a further proof for the applicability of
the CEFIT scheme. Note that with CEFIT, calculations for
arbitrarily shaped sources and specimen are possible, e.g.,
multi-layers of different materials, inclusions, or gradients of
material properties. The only restriction is that the source
must be axisymmetric. Furthermore, other kinds of source
mechanisms like ablation may be calculated by modeling of
pressure forces. Further investigation shall deal with the
implementation of heat transfer, by solving on-line the heat
equation in a further grid.

V. CONCLUSIONS

In the present paper a new version of the elastodynamic
finite integration technique for axisymmetric wave propaga-
tion in homogeneous and inhomogeneous linear elastic me-
dia was presented. By using the CEFIT code, real three-
dimensional problems can be treated in a two-dimensional
rectangular grid in the (r ,z) half-plane.

The spatial and temporal staggered grid formulation as a
direct consequence of the FIT discretization produces a very
stable and efficient numerical code. The implementation of
boundary conditions at inner and outer boundaries of the
synthetic specimen is much easier than in standard FD
schemes using a nonstaggered grid. The choice of examples
of application presented here was limited by the need to
compare the simulation results with analytical solutions first.
Good agreement between theory and numerical calculations
shows the accuracy of the discrete CEFIT equations and the
corresponding boundary conditions.

Nevertheless, the CEFIT code can be used in a wide
field of more complicated problems, e.g., the investigation of
multi-layer systems, sound radiation from ultrasonic probes
with a circular aperture, axisymmetric wave propagation in
arbitrary bodies of revolution, and the investigation of
matrix-inclusion interphases.
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Results are reported for direct and inverse scattering of plane acoustic waves from sound-hard
scatterers of arbitrary shapes in an infinite, homogeneous ambience. The direct problem is solved via
a shape deformation technique which is valid for finite deformations. The resulting solution requires
solving only a set of algebraic recursion relations, but neither integral equations nor Green’s
function. The methodology has three essential features: all calculations refer exclusively to a known
simple boundaryGs instead of the iteratively updated scatterer shapes; the Jacobian of the scattered
field is evaluated by solving a series of Helmholtz’s equations~with different boundary data! in the
region exterior to the simple shapeGs ; and no ambiguity in the solution arises due to the interior
eigenvalues. The inverse problem of recovering the scatterer boundary shape is solved by least
square minimization using the Levenberg–Marquardt algorithm. Inversions of several
two-dimensional shapes with varying degrees of complexity are reported. The procedures described
generalize straightforwardly to transmission and three-dimensional problems. ©1998 Acoustical
Society of America.@S0001-4966~98!06111-6#

PACS numbers: 43.20.Fn, 43.60.Pt, 43.30.Pc, 43.40.Le@DEC#

INTRODUCTION

The recovery of the boundary shape of a sound-hard
~Neumann! scatterer from the knowledge of the scattered
field ~near or far! is an important problem and much atten-
tion has been focused on its solution during the last decade.
An exhaustive account can be found in Colton and Kress
~1992!. Almost all known approaches~including the one pre-
sented here! for solving this inverse problem require that the
corresponding forward problem be solved. In an overwhelm-
ing majority of applications, the forward problem is solved
by the integral equation method~Colton and Kress, 1992!.
However, there are approaches that do not use integral equa-
tions directly. The most important of these are the techniques
that invoke Rayleigh’s hypothesis~Angel et al., 1989; Scotti
and Wirgin, 1996! or its variant~Jones and Mao, 1989!.

The solution technique for the forward problem in this
paper is different from either of these approaches. It is a
combination of the shape differentiation of the scattered field
and Pade´ extrapolation. This is an extension of a closely
related method of Bruno and Reitich~1992, 1995! to the
solution of the Neumann obstacle problem.

Some preliminary results regarding the inverse solution
of the Neumann problem using this boundary variation tech-
nique were reported in an earlier paper~Ghosh Royet al.,
1997!. In the current work we expand on those results in-
cluding consideration of the case of less than 360° of input
data.

The approach is summarized briefly as follows. It is as-
sumed that the boundary,Gsc, of the scatterer consists of a
deformationdG ~not necessary infinitesimal! superimposed
on an underlying simple geometry~such as a canonical
shape! Gs . It is also assumed thatdG is of the form
l f ( û), ûP unit sphereŜ2, and the real parameterl

P@0,l0) is a measure of the amount of the deformation. In
other words, the actual shape of the scatterer is given by

Gscª$xlPR3; xl~ û !5x~ û !1l f ~ û !, ;xPGs%.

For sufficiently small values ofl, the scattered fieldcsc

is expanded in a Taylor series aroundl50. Thus

csc„x;l, f ~ û !…5 (
m50

`
1

m!
c~m!

„x; f ~ û !…lm, ~1!

where c (m)5(]mcsc/]lm)ul50 . The coefficientsc (m) can
be determined~Ghosh Royet al., 1997! by solving appropri-
ate Neumann problems~with inhomogeneous boundary data!
in a domain exterior to the simple shapeGs instead ofGsc.
Once the coefficients in the Taylor expansion are obtained,
the Pade´ approximation~Baker and Graves-Morris, 1984! is
then invoked in order to extrapolate the boundary perturba-
tion ~smalll! to the actual boundary variation which may be
finite. It is well known~Baker and Graves-Morris, 1984! that
the Pade´ approximation of a function can provide a represen-
tation of a function beyond the radius of convergence of its
Taylor expansion.

The solution of the forward problem thus reduces essen-
tially to that of determining the functionsc (m). These are
obtained by solving a set of algebraic recursion relations that
result from the solutions of a sequence of Neumann prob-
lems exterior to the simple shapeGs and involve neither
Green’s functions nor integral representations of the field.
Two advantages follow from this. First, since no integral
representation is involved, the problem of nonuniqueness as-
sociated with the eigenvalues of the corresponding interior
Dirichlet problem~Colton and Kress, 1992! is avoided. Sec-
ond, it leads to simplifications in the implementation of a
Gauss–Newton-type iteration scheme which was used here
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for solving the inverse problem. A Gauss–Newton proce-
dure, it may be recalled, requires the knowledge of the Jaco-
bian of the scattered field, that is, the derivatives ofcsc with
respect to the parameters that characterize the boundaryGsc.
Since in the approach used in this work, all calculations refer
only to Gs and not toGsc ~which is different in different
stages of iteration!, the evaluation of the full Jacobian essen-
tially involves solving a series of Helmholtz’s equations with
different boundary data, but in the same domain. The impor-
tant point is that this exterior domain in which Helmholtz’s
scattering problems are solved remains fixed over the entire
iteration process. This is discussed further in Sec. II.

This formalism can be easily extended to include trans-
mission boundary conditions. In this case two Taylor expan-
sions~one for the interior and one for the exterior domain!
must be used instead of a single one as in the Neumann
problem. This result will be described in a future article.
Finally, we would like to point out that although much of the
detailed computations reported here are for scattering in two
dimensions, analogous results can be obtained for three-
dimensional obstacles also, but with added computational
complexities.

I. THE FORWARD PROBLEM

The methodology is described only briefly, the details
appearing in Ghosh Royet al. ~1997!. In the domainVe

exterior to an obstacle occupying a region of spaceV,R3,
the Neumann problem is given by

~D1k0
2!c~x,k0!50 in Ve5R3\V̄,

]c

]nU
Gsc

50. ~2!

k0.0 is a fixed wave number andn̂ is the unit normal to the
scatterer surfaceGsc pointing into Ve . c5c inc1csc is the
total field. The incident fieldc inc is assumed to be a plane
wave exp(ik0k̂0•x) and the scattered fieldcsc satisfies the ra-
diation condition of infinity, namely

]csc

]uxu
2 ik0csc5O~ uxu21!

uniformly in x̂5x/uxu as uxu→`.
As discussed in the Introduction, the scatterer surface

Gsc is parametrized as

xl~ û !5x~ û !1l f ~ û !5Tl„f ~ û !,x~ û !…, ~3!

wherexlPGsc, xPGs andTl is the perturbation of the iden-
tity. f ( û) is a deforming function and the real parameterl
determines the magnitude of the deformation. Moreover,Gs

is taken to be a simple shape for which Rayleigh’s hypoth-
esis holds. That is, the scattered field can be expanded in
terms of the outgoing wave functions alone in all ofR3\V.
For a fixed pointx away from the scatterer the ‘‘partial’’
derivative ofcsc is defined as

csc
~1!~x!5 lim

l→0

1

l
$csc

l ~x!2csc~x!%,

whereas forx on the boundary,Gsc as in ~3! the Eulerian
derivativec@1# is given by

c@1#~x!5 lim
l→0

1

l
$csc

l ~xl~u!!2csc~x!%

5
d

dl
~csc

l +Tl!U
l50

.

Themth Eulerian and partial derivatives are denoted byc@m#

andc (m), respectively.
The Neumann boundary data~2! can be written as

Nl•“lcl50, ~4!

where the unitary normaln̂l5Nl /uNlu, Nl being the normal
vector. Differentiating Eq.~4! m-times with respect tol, that
is, applying the operatord/dlª]/]l1 f n̂•“ m-times in
succession and then settingl50, yields the Neumann
boundary data forc (m), namely

]c~m!

]n U
Gs

52(
r 51

m

(
s50

m2r S m
r D S m2r

s D f sS drNl

dl r D
l50

3
]s

]ns $“c~m2r 2s!%

2(
r 51

m S m
r D f r

] r 11

]nr 11 c~m2r !. ~5!

Now the scattered field is given by the Taylor series~1!.
Then eachc (m) is a radiating solution of Helmholtz’s equa-
tion and is given by the same exterior Neumann problem as
~2!.

In what follows we apply this result to the case of scat-
tering in two space dimensions only (Gs is a circle,Gc , of
radiusr 0!. f (u) @Eq. ~3!# is parameterized in terms of a finite
Fourier series

f ~u!5 (
l 52L

L

a le
il u, ~6!

a2 l5a l* ,* being the complex conjugate. Assuming a har-
monic time dependence of exp(2ivt), the total fieldc (0)

corresponding to the circular boundaryGc is given by

c~0!~x!5 (
s52`

`

~2 i !sJs~k0uxu!eisu

1 (
s52`

`

~2 i !sb0,sHs
~1!~k0uxu!eisu, ~7!

where b0,s52$(d/dj)Js(j)/(d/dj)Hx
(1)(j)%, j5k0uxu, Js

and Hs
(1) being the Bessel and the Hankel function~of the

first kind! of integer orders, respectively. Finallyc (m) is
expanded as

c~m!~x!5 (
n52`

`

bm,n~2 i !nHn
~1!~k0uxu!einu. ~8!

Substituting~6!–~8! into ~5! and equating the coefficients of
the exponentials on both sides of the resulting equation then
yields the following recursion relation forbm,n , namely:
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bm,n52
k0

m

Hn
~1!8~j!

(
i 51

4

Ti , ~9!

where

T15S 1

m! D (
l 52Lm

Lm

~2 i !2 lam,lJn2 l
~m11!~j !,

T25S 1

mD (
j 50

m21

(
l 52Lm

Lm

~2 i !2 l~21! j$~m2 j 2 l !! %21

3~11 j !l ~n2 l !~k0r 0!2~21 j !am,lJn2 l
~m2 j 21!~j !,

T35 (
j 50

m21

(
l 52~m2 j !L

~m2 j !L

~2 i !2 l$~m2 j !! %21k0
2 jam2 j ,l

3b j ,n2 l~Hn2 l
~1! !~m2 j 11!~j !,

and

T45 (
j 50

m21

(
k50

m2 j 21

(
l 52~m2 j !L

~m2 j !L

~2 i !2 l~21!k

3~11k!l ~n2 l !k0
2 j~k0r 0!2~21k!

3@~m2 j !$~m2 j 2k21!! %21#

3am2 j ,lb j ,n2 l~Hn2 l
~1! !~m2 j 2k21!~j !.

In summary, then, the forward problem is solved~for small
l! by Taylor expanding the scattered field@Eq. ~1!#. The
coefficientsc (m) in this expansion are given by Eq.~8!; the
constantsbm,n in which are evaluated by the recursion rela-
tions ~9!.

The final stage in the solution of the forward problem
for the actual boundaryGsc5Gc1dG consists of extrapolat-
ing the boundary perturbations~l small! to the actual bound-
ary variations]G ~which may be finite! via the Pade´ approxi-
mation. Toward this, we note that the scattered fieldcsc from
Gsc can be written as

csc~x!5 (
m52`

` F (
n52`

`

bm,nlmG ~2 i !mHm
~1!~k0uxu!einu,

~10!

whereuxu.r 01maxulf(u)u.
The Pade´ approximation is then applied to the power

series overm in ~10!. The Pade´ approximated series~10! is
then the final solution of the forward problem for finite]G.
The details of the Pade´ approximation appear in our previous
paper.

II. THE CALCULATION OF THE JACOBIAN

The most vital element in the implementation of a
Gauss–Newton inversion procedure is the calculation of a
Jacobian of a scattered field which is responsible for most of
the CPU time. Its calculation thus deserves special attention
and is discussed in detail in this section. The Jacobian is a
column vector~for a fixed point of observation!, the ele-
ments of which are the derivatives of the scattered fieldcsc

with respect to the Fourier coefficients,a l ,l 52L,2L
11,...,21,0,1,...,L21,L, of Eq. ~6!. Now a l is complex and

the functionf (u) is real. Hencea l5a2 l* . If a lR anda l I are
the real and the imaginary parts ofa l , respectively, then the
Jacobian ofcsc is a (2L11) column vector. Therefore,
Jcsc5$c08 ,c jR8 ,c j I8 %T, j 51,2,...,L, and c jR(I )8
5]csc/]a jR(I ) . The total number of the Fourier coefficients
is (2L11).

Let a be the Fourier vector for the unperturbed domain.
Then aPR2L11, is a vector in a (2L11) dimensional Eu-
clidean space. Denoting the unit basis vectors inR2L11 by
êi , we havea5( i 51

2L11a i 2L21êi . Now let a be changed
along thej -th basis vectorêj by an infinitesimal amountda j

and let ja denote the new Fourier vector. That is,ja5a
1êjda j . Thenc jR(I )8 is defined by

c jR~ I !8 ~x!'$cR~ I !
sc ~x; ja!2cR~ I !

sc ~x;a!%/u]a j u. ~11!

Now csc(x; ja) is calculated exactly ascsc(x;a) de-
scribed in Sec. I, but witha replaced byja. The calculation
is repeated for all (2L11) basis vectorêj . However, the
form of the recursion relation~9! simplifies the determina-
tion of the JacobianJcsc significantly. It allows us to calcu-
late the entire Jacobian by solving (2L11) exterior Helm-
holtz equations in the same domain~which, in our case, is
the region exterior to the canonical surfaceGc! as opposed to
solving (2L11) distinctly different boundary value prob-
lems on (2L11) distinctly different surfacesG j , one for
eachja. This follows from the fact that the numerical coef-
ficients in ~9! multiplying the product terms such as
(am2 j ,lb j ,m2 l) are independent of the indexj of the deriva-
tives bm,n

( j ) . These coefficients, therefore, need to be calcu-
lated only once in the determination of all (2L11) deriva-
tives comprising the JacobianJcsc. This is equivalent to
solving (2L11) Helmholtz’s equations in the same domain
~the region exterior toGc!, but with a (2L11) dimensional
vectora or (2L11) different boundary data. This is how the
JacobianJcsc was evaluated in our numerical computations.

At this point it is interesting to point out that this method
of calculating the Jacobian is closely related to the domain
derivative of Kirsch~1994!. As a matter of fact, the form of
recursion relation~9! is such that the domain derivatives can
be obtained from it with only very minor algebraic manipu-
lations. In order to see this explicitly, let us rearrange the
terms in recursion relation~9! and rewrite it as

bm,n1
k0

m

Hn
~1!8~j!

$T3~bm,p!1T4~bm,p!%

52
k0

m

Hn
~1!8~j!

~T11T2!, p,n. ~12!

The argumentsbm,p , p,n, in T3 andT4 in ~12! indicate the
existence of a recursion relation. Let us now replacea by ja
in ~9! and calculate the right-hand side of~11! in the limit
da j→0. This leads to the following result:

bm,n
~ j ! 1

k0
m

Hn
~1!8~j!

$T3~bm,p
~ j ! !1T4~bm,p

~ j ! !%

52
k0

m

Hn
~1!8~j!

(
i 51

4

T̃i . ~13!
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In Eq. ~13!, bm,q
( j ) 5]bm,q /]a j , and p,n, as before. The

terms T̃i , i 51,2,3,4, are exactly the same asTi , i
51,2,3,4, of Eq.~9! except thatm in the summations over
the index l and in the powers ofa l appearing inside the
summations is replaced by (m21) and the indexl in the
summands is replaced by (l 1 j ). Equation~13! has the same
form as Eq.~12!, but with a modified right-hand side and
indicates that the JacobianJcsc is evaluated by solving (2L
11) exterior boundary value problems for the same Helm-
holtz equation in the same domain~again the exterior of the
circle Gc!, but with different boundary data. This is exactly
analogous to the domain derivative calculation of the Jaco-
bian discussed by Kirsch~1994! for the Dirichlet problem
with one exception. The present computations always refer
to the circleGc as opposed to the actual updated boundary
surfaces in Kirsch’s paper. In other words, in our case, the
domain in which the scattering problems are solved remains
fixed irrespective of the stage of iteration. However, the
method by whichJcsc was actually calculated here is numeri-
cally more convenient than using Eq.~13! directly.

Finally, the inversions of some Neumann obstacles are
presented below using the above formalism.

III. RESULTS

A number of sound-hard obstacles of various boundary
shapes were considered for inversions. These included a
‘‘sausage’’ shape given by r (u)5110.30 cos 2u
10.03 cos 4u; a clover-leaf for which r (u)51
10.30 cos 4u; ellipses with eccentricities 1.2:1.0, 1.6:1.0,
2.0:1.0, and 2.5:1.0, the parametric equation beingr (u)
5ab(b2 cos2 u1a2 sin2 u)21/2, the ratio ~a:b! representing
the eccentricity; and finally, an ‘‘airplane’’ shape the param-
etrization of which was given byr (u)5110.20 cos 3u
10.20 cos 4u10.10 cos 6u10.10 cos 8u.

The scattering geometry is shown in Fig. 1. The inver-
sions were performed with a fixed direction of incidence of
single and multiple frequency and for both full-circle~360°!
as well as limited-angle~less than 360°! data collection. All
obstacles except the ellipses were oriented with one of the
axes of symmetry making an angle of 30° to the direction of
the incident wave. The ellipses were oriented with their ma-
jor axes inclined at an angle of 45° to the incident wave. The
inversions reported here all used the far-field pattern which
was obtained by solving Helmholtz’s equation in the domain

exterior toGsc by the finite element method~FEM!. All nu-
merical computations were done on an SGI Indy machine.

Data inversions for recovering the Fourier coefficients
a l were done by minimizing an objective function defined by

Q5(
i 51

I

ur i u2,

whereI is the number of observation points, and the residual
r i at thei -th observation pointxi is given by

r i5cp
sc~xi ;a!2cm

sc~xi ;a0!.

Subscriptsp and m refer to predicted~i.e., calculated! and
‘‘measured’’ ~that is, FEM solution! respectively.a anda0

represent the calculated and the true boundary parametriza-
tion, respectively.Q was minimized for the Fourier vectora
via the Levenberg–Marquardt nonlinear parameter fitting
scheme. The Levenberg–Marquardt algorithm requires the
knowledge of the JacobianJcsc the determination of which

FIG. 2. The angular distribution of the far-field pattern demonstrating the
convergence of the Pade´ approximations.~a! The real part of the field for the
sausage shape:r (u)5110.30 cos(2u)10.03 cos(4u), ~b! The imaginary
part of the field for the cloverleaf shape:r (u)5110.30 cos(4u).

FIG. 1. The geometry of scattering. The scatterer shape is given byr (u)
5r 01l f (u), 0<u<2p. F0<F<2p, F0.0.
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was already discussed in Sec. II. Also 8% random noise was
added to the data.

Figure 2~a! shows the angular variation of the real part
of the scattered field for the sausage shape. It is clear that the
scattered fields given by the Pade´ approximants agree ex-
tremely well with the corresponding FEM solutions. The
Taylor series result was not plotted since the deformationdG
for this scatterer is far beyond the radius of convergence of
the Taylor expansion. Explicit demonstrations of the break-
down of the Taylor expansion with increasingl and the
validity of the Pade´ calculations of the scattered field well
beyond the range of the Taylor expansion in close agreement

with the FEM solutions were given in our previous paper
~Ghosh Royet al., 1997!. The plots in Fig. 2~b! are for the
imaginary part of the scattering data for the clover-leaf and
again demonstrate how well the Pade´ approximation agrees
with the FEM solution. This is typical of all the scatterers
reported here.

Next we present the results of inversions for full 360°
data collections. The number of the full-circle data points

FIG. 3. The reconstruction of several shapes from the full-circle, far-field
data. In all cases 60 receivers were used, the shapes were rotated 30° relative
to the incident wave, and 8% random noise was added to the data.~a! The
sausage shape, using a single frequency (k055) plane incident wave. The
number of unknown Fourier coefficients recovered was 17.~b! The clover-
leaf shape, using two frequencies (k051,5). The number of unknown Fou-
rier coefficients recovered was 17.~c! The ‘‘airplane’’ shape:r (u)51
10.20 cos(3u)10.20 cos(4u)10.10 cos(6u)10.10 cos(8u) using three fre-
quencies (k051,2,5). The number of unknown Fourier coefficients recov-
ered was 25.

FIG. 4. The reconstruction of ellipses from the full-circle, far-field data with
8% random noise added. The ellipses are parameterized byr (u)
5ab@(b cosu)21(a sinu)2#21/2; a,b being the semi-major and the semi-
minor axis, respectively. For all ellipses the number of detectors was 60 and
the number of unknown Fourier coefficients recovered was 17. All ellipses
are rotated 45° to the direction of the incident wave.~a! a:b51.2:1.0. Only
one frequency (k055) was used.~b! a:b52.0:1.0. Two frequencies (k0

51,5) were used.~c! a:b52.5:1.0. Two frequencies (k051,5) were used.
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were 60 and 8% noise was added to the FEM solutions.
Figure 3~a! shows the reconstruction of the sausage shape
using a single frequency (k055) and 17 unknown Fourier
coefficients. The recovery of the clover-leaf is shown in Fig.
3~b! with two frequencies (k051 and 5! and again with 17
unknown Fourier coefficients. In Fig. 3~c! is shown the re-
construction of the ‘‘airplane.’’ Three frequenciesk051, 2,
and 5 were used and the number of the unknown Fourier
coefficients was 25. A@4/4# Padéapproximant was used.
Figure 4 shows the reconstructions of ellipses for which the
number of unknown Fourier coefficients was taken to be 17.
Figure 4~a! shows the inversion of an ellipse with eccentric-
ity ~1.2:1.0! using only one frequency ofk055. The recon-
struction for eccentricity 2.0:1.0 and 17 unknown Fourier
coefficients is shown in Fig. 4~b!. Two frequencies ofk0

51 and 5 were used. Finally, Fig. 4~c! shows the recovery of
an ellipse with eccentricity 2.5:1.0, again with 17 Fourier
coefficients. Three frequenciesk051, 2, and 5 were used in
its reconstruction.

Finally, in Figs. 5–7, inversions with limited-angle data
collections are reported. Figure 5 shows the recovery of the
sausage shape from the far-field data collected over a 90°
aperture. The data were collected in the backscattering mode
with detectors placed symmetrically about the direction of
incidence. This was done for all the limited-angle inversions
reported here. In the inversion shown in Fig. 5, three fre-
quencies (k051,2,5) were used along with a total number of
45 receivers. The number of Fourier coefficients was 17. The
reconstruction of the clover-leaf from 90° data is shown in
Fig. 6~a!, all parameters being as in Fig. 5. Figure 6~b! and
~c! shows the same clover-leaf reconstructions, but for 45°
and 15° region of data collection, respectively. The number
of frequencies used were 41 (k051 through 5! and the num-
ber of detectors was 23 in the 45° and 7 in the 15° data
collection. Finally, the recovery of the ‘‘airplane’’ from the
far field, 90° aperture data is shown in Fig. 7 for three fre-

quencies (k051,2,5) and 45 detectors, the number of un-
known Fourier coefficients being 25.

Before concluding, some comments are due as to the
selection of the initial, starting guesses. The Gauss–Newton
procedures are known to be sensitive to the choice of the
initial conditions. However, the technique of the Pade´ ap-
proximation proves to be useful here. Before doing a full-
scale inversion which may require Pade´ approximants of

FIG. 5. The reconstruction of the sausage shape from the far-field data
collected over a 90° wedge around the direction of incidence; that is,F of
Fig. 1 is 90°. Number of frequencies used is three (k051,2,5). Total num-
ber of receivers is 45 and 17 Fourier coefficients were recovered. 8% ran-
dom noise was added to the data.

FIG. 6. The reconstruction of the cloverleaf from the far-field data collected
over limited angles. 17 Fourier coefficients were recovered in all cases. No
noise was added to this data.~a! 90° wedge (F590°), with a total of 45
receivers. Three frequencies were used (k051,2,5). ~b! 45° wedge (F
545°), with a total of 23 receivers. 41 frequencies were used (k051–5).
~c! 15° wedge (F515°), with a total of 7 receivers. 41 frequencies were
used (k051 – 5).
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higher orders, a low-order~such as@2/2#! Padéinversion can
lead to a fast, yet a reasonably accurate guess of the starting
point ~especially, the initial radiusr 0! for the Gauss–Newton
iterations. Our numerical experiments show that this was the
case for all of the objects reported here. For inversion with
single frequency data, the initial selection ofr 0 was made
exclusively in this manner. For the inversions using multiple
frequency, advantage was taken of both low-order Pade´ ap-
proximation as well as the lowestk0 reconstruction results.
For inversions requiring more than one frequency, the results
obtained after inverting the far-field data for the lowestk0

were used as the initial starting point for the Gauss–Newton
iterations for the next higherk0 and so on. We must also
mention in passing that although the inversions reported here
involve only the far-field patterns, comparable reconstruc-
tions can be obtained with the near-field data also.

Finally, the inversion of the transmission boundary
value problem is in progress and will soon be reported else-
where.

IV. SUMMARY

In summary, the inverse problem of recovering the
boundary shapes of sound-hard obstacles in a homogeneous,

infinite acoustic medium from full-circle and/or limited-
angle far-field patterns is discussed. The associated forward
problem is solved via boundary variation and Pade´ extrapo-
lation. The method uses neither Green’s functions nor the
integral representations of the scattered field. It is thus free of
the nonuniqueness of the solutions associated with the inte-
rior eigenvalues of the corresponding adjoint Dirichlet prob-
lem. The technique used here has further advantages. First,
all calculations are performed essentially with respect to a
known, simple boundary shape. Therefore, the domain over
which all exterior Helmholtz problems are solved remains
independent of the stages of iteration which is a critical
point. It is demonstrated that this leads to a substantial sim-
plification in the computation of the Jacobian of the scattered
field.
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Acoustical~viscous static permeability, tortuosity, and viscous characteristic length! and mechanical
~skeleton viscoelasticity tensor! parameters which characterize the behavior of porous media are
provided from measurements along three perpendicular axes. The measurements are performed on
cubic samples of open-cell foams. The longitudinal direction is chosen to be parallel to the growth
direction of the foam. The results show that the samples tested here exhibit a quasi-axisymmetrical
geometry. It appears that a precise description of this type of reticulated polymeric foam must
include its anisotropy, especially for vibroacoustic behavior prediction. ©1998 Acoustical Society
of America.@S0001-4966~98!02311-X#

PACS numbers: 43.20.Jr, 43.40.Yq, 43.35.Mr, 43.55.Ev@ANN#

INTRODUCTION

Polymeric foams are frequently used for the damping of
sound in the automotive and aeronautics industries or in the
building trade. During the last ten years, many improvements
have been made in both experimental and theoretical charac-
terization of these materials. Two cases must be distin-
guished; the first one, when the skeleton remains motionless,
is called the rigid frame case. This assumption is valid when
the density of the saturating fluid is much lower than the
density of the structure or/and when the viscous permeability
of the porous media is high. Consequently, the skeleton of
the foam is not excited by the energy of the soundwave.
Thus the only wave traveling in the material is a fluid-borne
wave. However, the existence of a motionless skeleton re-
quires modifying accordingly the mass density and the com-
pressibility of the saturating fluid, these two quantities be-
coming complex and frequency dependent. Several models
have been published for many years to characterize the
propagation of sound in rigid frame porous materials.1,2 In
this paper, the model used has first been developed by
Johnson3 in 1987 for porous rocks saturated with water. It
has been chosen for the interesting physical meaning of input
parameters. This theory takes into account the inertial and
the viscous couplings between the saturating fluid and the
solid structure. A good agreement has been obtained between
this theory and measurements of the speed of the slow wave
by Nagy4 and Gist.5 On the other hand, an excessive attenu-
ation has been observed for the slow mode at high frequen-
cies, which has been attributed to viscous losses6 or to scat-
tering effects.7 This discrepancy is less important when
dealing with high porosity materials such as glass wools or
open-cell polymeric foams. However, these media are gen-
erally saturated by air where thermal losses cannot be ne-
glected. Allard8 and Lafarge9 have extended Johnson’s
model to take into account thermal exchanges between the

fluid and the structure. Thus six parameters~i.e., porosity,
viscous and thermal permeabilities, tortuosity, viscous, and
thermal characteristic lengths! are needed to describe the
acoustic behavior of an isotropic porous medium. The sec-
ond case, when the energy of the soundwave is sufficient to
make the structure of the foam vibrate, requires the use of the
Biot theory.10 Therefore, the mass density and the compress-
ibility modulus of the polymer that forms the structure in
addition to the mechanical properties of the viscoelastic skel-
eton ~i.e., Young’s modulus and Poisson’s ratio! are needed
to describe the acoustics of porous media. Adding these four
parameters to the six required by the rigid frame model fully
characterizes an ideal isotropic plastic foam in the frame of
the Biot theory. Due to the fabrication process, polymeric
foams are often anisotropic. Cells are usually longer in the
growth direction than in the plane normal to it. In many
cases, such anisotropy can be reduced to hexagonal
symmetry.11 The aim of this paper is to verify this hypothesis
and to evaluate the amount of anisotropy on the acoustical
and mechanical parameters that physically describe the re-
ticulated polymeric foam behavior. Experimental investiga-
tions are done by using precise measurement techniques
which have been previously published.12–15The first part re-
views the acoustical parameter characterization whereas the
second one presents some mechanical measurements.

I. PARAMETERS OF THE RIGID FRAME
MODEL—MEASUREMENT PRINCIPLE

This section describes the measurement methods of the
parameters required by the rigid frame model for a foam
having hexagonal symmetry. The porosityf, the thermal
characteristic lengthL8, and the thermal permeabilityk08
which are scalar parameters remain isotropic. Thus they will
not be studied any further in this paper. On the other hand,
the tortuositya` , the viscous characteristic lengthL, and
the viscous static permeabilityk0 which are defined from
vectorial fields are different along the transversal and normal
directions of the plastic foam.

a!Present address: Laboratoire d’acoustique, CNAM, 292 rue St. Martin,
75141 Paris Cedex 3, France.
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The viscous static permeability is measured by a classi-
cal method described by Bieset al.16 This method consists in
measuring the pressure dropDP between two opposite faces
of a porous sample when a steady air flow of known value is
crossing it. The viscous static permeabilityk0 is then given
by

k05
hDe

DP
, ~1!

wheree is the thickness of the sample,h the viscosity of the
saturating fluid, andD is the mean air flow by unit surface
area. We prefer to use the parameterk0 instead of the air
flow resistivity s (s5h/k0), which depends also on the
saturating fluid and not only on the microgeometry of the
foam.

Tortuosity and the viscous characteristic length are mea-
sured using low-frequency ultrasonics. These techniques
have proven to be a valuable tool for the evaluation of these
parameters,17,12 especially for materials having high porosity
~i.e., more than 0.95!. The viscous skin depth is given by

d5A 2h

r0v
, ~2!

wherer0 is the mass density of the saturating fluid, whereas
v is the angular frequency. At such frequencies, the viscous
skin depth is small enough compared to the characteristic
lengths, thus the real part of the squared propagation index
takes the following form at the first order13

nr
2~v!5S c~v!

c0
D 2

5a`F11dS 1

L
1

g21

BL8 D G , ~3!

wherec(v) andc0 , respectively, are the wave speed in the
saturating fluid and in the free air at rest. The squared root of
the Prandtl’s number is equal toB while g is the ratio of the
specific heats. An ultrasonic method based on the measure-
ment of the dispersion curve of the wave speed in the porous
media has been recently proposed to recover the tortuosity.13

This technique is convenient for impulsive signals having
high signal-to-noise ratio. In our case, the large thickness of
the samples creates a strong attenuation of the ultrasonic sig-
nal and the computation of the dispersion curve cannot be
done with the appropriate precision. To overcome this prob-
lem, measurements are performed with sine bursts of 83
kHz. This frequency is chosen to be high enough to work in
the asymptotic regime@i.e., Eq.~3!# and low enough to avoid
scattering effects in the foam.14 Johnsonet al.3 have pro-
posed a method for the measurement of the viscous charac-
teristic length with the help of the quality factorQ which is
given by

Q5
v

2ac~v!
, ~4!

wherea is the attenuation~in neper! of the ultrasonic signal.
For porous media saturated by a fluid having a negligible
thermal expansion coefficient, the productQd, in the high-
frequency domain tends to

lim
v→`

Qd5L. ~5!

For porous materials saturated with gases, thermal effects
cannot be generally neglected. Thus theQd product tends to
the lengthl ~Ref. 17!

lim
v→`

Qd5 l 5S 1

L
1

g21

BL8 D 21

. ~6!

According to Eqs.~3! and ~6!, the value of the tortuosity is
obtained from the measurement of the ultrasonic phase ve-
locity c(v) and of the quality factorQ

a`5
c2~v!

c0
2~111/Q!

. ~7!

When considering a homogeneous anisotropic material,
the quantitiesk0 , a` , andL become second rank tensors,
respectively, noted ask0i j

, a` i j
, andL i j . These tensors di-

agonalize in a system of three orthogonal axes—the so-
called principal axes. In the case of axisymmetrical porous
materials, the previous tensors take the following form

k0i j
5S k0L 0

0 k0T
D , a` i j

5S a`L 0

0 a`T
D ,

and ~8!

L i j 5S LL 0

0 LT
D ,

whereL and T, respectively, stand for the values along the
longitudinal direction and in the plane normal to it. Because
there is no shear wave in the saturating fluid, the measure-
ment methods described above for the isotropic media can be
used along the principal axes to determine the components of
the different tensors.

II. MECHANICAL PARAMETERS—MEASUREMENT
PRINCIPLE

In the case of vibrating foams, the Biot model needs the
identification of mechanical skeleton properties to be done.
In recent papers,18,19 a quasistatic~1–100 Hz! experimental
technique was proposed to measure the whole components of
the stress–strain viscoelastic tensorCi jkl of polyurethane
foams skeleton which exhibit axisymmetrical behavior.
These components are supposed to be complex values de-
pending on frequency. The experimental method, designed
for cubic sample compressed between two plates, needs the
specimen axes to be supposed principal. One of these prin-
cipal directions is called the longitudinal~notedL! and must
correspond as close as possible to the observed rise direction
of the foam. Both perpendicular directions toL are notedT
andT8. According to the axisymmetric behavior assumption,
the plane (T2T8) is supposed to be isotropic. Mechanical
measurements consist in applying successively a small sinu-
soidal axial compression into the three directionsL, T, and
T8 normal to the sample faces. For each direction, the ratio
of the axial force responseFi and the axial displacement
responseDi between plates provides a complex stiffness
function
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Ki5
Fi

Di
~ i P$L,T,T8%!. ~9!

On the other hand, measurement of both perpendicular dis-
placementsD j of lateral faces centers provide two further
biaxial complex transfer functions between directionsj and i

Tji 5
D j

Di
~ j P$L,T,T8% and j Þ i !, ~10!

where j denotes the directions perpendicular to the loading
direction. The nine complex and frequency dependent trans-
fer functions of Eqs.~9! and~10! are put together in a vector
of ‘‘experimentally measured’’ quantities

Vm5@KL ,TLT ,TLT8 ,KT ,TTL ,TTT8 ,KT8 ,TT8L ,TT8T#. ~11!

Due to the supposed sample symmetry, redundancy may oc-
cur in vectorVm . Since isotropy of plane (T2T8) can be
expressed by the relationships

KT5KT8 , TLT5TLT8 ,
~12!

TTL5TT8L , TTT85TT8T ,

only five functions inVm are independent. Thus in order to
investigate how much axisymmetrical foams are, we use the
redundancy of the measurements. Two vectors are provided
for each sample from Eqs.~11! and ~12!

Vm
LT5@KL ,TLT ,KT ,TTL ,TTT8# ~13!

and

Vm
LT85@KL ,TLT8 ,KT8 ,TT8L ,TT8T#. ~14!

The first one@Eq. ~13!# takes preferentially account of direc-
tionsL andT, whereas the second one@Eq. ~14!# emphasizes

directionsL andT8. VectorsVm
LT andVm

LT8 are able to char-
acterize a difference between the measured behavior and the
supposed axisymmetric one. They are obviously identical if
the material is exactly axisymmetrical.

The measurements only depend on the skeleton vis-
coelasticity tensor if the viscous static permeability of foam
is high enough. At low frequencies, this assumption is justi-
fied for the present material and viscous damping between
the air and the skeleton can be neglected compared to the
intrinsic mechanical dissipation. If permeability is too high,
its effects on mechanical responses can be eliminated using
Biot modeling, as shown in Fig. 1. Then viscoelasticity ten-
sor components can be achieved from vectorVp containing
the ~yet unknown! material parameters:

Vp@EL ,ET ,GLT ,nLT ,nTT#, ~15!

where the Young’s moduli in the longitudinal direction and
in the transverse plane (T2T8) are respectively notedEL

and ET . Scalar GLT is the shear modulus in the plane
(L2T), whereasnLT and nTT denote Poisson’s ratios in
planes (L2T) and (T2T8), respectively. Although these
parameters are complex value and frequency dependent as
well as the measurements, relations between vectorsVp and
Vm

LT are obtained by using a static finite element model of an
axially loaded cube made of axisymmetric elastic solid. Tak-
ing into account the correspondence principle between elas-

tic problems and viscoelasticy, the real part of vectorVm
LT is

predicted from the real part of the mechanical properties con-
tained inVp . In addition, an inversion numerical scheme has
been developed15 in order to estimate the unknown vectorVp

versus a given vectorVm
LT . Of course, if the vectorVm

LT8 is
different from Vm

LT , its inversion provides a second set of
material parameters, which can be compared to the first one,
as done in the next section.

III. EXPERIMENTAL RESULTS AND ANALYSIS

In order to evaluate each of the previous parameters
along the three perpendicular directions, the experiments
~see Fig. 2! are carried out on five neighboring cubes of
plastic foams cut out of the same slab. The length of the edge
of the cube is 5 cm. The longitudinal direction~as shown in
Fig. 3! is chosen to be parallel to the direction of the foaming
process. The manufacturer has given this information. The
other directions form a plane which is perpendicular to the

FIG. 1. Schematic diagram of experimental determination of the Biot pa-
rameters for acoustic materials. -----: Needed parameters for successive
acoustic and mechanical identifications.

FIG. 2. Experimental setup of the ultrasonic measurements.
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normal direction. Due to the axisymmetry of the material, the
orientation of the two transversal axes in this plane is not
fundamental. This hypothesis should be verified by measur-
ing the magnitude of discrepancy between parameters versus
angle. This is rather difficult to realize with cubes of small
size. Nevertheless, this assumption has already been checked
for identical types of foams.12 A simple look at the ultrason-
ics sine bursts transmitted along the three directions of the
foam ~Fig. 4! justifies fairly well the assumption of hexago-
nal symmetry. The wave, which has propagated along the
normal direction, has higher amplitude and a faster arrival
time than the two other signals. These last ones are very
similar in both magnitude and time delay. The wave speed
c(v) in the porous media is calculated from an intercorrela-
tion algorithm between the signals with and without sample,
whereas the quality factor is obtained from the amplitude
ratio of the two sine bursts. The values of the tortuosity
along the three perpendicular axes have been computed from
Eq. ~7! and are shown in Fig. 5. The reproducibility of the
results between the different samples is fairly good~relative
variation lower than 2.5%! meaning that the heterogeneity of
this slab of foam is small. Some 2-D scans of acoustical
porous materials slabs have already pointed out that the het-
erogeneity of the tortuosity~measured in the same direction!
is generally in order of 5%.20 The important outcome is that
the tortuosity is smaller in the foaming process direction than
in the transversal directions. This result outlines the axisym-
metry of the samples tested here. Due to the small differ-

ences between the principal directions, one can notice that
such results would have been difficult to obtain with the
electrical method for the tortuosity measurements.21 Figure 6
shows the measurements of the lengthl along the three
directions for the five cubic samples. As the thermal charac-
teristic length is isotropic, the differences observed among
the three axes are only due to the viscous characteristic
length. The expected hexagonal symmetry onL is less con-
vincing than on tortuosity. However, with the exception of
sample no. 2, the values computed along the transversal di-
rections are more similar than the values along the longitu-
dinal direction. Measurements of the viscous static perme-
ability are shown in Fig. 7. Surprisingly, the values are
nearly equal along the directionL and T8, whereas values
along directionT are 10% lower. This fact could be partially
explained by taking into account some remaining thin mem-
brane effects across the faces of the foam cells, although this
remains a simple assumption which will be explored further
later. Among these results, steady flow measurements seem
to be more affected by walls than ultrasonic measurements.
The reproducibility between the five samples is not so clear
as for tortuosity measurements. Relative variation can reach
10% whereas measurement incertitudes are estimated at
about 5%, which traduces a weak heterogeneity of perme-
ability tensor.

As far as mechanical behavior is concerned, previous

FIG. 3. Measurement directions of the cubic sample.

FIG. 4. Transmitted signals along the three directions of a cubic sample of
PU foam; ———:L; --- : T; •••: T8.

FIG. 5. Tortuosity along the three perpendicular directions of five cubic
samples of PU foam.d: L; j: T; andl: T8.

FIG. 6. Lengthl along the three perpendicular directions of five cubic
samples of PU foam.d: L; j: T; andl: T8.
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samples were also investigated. The present results have
been achieved at fixed temperature~23 °C! versus frequency.
The frequency dependence is not discussed here and empha-
sis is given to the real part of measurementsVm at a single
frequency of 60 Hz. As for out of phase measurements, all
stiffnesses@Eq. ~9!# have the same loss factor and displace-
ment ratios@Eq. ~10!# are merely real values.

In Fig. 8, we have plotted the actual displacement ratios
versus the real parts of stiffnesses transfer function, directly
obtained after measurement and calibration. Since the mea-
sured foam is not exactly axisymmetric, transfer function
does not respect relationships~12! and inversion cannot be
safely carried out with the single vectorVm

LT of Eq. ~13!. On

the first hand, using both measured vectorsVm
LT and Vm

LT8 ,
we can observe that behavior versus loading direction is not
exactly axisymmetric since axesT andT8 seem to be quite
different ~as for squares and diamonds markers, black and
blank ones do not fit together!. Nevertheless comparison of
measurement between longitudinal direction and both so-
called transversal directions even so justifies the transverse
isotropy assumption. On the other hand, results are not very
affected by measurements on different samples. Thus the
material tested is quite homogeneous and main variations of
results only come from the anisotropic mechanical behavior.
Let us notice that the error on the measured magnitude of all
transfer functions presented is estimated to around 3%.

From vectorsVm
LT andVm

LT8 , two inversions per sample
provide two sets of stress–strain tensor components. Mea-
surements of the three moduli are complex values exhibiting
an identical complex dependence~the single complex depen-
dence in stiffnesses measurements! whereas Poisson’s ratios
are real values. As for real parts, Poisson’s ratios versus
moduli are plotted in Fig. 9 for the different samples. As
shown, Young’s moduli (EL ,ET) and Poisson’s rationLT are
achieved with a fairly good approximation. Their values’
variations are mainly due to the gap between the axisymmet-
ric model chosen for inversion and the actual behavior of the
foam. On the other hand, the sensitivity of the shear modulus
GLT and the Poisson’s rationTT to variations in the measure-
ments is large during inversion. This fact is not so surprising
since compression loading applied during measurements in-
cludes very few shear strains whereas componentsGLT and

nTT describe only shear behavior. So, differences between
foam behavior and axisymmetric ones cannot be observed
with these components because their errors can reach 100%
by estimating the measurement errors to be close to 3%. In
spite of these limitations, mean values of each stress–strain
tensor components can provide better modeling in compari-
son with an isotropic model.

IV. CONCLUSION

Anisotropy of cubic samples of an open-cell foam has
been investigated by acoustical and mechanical experimental
methods. The results show that this material exhibits a quasi-
axisymmetrical behavior. With the exception of the static
viscous permeability, the samples tested seem to be de-
scribed with a better accuracy in the case of transverse isot-
ropy for both acoustical and mechanical parameters. The dis-
crepancy observed between the measurements and the
hexagonal symmetry could be explained by considering the
noteworthy conveyor direction during the manufacturing
process. Such improvement of the model would not lead to
notable changes of physical properties compared to their re-

FIG. 7. Viscous static permeability along the three perpendicular directions
of five cubic samples of PU foam.d: L; j: T; andl: T8.

FIG. 8. Quasistatic measurements~at 60 Hz! on five neighboring cubes
made of PU foam. Actual displacement ratios against stiffnesses real part
are plotted. Black symbols denoteVm

LT components.d: TLT vs KL ; j: TTL

vs KT ; and l: TTT8 vs KT . Blank symbols denoteVm
LT8 components.s:

TLT8 vs KL ; h: TT8L vs KT8 ; andL: TT8T vs KT8 .

FIG. 9. Amplitude of the stress–strain tensor components of PU foam at 60
Hz. Poisson’s ratios versus different moduli.d, s: n l t vs El ; j, h: n l t vs
Et ; and l, L: n tt vs Glt . Black symbols denote inversion results from

Vm
LT . Blank symbols denote inversion results fromVm

LT8 .
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spective gradient in the foam block~in terms of heterogene-
ity!. For example, the foam density is higher in the bottom
and near the sidewalls, respectively, due to gravity and fric-
tional drags. One can also notice that the amount of anisot-
ropy is lower on the rigid frame model parameters~10%!
compared to the component of the viscoelasticity tensor
~70% on moduli, 200% on Poisson’s ratios!. This first report
of mechanical and acoustical anisotropic characterization on
reticulated foams allows better vibroacoustic prediction of
multi-layered damping materials behavior.
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Noise control of a master harmonic oscillator coupled
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The overall gain is defined as the ratio of the stored energy in the isolated master harmonic oscillator
to that in the coupled one. This gain is composed of two distinct factors: The first factor, the external
input power gain, relates to the ratio of the external input power into the isolated master harmonic
oscillator to that into the coupled one. The second factor, the loss factor gain, relates to the ratio of
the loss factor of the coupled master harmonic oscillator to that of the isolated master harmonic
oscillator. Both loss factors are in reference to the stored energy in the master harmonic oscillator
only. It has been customary to assume the first factor to be unity and, thus the overall gain and the
loss factor gain have been assumed to be identical. It is argued here that often this assumption is not
valid. Therefore, noise control measures that are based on this assumption may have been wrongly
evaluated. A few examples that illustrate the disparity between the overall gain and the loss factor
gain are cited in this paper.@S0001-4966~98!03111-7#

PACS numbers: 43.20.Ks, 43.40.Tm@DEC#

INTRODUCTION

In a recent paper the authors discussed the definition of
the loss factors of a master harmonic oscillator~HO! that is
an integral element in a complex. The complex is composed
of the master HO, the satellite harmonic oscillators~HOs!,
and their couplings to the master HO. Two distinct steady
state loss factors are defined, both in reference to the master
HO which is the only driven HO in the complex. The differ-
ence between these loss factors is that the first, theU loss
factor hb1(v), is defined in reference to the stored energy
E1(v) in the master HO while the second, the effective loss
factor he1(v), is defined in reference to the stored energy
E(v) in the complex as a whole; namely

hb1~v!5Pe1~v!/vE1~v!

and ~1!

he1~v!5Pe1~v!/vE~v!;

E~v!5E1~v!1Es~v!, z1
s~v!5@Es~v!/E1~v!#, ~2!

where Pe1(v) is the external input power into the master
HO, Es(v) is the energy stored in the coupled set of satellite
HOs, and~v! is the frequency variable; this variable is the
Fourier conjugate of the temporal variable~t!. It is to be
noted that the energy stored in the couplings is assigned, in
part, toE1(v) and, in part, toEs(v). The quantityz1

s(v) is
then the ratio of the energy stored in the satellite HOs~to-
gether with that stored in the couplings that are assigned to
them! to the energy stored in the master HO~together with
that stored in the couplings that is assigned to it!.1 Clearly

hb1~v!*he1~v!, ~3!

and in particular

hb1~v!5h1~v!1hs~v!z1
s~v!, z1

s~v!>0, ~4a!

he1~v!5hb1~v!@11z1
s~v!#21

5@h1~v!1hs~v!z1
s~v!#@11z1

s~v!#21. ~4b!

In Eqs.~4! h1(v) is the inherent loss factor in the master HO

h1~v!5@Pe1
o ~v!/~v!E1

o~v!#, ~5!

wherePe1
o (v) is the external input power andE1

o(v) is the
stored energy in the ‘‘isolated’’ master HO.1 The loss factor
h1(v) accounts for losses in the master HO and in the cou-
plings that are assigned to the master HO. The stored energy
ratio z1

s(v) in Eq. ~4! is as stated in Eq.~2!. On the other
hand, in Eq.~4! hs(v) is the averaged loss factor associated
with the satellite HOs; namely,

hs~v!5F (
n52

N

hn~v!En~v!GF (
n52

N

En~v!G21

. ~6!

In Eq. ~6! hn(v) is the inherent loss factor andEn(v) is the
stored energy in the~n!th satellite HO. Again,hn(v) and
En(v), respectively, account also for the losses and stored
energies in the couplings that are assigned to the~n!th satel-
lite HO. In Ref. 1,hb1(v) andhe1(v) were investigated for
a number of complexes composed of a master HO and sev-
eral different sets of satellite HOs. It was stated in these
investigations that although the loss factors do indicate the
manner in which the external input powers are dissipated,
they do not necessarily indicate the noise control gain
achievable for a master HO in coupling it to a set of satellite
HOs. Situations arise in which the overall gain in a noise
control goal is more central than ensuring efficient dissipa-
tion of the stored energies. Thus in these situations the loss
factors may play only partial roles. To quantify such situa-
tions, one may use Eqs.~1! and ~5! to derive an overall
~stored energy! gain Go1(v) which is the ratio of the stored
energyE1

o(v) in the isolated master HO to the stored energy
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E1(v) of the coupled master HO. This overall gain is

Go1~v!5@E1
o~v!/E1~v!#5@P% e1~v!#21@h̄b1~v!#,

@P% e1~v!#215@Pe1
o ~v!/Pe1~v!#, ~7!

h̄b1~v!5@hb1~v!/h1~v!#.

Consequently, the overall gainGo1(v) is the product of two
factors. The first factor@P% e1(v)#21—the external input
power gain—is the ratio of the external input power into the
isolated master HO to that into the coupled one. The second
factor, @h̄b1(v)#, the loss factor gain is the ratio of theU
loss factor of the coupled master HO to that of the isolated
one.1 An overall gain Go1(v) that substantially exceeds
unity in a wider frequency bandwidth may be a credible
noise control goal. This may be achieved by manipulating
the external input power gain and/or the loss factor gain. In
this paper renderingGo1(v) with these attributes is consid-
ered to be a desired noise control achievement. The prevail-
ing wisdom has been to assumea priori that the external
input power gain@P% e1(v)#21, on the right of Eq.~7!, is
substantially equal to unity so that the loss factor gain
@h̄b1(v)# becomes the determining factor for the overall
gain; notwithstanding that, often it is the external drive and
not the external input power that is specified as the agent
responsible for the excitation of the complex. The examina-
tion of this prevailing wisdom for a complex composed of a
number of coupled HOs is, in large part, the focus of this
paper.2,3

I. EQUATION OF MOTION FOR THE COMPLEX

A sketch of the complex investigated in this paper is
shown in Fig. 1~a!. Since the complex is similar to that spe-
cialized in Ref. 1, the derivation of the relevant equations is
detailed in this reference. Familiarity with this derivation is
assumed in this paper. Moreover, the notational procedure in
Ref. 1 is adopted herein. In particular, the equation of motion
for the isolated master HO, in response to an externalforce
drive Pe1(v), is

Z11
2 ~v!V1

o~v!5Pe1~v!,
~8!

Pe1
o ~v!5Re$@~vM1!/Z1

2~v!#%Po1~v!,

and that for the coupled master HO, in response to the same
external force drive, is

Z1~v!V1~v!5Pe1~v!,
~9!

Pe1~v!5Re$@~vM1!/Z1~v!#%Po1~v!,

where Z11
2 (v) and V1

o(v) are, respectively, the impedance
and response of the isolated master HO,Z1(v) and V1(v)
are, respectively, the impedance and response of the coupled
HO and

Pe1
o ~v!5Re$V1

0~v!Pe1* ~v!%,

Pe1~v!5Re$V1~v!Pe1* ~v!%, ~10!

Po1~v!5~vM1!21uPe1~v!u2.

The impedanceZ11
2 (v) of the isolated master HO may be

expressed in the form

Z11
2 ~v!5~ ivM1!@12~v11/v!2~11 ih11!#, ~11a!

where

v11
2 5~Ko1 /M1!, K15Ko1~11 ih11!. ~11b!

The impedanceZ1(v) of the coupled master HO may be
similarly expressed in the form

Z1~v!5@Z11
2 ~v!1Zc1~v!#, Zc1~v!5(

j 52

N

Zc j~v!,

~12a!

where

Zc j~v!5@ uZj j
2~v!u2Z1 j~v!

1uZ1 j~v!u2Zj j
2~v!#uZj j ~v!u22,

Zj j ~v!5Zj j
2~v!1Z1 j~v!,

Zj j
2~v!5~ ivM j !@ l 2~v j j /v!2~11 ih j j !#,

~12b!
Z1 j~v!5~K1 j / iv!5Zj 1~v!,

K j j 5Ko j j~11 ih1 j !, ~v j j !
25~Ko j j /M j !,

K1 j5Ko1 j~11 ih1 j !, ~v1 j !
25~Ko1 j /M j !, j >2.

In Eq. ~11!, M1 , K1 , andh11 are, respectively, the mass, the
complex stiffness, and the loss factor of the master HO. In
Eqs.~12!, M j , K j j , andh j j are, respectively, the mass, the
complex stiffness, and the loss factor of the~j!th satellite HO
andK1 j andh1 j are, respectively, the complex stiffness and
the loss factor of the coupling of the~j!th satellite HO to the
master HO.1 Moreover, the equation of motion for the iso-
lated master HO, in response to an externalvelocity drive
V1(v), is

Z11
2 ~v!V1~v!5Pe1

o ~v!,
~13!

Pe1
o ~v!5Re$@Z11

2 ~v!/~vM1!#%Po1~v!,

and for the coupled master HO, in response to the same
external velocity drive, is

FIG. 1. ~a! A complex composed of a master harmonic oscillator coupled to
a set of satellite harmonic oscillators. The satellite harmonic oscillators are
uncoupled to each other and the couplings to the master harmonic oscillator
are restricted to stiffness controlled elements only.~b! The set of satellite
harmonic oscillators are replaced, in~a!, by a mere set of satellite masses.
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Z1~v!V1~v!5Pe1~v!,
~14!

Pe1~v!5Re$@Z1~v!~vM1!#%Po1~v!,

where Pe1
o (v) and Pe1(v) are, respectively, the external

force drives that maintain equal the responseV1(v) for the
isolated as well as for the coupled master HO and

Pe1
o ~v!5Re$V1* ~v!Pe1

o ~v!%,

Pe1~v!5Re$V1* ~v!Pe1~v!%, ~15!

Po1~v!5~vM1!uV1~v!u2.

From Eqs.~8! to ~10! one may conveniently normalize the
external input powersPe1

o (v) andPe1(v), generated by an
externalforce drive in the forms

P̄e1
o ~v!5@Pe1

o ~v!/Po1~v!#

5Re$~vM1!Z11
2 ~v!%uZ11

2 ~v!u22, ~16a!

P̄e1~v!5@Pe1~v!/Po1~v!#

5Re$~vM1!Z1~v!%uZ1~v!u22. ~16b!

Again, from Eqs.~8! to ~10! one may derive the external
input power gain, pertaining to an externalforcedrive, to be

@P% e1~v!#215@Pe1
o ~v!/Pe1~v!#

5@Re$Z11
2 ~v!%/Re$Z1~v!%#uZ1~v!/Z11

2 ~v!u2.
~16c!

Similarly, from Eqs.~13! to ~15! one may conveniently nor-
malize the external input powers into an isolated and a
coupled master HO generated by an externalvelocitydrive,
in the forms

P̄e1
o ~v!5@Pe1

o ~v!/Po1~v!#5Re$Z11
2 ~v!/~vM1!#,

~17a!

P̄e1~v!5@P̄e1~v!/Po1~v!#5Re$Z1~v!/~vM1!%.
~17b!

Again, from Eqs.~13! to ~15! one may derive the external
input power gain, pertaining to an externalvelocitydrive, to
be

@P% e1~v!#215@Pe1
o ~v!/Pe1~v!#

5@Re$Z11
2 ~v!%/Re$Z1~v!%#. ~17c!

In passing, it is recognized that the ratio of the loss
factors that constitutes the loss factor gain@h̄b1(v)#, may be
substantially equated to the ratio of the real parts of the im-
pedancesZ1(v) andZ11

2 (v) of the coupled and isolated mas-
ter HO, respectively. Therefore, and independently of the
type of the external drive, the loss factor gain is

h̄b1~v!5@hb1~v!/h1~v!#.@Re$Z1~v!%/Re$Z11
2 ~v!%#.

~18!
In addition, it is observed that both gain factors; the external
input power gain @P% e1(v)#21 and the loss factor gain
@h̄b1(v)#, are proper functionals of the complex; i.e., these
gains are functionals of parameters and quantities that
specify the complex only; they are independent of the mea-
sures of the response and the external drive.1 Moreover, the

gains @P% e1(v)#21 and @h̄b1(v)# are not only proper func-
tionals, but these functionals may harbor common parametric
factors. Thus Eq.~7! does not only ensure that the overall
gain is also a proper functional of the complex, but in the
overall gainGo1(v) some of these common parametric fac-
tors may be reduced. Indeed, for a master HO that is sub-
jected to an external force drive, the overall gainGo1(v) can
be expressed, from Eqs.~7!, ~16!, and~18!, in the form

Go1~v!5uZ1~v!/Z11
2 ~v!u2. ~19!

On the other hand, and naturally, there can be no overall gain
when the velocityV1(v) of the master HO is maintained
fixed. A fixed velocity is commensurate with an infinite im-
pedance being assigned to the master HO. In this situation
Eq. ~19! would suggest thatGo1(v)51. Indeed, from Eqs.
~7!, ~17!, and~18! one obtains

Go1~v!51, ~20!

for the overall gain of a master HO that is subjected to an
external velocity drive. The reduction in the overall gain due
to common factors, in the external input power gain and in
the loss factor gain, are clearly demonstrated in Eqs.~19! and
~20!. It transpires then that manipulation of parameters that
specify the complex intended to benefit one gain factor may
be detrimental in the other and vice versa. This delineates a
category of dangers in which one gain factor is fixeda priori
without examining the influence that such fixing may induce
in the other gain factor. In particular, setting to unity the
value of the external input power gain, thereby equating the
loss factor gain to the overall gain lies in this category. The
noise control temptation for identifying the loss factor gain
as the overall gain is demonstrated, in this paper, on com-
plexes composed of a master HO that is coupled to various
sets of satellite HOs. The purpose of coupling the master HO
to a set of satellite HOs, as already mentioned, is intended to
achieve a noise control goal that result in a value for the
overall gain that substantially exceeds unity and maintains
this value over a wide frequency band.

Finally, ever since structural fuzzies began reverberating
within the noise control community, sprung masses, as vibra-
tion control devices, have become hot commodities.4–10 In
consequence, there exists in the literature a number of papers
and many discussions in which the master structure is merely
a mass and the coupled HOs are merely sprung masses.1,8–10

Therefore, it may be useful to render the essence of this
paper relevant to thisreduced complex. This is made avail-
able in a brief Appendix.

II. COMPUTATIONS AND DISPLAYS OF THE GAIN
FACTORS IN RESPONSE OF A MASTER HO
SUBJECTED TO AN EXTERNAL FORCE DRIVE

A ‘‘standard complex’’ is defined in terms of a standard
master HO, standard satellite HOs, and standard couplings.
These standard constituents in the standard complex are de-
fined in Eq.~32! of Ref. 1 and are adopted in this paper. It is
recognized that the normalized external input power
Pe1

o (v), generated by an external force drive, is identical for
all the complexes that commonly incorporate the standard
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master HO. This external input power is computed and dis-
played as a function of the normalized frequency (v/v11) in
Fig. 2. Correspondingly, computations are performed on the
gains @P% e1(v)#21, @h̄b1(v)#, andGo1(v), as functions of
the normalized frequency (v/v11), in the frequency range
0.5<(v/v11)<2.0.1 Initially, computations and displays
pertaining to two distinct coupled sets of satellite HOs are
offered; the first set, depicted in Fig. 3, involves a single
satellite HO and the second set, depicted in Fig. 4, involves
nine satellite HOs. Finally, computations and displays of the
gains@h̄b1(v)# andGo1(v) pertaining to four additional dis-
tinct coupled sets of satellite HOs are offered in Figs. 5–8.
The displays in these figures are in support of the arguments
and comments made with respect to Figs. 3 and 4. In each of
Figs. 3–8, three shades of curves are displayed: The light
curves pertain to the standard loss factor for either the satel-
lite HOs or the couplings, the dark and the darkest curves
pertain to changes in the relevant loss factor from the stan-
dard value of 1023 to 1022 to 1021, respectively.

In Fig. 3 the complex incorporates a single satellite HO
with a resonance frequency that matches that of the isolated
master HO. From Figs. 2 and 3~a!, the latter depicting the

external input power gain@P% e1(v)#21, it emerges that the
coupling to the satellite HO profoundly influences the nor-
malized external input powerP̄e1(v) that is received by the
master HO; notwithstanding that the mass of the standard
satellite HO is one-tenth of that of the standard master HO.1

However, this influence is largely limited to the frequency
range spanning the resonance frequency at (v/v11)51. In
particular, the degeneracy, in the identical resonance fre-
quencies of the two HOs in the complex, is resolved into two
distinct resonance frequencies that straddle the original reso-
nance frequency of the master HO.11–13 At these distinct
resonance frequencies,@P% e1(v)#21 exhibits gain deficien-
cies; i.e., a frequency region in which the referenced gain is
less than unity. A gain deficiency in the external input power
gain, one recalls, indicates that the coupled master HO re-
ceives more external input power than does the correspond-
ing isolated one. A response rule has it that between two
distinct resonances an anti-resonance must exist.11–13 This
anti-resonance, with an anti-resonance frequency (v/v11),
yields a peak at this frequency in the external input power
gain. This anti-resonance peak, moreover, is reinforced by
the peak inP% e1

o (v) exhibited in Fig. 2. The peak inP̄e1
o (v)

lies, by definition, at (v/v11), which matches that of the
anti-resonance frequency. Thus the prominent features in
Fig. 3~a! consist of an enhanced peak at (v/v11) and two
distinct nadirs on either side of the peak. Beyond the nadirs,
on the lower and upper frequency ranges, the external input
power gain@P% e1(v)#21 is substantially unity. Also shown in
Fig. 3~a! is the influence, on@P% e1(v)#21, of variations in the
loss factorh j j of the satellite HOs; the light curve pertains to
the standard value of 1023 for (h j j ) and the dark and darkest
curves are forh j j 51022 and h j j 51021, respectively.1

These variations again influence the external input power
that is received by the coupled master HO. However, this
influence is largely and naturally confined to the frequency
ranges spanning the anti-resonance frequency at (v/v11)
51 and the resolved resonance frequencies on either side of
the anti-resonance frequency.11

Figure 3~b! depicts the loss factor gain@h̄b1(v)#. The

FIG. 3. Energetics pertaining to a standard master harmonic oscillator that is coupled to a single satellite harmonic oscillator and is subjected to an external
force drive@cf. Eq. ~32! and Fig. 4 of Ref. 1#. ~a! The external input power gain@P% e1(v)#21 of the master harmonic oscillator as a function of the normalized
frequency (v/v11). ~b! The loss factor gain@h̄b1(v)# of the master harmonic oscillator as a function of the normalized frequency (v/v11). ~c! The overall
gain Go1(v) of the master harmonic oscillator as a function of the normalized frequency (v/v11).

FIG. 2. The normalized external input powerPe1
o (v) into the isolated mas-

ter harmonic oscillator as a function of the normalized frequency (v/v11).

2631 2631J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 G. Maidanik and K. J. Becker: Noise control of a master oscillator



loss factor gain is observed to peak at the anti-resonance
frequency at (v/v11).1 and to fall-off sharply to unity on
either side of this frequency. The height of the peak and the
bandwidth of the associated ridge are sensitive, in a recog-
nized manner, to the values of the loss factor (h j j ) that are
assigned to the single satellite HO. Were the loss factor gain

@h̄b1(v)#, exhibited in Fig. 3~b!, the overall gain, the noise
control achievement rendered by the single satellite HO may
be deemed desirable, especially for the higher value of the
loss factor (h j j ) for the satellite HO; e.g., whenh j j

51021. The actual overall gainGo1(v), stated in Eq.~7!, is
depicted in Fig. 3~c!; this figure is based on computations
depicted in Fig. 3~a! and ~b!. Comparing Fig. 3~b! and ~c!
exposes the temptation to declare,a priori, the external input
power gain@P% e1(v)#21 to be unity. An overall gain corre-
sponding to Fig. 3~b! includes features that are preferred to

FIG. 4. Energetics of a standard master harmonic oscillator that is coupled to a set of nine satellite harmonic oscillators and is subjected to an external force
drive @cf. Eq. ~36! and Fig. 10 of Ref. 1#. ~a! The external input power gain@P% e1(v)#21 of the master harmonic oscillator as a function of the normalized
frequency (v/v11). ~b! The loss factor gain@h̄b1(v)# of the master harmonic oscillator as a function of the normalized frequency (v/v11). ~c! The overall
gain Go1(v) of the master harmonic oscillator as a function of the normalized frequency (v/v11).

FIG. 5. Energetics of a standard master harmonic oscillator subjected to an
external force drive and is coupled to a set of nine satellite masses, thus
N510 and the numerical incrementD is chosen equal to 0.8@cf. Eq. ~37!
and Fig. 13~a! and ~b! of Ref. 1#. ~a! The loss factor gain@h̄b1(v)# of the
master harmonic oscillator as a function of the normalized frequency
(v/v11). ~b! The overall gainGo1(v) of the master harmonic oscillator as a
function of the normalized frequency (v/v11).

FIG. 6. As Fig. 5 except thatN522 andD50.8 @cf. Eq. ~37! and Fig. 13~c!
and ~d! of Ref. 1#.
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those in Fig. 3~c!, again, especially for the higher value of
(h j j ). It is observed, in Fig. 3~c!, that a major gain is accrued
at and in the immediate vicinity of the anti-resonance fre-
quency at (v/v11)51. This major gain is accompanied by
deficiencies in gain at and in the immediate vicinity of the
resolved resonance frequencies on either side of the anti-
resonance frequency. Beyond these resonance frequencies,
on the lower and upper frequency ranges, the overall gain
Go1(v) remains quiescent. From a noise control point of
view, placing an anti-resonance at the resonance frequency
of an isolated master HO by coupling it to a satellite HO is a
device of considerable significance provided the reversal in
overall gain, at and in the vicinity of the resolved resonance
frequencies, is not a problem of concern.10

The experience of Fig. 3 is extended to a complex of
nine satellite HOs that are not coupled to each other, but are
coupled to the master HO@cf. Fig. 1~a!#. This complex is
defined in Eq.~36! and is depicted in Fig. 10 of Ref. 1.
Again, the computations are performed on@P% e1(v)#21,
@h̄b1(v)#, andGo1(v), as functions of the normalized fre-
quency (v/v11), in the frequency range 0.5<(v/v11)
<2.0. These computations are displayed in Fig. 4~a!–~c!,
respectively. As in Fig. 3, the displays for the standard com-
plex are depicted by the light curves in Fig. 4; the dark and
the darkest curves reflect changes in the standard value of
1023 for the loss factor (h j j ) of the satellite HOs to 1022

and 1021, respectively. In all the complexes here considered,
the resonance frequencies of the satellite HOs are, directly or

indirectly, incremented evenly, by a square root, on either
side of the resonance frequency of the isolated master HO,
but with one coincidence. The coincidence is resolved by the
coupling of the master HO to that coincident satellite HO.
This rule of determining the resonance frequencies of the
satellite HOs renders the separations, between adjacent reso-
nance frequencies, frequency dependent.1 The skew that the
frequency dependent separations introduces in the distribu-
tion of the resonance frequencies is discernible in Fig. 4. It is
observed that Figs. 3~a! and 4~a! are grossly similar; notwith-
standing that the total mass of the satellite HOs remains un-
changed.~In all the complexes considered herein this total
mass is one-tenth of the mass of the master HO.1! The stan-
dard curve, the light curve in Fig. 3~a! exhibits in the exter-
nal input power gain@P% e1(v)#21 two nadirs and one peak,
extending over a bandwidth that is determined by the
strength of the coupling in the complex.14,15 On the other
hand, in Fig. 4~a! this gain exhibits ten nadirs and nine
peaks, extending over a bandwidth that is determined by the
difference in the resonance frequencies of the two satellite
HOs that span all the others. Note that the bandwidth in Fig.
4~a! is wider than that in Fig. 3~a!. In both Fig. 3~a! and Fig.
4~a! the peak in@P% e1(v)#21 at (v/v11)51 is reinforced by
the peak inPe1

o (v) exhibited in Fig. 2. The undulations, a
series of successive nadirs and peaks on either side of the
peak at (v/v11)51, are confined, in Fig. 4~a!, to within the
frequency band just prescribed. As the nadirs in Fig. 3~a!,
these undulations lie in gain deficient regions; i.e., frequency

FIG. 7. As Fig. 5 except thatN510 andD51.6 @cf. Eq. ~37! and Fig. 14~a!
and ~b! of Ref. 1#.

FIG. 8. As Fig. 5 except thatN522 andD51.6 @cf. Eq. ~37! and Fig. 14~c!
and ~d! of Ref. 1#.
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regions in which the referenced gain is less than unity.~One
recalls that a gain deficiency in@P% e1(v)#21, indicates that
the coupled master HO receives more external input power
than does the corresponding isolated one.! As in Fig. 3~a!,
the influence of changing the loss factor (h j j ) in the satellite
HOs, from the standard value of 1023 to 1022 and 1021, is
revealed in Fig. 4~a! by comparing the light curve with the
dark and darkest curves, respectively. In Fig. 4~a! the phe-
nomenon of a ‘‘modal overlap’’ emerges.1,12,13The phenom-
enon of modal overlap suitably defines a condition of modal
overlap: Given a loss factorh~v! and a normalized fre-
quency separation@dv/v#, between adjacent resonance fre-
quencies of HOs, thecondition of modal overlap is met if
h~v!>2@dv/v#. When the condition of modal overlap is not
met, individual peaks and nadirs in the undulated response of
the HOs are distinguishable. When the condition of modal
overlap is met, the undulations in the response are substan-
tially suppressed. The undulations are suppressed into a sort
of a mean value.16 The averagecondition of modal overlap
of concern here may be expressed in the formhe1(v)
*2@dv/v#, where on the average @dv/v#
51021(D/N)1/2, with ~N! the number of HOs in the com-
plex and~D! is a numerical increment that is defined in Eq.
~37c! of Ref. 1 and the effective loss factorhe1(v) tends to
match, in this context, (h1 j1h j j ). Correspondingly, on the
average the overall normalized bandwidth~Dv! may be
equated in the form (Dv).N(dv) and, therefore, on the
average@Dv/v#.1021(ND)1/2. For the complex in Fig. 4,
N510 andD.0.4 so that (D/N)1/2.231021 and (ND)1/2

.2. Figure 4~a! clearly demonstrates the phenomenon of
modal overlap under the condition just stated. The suppres-
sion of the undulations in the external input power gain
@P% e1(v)#21, as the loss factor (h j j ) of the satellite HOs
increases, on theaverageobeys the stated modal overlap
condition. The skew in the suppression, on the right and the
left of the resonance frequency at (v/v11)51, is the result of
choosing the separations between adjacent resonance fre-
quencies to be specifically frequency dependent.1 Finally,
just as in Fig. 3~a!, Fig. 4~a! shows that in the lower and
upper frequency ranges, beyond the frequency band defined
by the smallest and highest resonance frequencies, the exter-
nal input power gain@P% e1(v)#21 asymptotically converges
to unity.

The loss factor gain@h̄b1(v)# for the complex depicted
in Fig. 4 is displayed in Fig. 4~b! as a function of the nor-
malized frequency (v/v11). One observes that the band-
width over which this gain is high, in excess of unity, is as
wide as that of the external input power gain@P% e1(v)#21

shown in Fig. 4~a!. Moreover, the undulations in the value of
the loss factor gain@h̄b1(v)# are present when the condition
of modal overlap is not met. When the condition of modal
overlap is met, the undulations are suppressed and the value
assumes a sort of a mean value.16 Again, were one to assume
that the external input power gain factor@P% e1(v)#21 is
unity, the loss factor gain@h̄b1(v)# becomes the overall
gain. An overall gain with characteristics exhibited in Fig.
4~b! is potentially an attractive noise control proposition, es-
pecially for the higher value of (h j j ). The actual overall gain

Go1(v) for the complex depicted in Fig. 4 is displayed as a
function of the normalized frequency (v/v11) in Fig. 4~c!.
Much of the attractiveness in the loss factor gain, as an over-
all gain, evaporates in Fig. 4~c!. Indeed, comparison of Fig.
4~c! with Fig. 3~c! clearly demonstrates that, in the gross, the
overall gain is substantially the same in these figures. From a
noise control point of view, if at all, the overall gain in Fig.
3~c! may be preferred to that in Fig. 4~c!.

To further explore the noise control attractiveness of the
loss factor gain@h̄b1(v)#, as a potential overall gain, and the
actual gainGo1(v), several variations on the complex are
investigated. For brevity sake, in these investigations only
the loss factor gains@h̄b1(v)# and the overall gainGo1(v)
are displayed. These displays are cast in the format of Fig.
4~b! and~c!, respectively. In the context of Ref. 1, these are
A3 complexes in which the master mass is restored to a
master HO. The impedance ofZ11

2 (v) of this restored master
HO is as stated in Eq.~11!. A typical construction of these
complexes is sketched in Fig. 1~b! @cf. Fig. A1 of the Ap-
pendix#. Four complexes are investigated and the results are
displayed in Figs. 5–8. Specifically, in Fig. 5:N510 and
D50.8; in Fig. 6:N522 andD50.8; in Fig. 7:N510 and
D51.6; and in Fig. 8:N522 andD51.6. The characteristics
and frequency bandwidths in Figs. 5~a!, 6~a!, 7~a!, and 8~a!
are commensurate with those argued with respect to Fig.
4~b!; these arguments include those pertaining to the condi-
tion of modal overlap. In particular, were the external input
power gain to be set, in every case,a priori to unity, so that
the loss factor gain assumes the role of the overall gain, these
figures show definite noise control advantages; i.e., overall
gains that are in excess of unity over wide frequency band-
widths. These advantages are clearly decipherable when the
condition of modal overlap is reasonably satisfied. Figures
5~b!, 6~b!, 7~b!, and 8~b!, which display the actual overall
gain Go1(v) in the format of Fig. 4~c!, conform and thus
support, the discussion advanced with respect to Figs. 3~c!
and 4~c!. In particular, the efficient gains with wider fre-
quency bandwidths in the likes of Figs. 4~b!, 5~a!, 6~a!, 7~a!,
and 8~a!, again, all but evaporate in the overall gainsGo1(v)
that are exhibited in Figs. 4~c!, 5~b!, 6~b!, 7~b!, and 8~b!,
respectively.

FIG. 9. As in Fig. 2 except that the isolated master harmonic oscillator is
subjected to an external velocity drive instead of an external force drive.
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III. COMPUTATIONS AND DISPLAYS OF THE GAIN
FACTORS IN THE RESPONSE OF A MASTER HO
SUBJECTED TO AN EXTERNAL VELOCITY
DRIVE

Figures 2–4 depict the energetic characteristics of a
standard isolated master HO and a standard master HO that
is coupled to a set of a single and nine satellite HOs, respec-
tively. In these figures, the master HO is excited by an ex-
ternal force drive, as described in Eqs.~8!–~10!. In this sec-
tion Figs. 2–4 are repeated in Figs. 9–11, respectively,
except that the externalforcedrive is replaced by an external
velocity drive. This replacement is accounted for in the de-
scription of the external input power quantitiesP̄e1

o (v) and
@P% e1(v)#21. For the external velocity drive the quantities
are stated in Eqs.~17a! and ~17c!, respectively. In this re-
placement, however, the loss factor gain@h̄b1(v)#, stated in
Eq. ~18!, remains unchanged. The computations under this
replacement result in displays that replace Fig. 2 with Fig. 9,
Fig. 3~a!–~c! with Fig. 10~a!–~c! and Fig. 4~a!–~c! with Fig.
11~a!–~c!.

The purpose for the investigations in this section is to
decipher whether the overall gain in the case of an external
velocitydrive may be more or less dominantly governed by
the loss factor gain than in the case of an externalforce
drive. The normalized external input powerP̄e1

o (v) of the
isolated master HO is shown in Fig. 9. From Eqs.~11! and
~17a! one obtains

P̄e1
o ~v!5Re$Z11

2 ~v!/~vM1!%5~v/v11!
2h11. ~21!

Thus P̄e1
o (v) is an asymptotically decreasing function of

(v/v11) if h11 is a weak function of (v/v11). The standard
value ofh11 is fixed at 1023. For a coupled master HO that
is excited by an external velocity drive, the external input
power gain@P̄e1(v)#21 is given in Eq.~17c! and is shown in
Fig. 10~a! for a single satellite HO and in Fig. 11~a! for a set
of nine satellite HOs. It is observed from Figs. 9, 10~a!, and
11~a! that even in this case of an external velocity drive the
influence of the coupling, on the normalized external input
powet, is profound. Although Figs. 10~a! and 11~a! do not
closely resemble Figs. 3~a! and 4~a! respectively, the former
figures are at least as intricate as are the latter. The loss
factor gain @h̄b1(v)#, stated in Eq.~18! is computed and
displayed in Fig. 10~b! for the single satellite HO and in Fig.
11~b! for the set of nine satellite HOs. Since the loss factor
gain @h̄b1(v)# remains unchanged, and in view of Eqs.~7!
and ~20!, one finds that

@h̄b1~v!#5Pe1~v!, ~22!

which means that Figs. 10~b! and 11~b! are, respectively, the
mirror images of Figs. 10~a! and 11~a! in the horizontal axis.
It follows then that Figs. 10~b! and 11~b! are as intricate as
Figs. 10~a! and 11~a!, respectively. Again, were the external
input power gain@P% e1(v)#21 to be assumed equal to unity,
the loss factor gain@h̄b1(v)# becomes the overall gain

FIG. 10. As in Fig. 4 except that the master harmonic oscillator is subjected to an external velocity drive instead of an external force drive.

FIG. 11. As in Fig. 5 except that the master harmonic oscillator is subjected to an external velocity drive instead of an external force drive.
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Po1(v) of the coupled master HO. All the ramifications that
such identities imply are included; e.g., with respect to the
bandwidths over which beneficial noise control achieve-
ments may be extended. When the master HO is excited by
an external velocity drive and the assumption that be external
input power gain is equal to unity is retracted, the overall
gain Go1(v) substantially simplifies. As Eq.~20! attests and
Figs. 10~c! and 11~c! show, the overall gain becomes unity,
which is vastly different from the loss factor gain@h̄b1(v)#
shown in Figs. 10~b! and 11~b!, respectively; an overall gain
of unity is a zero gain device.

IV. CONCLUSION AND REMARKS

Noise control benefits accrued by a simple master struc-
ture coupled to a single neutralizer, dynamic absorber, and
structural fuzzy appear to be well understood.10,12,13 The
simple master structure is often simulated by a master HO
and the single neutralizer, dynamic absorber, and structural
fuzzy by a satellite HO. Noise control engineers, however,
find irresistible the wider frequency bandwidths with little
sacrifice in levels that are exhibited by the loss factor gain of
a master HO when coupled to a multiplicity of satellite HOs;
notwithstanding that the total mass of this elaborated set of
satellite HOs is fixed to that of the single satellite HO.~This
fixing is devised to dismiss consideration of weighta priori.!
Often, therefore, noise control practitioners are persuaded to
purport that the elaborated complexes, with still high levels,
but wider frequency bandwidths in their loss factor gains,
may achieve wide bands vibration~noise! control.10,12,13It is
argued here, in terms of Figs. 4~c!, 5~b!, 7~b!, and 9~b! that
mother nature is not ready to be fooled by elaborations alone.
Cavalier analytical pursuit to account for the noise control
achievements of efficient wideband vibration neutralizers,
dynamic absorbers, and structural fuzzies will not do. Ac-
counting for these noise control devices require careful ana-
lytical consideration. Here, analytical consideration of this
kind for mundane complexes is presented. Extensions to less
mundane complexes may now be cautiously pursued.

APPENDIX: A REDUCED COMPLEX

There exists, in the literature, a number of papers in
which the master structure is even simpler than a HO is;
namely, the master structure is merely a mass.1,8–10 More-
over, the satellite structure is also composed of a mere set of
individual masses.1,8–10 The couplings between the master
structure and the satellite structure constitute unto the master
structure sprung masses. This is constructed by assigning to
each of the satellite masses a stiffness element. The satellite
masses are not directly coupled to each other. This reduced
complex, designated an A3 complex in Ref. 1, is sketched in
Fig. A1 ~cf. Fig. 1!. To accommodate this model for the
complex, the expressions for the impedancesZ11

2 (v) and
Z1(v) require adaptation. In this vein it is recognized that
Eqs.~11a! and ~12a! remain valid, but the elements in these
equations assume reduced forms

Z11
2 ~v!5~ ivM1!, v11

2 5~v1~N12!/2!
2@M1 /M ~N12!/2#,

~A1!

Zj j
2~v!5~ ivM j !, ~v j j !

250;

Z1 j~v!5~K1 j / iv!5Zj 1~v!; ~A2!

K1 j5Ko1 j~11h1 j !, ~v1 j !
25~Ko1 j /M j !, j >2

@cf. Eqs.~11b! and~12b!#. Assuming that the master mass is
subject to an external force drive, the normalized external
input powerP̄e1

o (v) received by the isolated master mass is
as stated in Eq.~16a!. Substituting Eq.~A1! in Eq. ~16a!, a
difficulty arises in the evaluation ofP̄e1

o (v) since a mere
mass is usually expressed in terms of a purely imaginary
quantity. In this usual setting

Re$Z11
2 ~v!%→0. ~A3!

The corresponding external input power gain@P% e1(v)#21 is
as stated in Eq.~16c!. Noting that the attachment of a sprung
mass or sprung masses to the master mass enables the result-
ing A3 complex to accept external input power; as measured
by P̄el(v) expressed in Eq.~16b!, by providing resonant
constituents to the A3 complex. One may then conclude that
@P% e1(v)#21 exhibits a highly deficient gain; in fact,

@P% e1~v!#215@P̄e1
o ~v!/P̄e1~v!#→0, ~A4!

at least in the frequency band that spans the resonance fre-
quencies of the sprung masses@cf. Eq. ~A3!#. The corre-
sponding loss factor gain@h̄b1(v)# is as stated in Eq.~18!.
Substituting Eqs.~A1! and ~A2! in Eq. ~18! one finds that
this quantity is singular for the same reasons and substan-
tially in the same frequency band that the external input
power gain is negligible. Indeed, as deduced from Eqs.~A1!,
~A2!, and~19!, even in this extreme example the overall gain
is properly defined and is meaningful.1,8–10 The danger of
assuming that the external input power remains unchanged,
by the couplings, is made amply transparent in this example.
Setting the external input power gain@P% e1(v)#21 to unity
would imply a singular overall gain, which is physically un-
acceptable. The importance of appropriately evaluating the
external input power gain could not be emphasized more
strongly than by this example. In closure, the computations
of the overall gainGo1(v), for the complex sketched in Fig.
A1, are displayed in Fig. A2~a!–~d!. In Fig. A2~a! the satel-
lite is a single mass; in Fig. A2~b! the satellite is a set of 9
masses; in Fig. A2~c! the satellite is a set of 21 masses; and
in Fig. A2~d! the satellite is a set of 9 masses, but with a~D!
that is twice the value in Fig. A2~b! ~cf. Figs. 3, 4, and 5,
respectively!. The total mass of the satellite structure is fixed,
as in the text, to one-tenth of the mass of the master structure
in the complex and the resonance frequencies of the satellite
masses, when the master mass is blocked, are chosen to be
distributed about the frequency (v11).

8,10 That center fre-

FIG. A1. The master harmonic oscillator is replaced, in Fig. 1~b!, by a mere
master mass.
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quency (v11) is defined in Eq.~A1!. The overall gain
Go1(v) in Fig. A2 clearly show undulations in curves per-
taining to the lower loss factors. Undulations of the kind
exhibited in Fig. A2 can hardly be relied upon to yield an
efficient overall gain over a wide frequency band; notwith-
standing that, when the loss factor (h1 j ) is higher, so that the
conditions of modal overlap is satisfied, the overall gain
Go1(v) assumes a sort of mean-value that lies on a neutral
curve that is substantially unity.16
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FIG. A2. The overall gainGo1(v), as a function of the
normalized frequency (v/v11), for a master mass
coupled to a set of sprung masses.~a! A single sprung
mass~cf. Fig. 3!. ~b! A set of nine sprung masses~cf.
Figs. 4 and 5!. ~c! The set of 21 sprung masses~cf. Fig.
6!. ~d! As in ~b! except that~D! is doubled~cf. Fig. 7!.
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Guided waves in layered cubic media: Convergence study
of a polynomial expansion approach

Vito Lancellotti and Renato Ortaa)
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A new numerical method to compute propagation constants and mode functions of a planar layered
acoustic waveguide is described. The basic feature is the expansion of velocity and stress fields in
each layer on different Legendre polynomial bases, which ensures an exponential convergence rate
of the method. No transcendental equation has to be solved and also modes that have very close
propagation constants~e.g., coupled Rayleigh waves! are computed with great accuracy.
Convergence of the method is studied and a way to estimate and control the error on the solutions
is discussed. ©1998 Acoustical Society of America.@S0001-4966~98!03710-2#

PACS numbers: 43.20.Mv, 43.20.Ks, 43.35.Pt@DEC#

INTRODUCTION AND MOTIVATION

Multilayered media support the propagation of various
types of elastic waves and the determination of the field
functions and propagation constants is a classical problem.
The eigenmodes can be utilized to express the relevant
Green’s function, which is necessary to formulate scattering
and junction problems by the integral equation technique.1,2

Planar stratified media are typically analyzed along the
direction normal to the interfaces: the T-matrix,3,4 the propa-
gator matrix,5 coupled transmission lines and lumped
circuits6 are commonly employed in describing the layers.
The propagation constants of guided modes can then be
found by imposing the transverse resonance condition and
solving the resulting transcendental dispersion equation.
Though complex-function theory can be invoked, automated
search for the roots is however a hard task and some of them
may be missed.

To overcome these drawbacks we propose a numerical
method that allows to compute mode functions and propaga-
tion constants without solving any transcendental equation.
The basic concept is the expansion of the unknowns on a set
of functions. The differential problem turns into an algebraic
eigenvalue one, where the eigenvalues are the propagation
constants; the field configurations are readily obtained as lin-
ear combinations of the expansion functions, weights of
which are the eigenvector elements. In principle, an entire
domain basis might be chosen~see, for example, Refs. 7, 8,
where Laguerre polynomials were used to investigate acous-
tic surface waves in semi-infinite layered media!, but this
would cause a slow~power-law! convergence, owing to the
fact thatvI andT= are infinitely differentiable everywhere in
space but at an interface. Hence, separate bases in each layer
are required to ensure a correct modeling of the discontinui-
ties. An exponential convergence ensues adopting Legendre
polynomials as expansion functions; a similar technique was
employed in Ref. 9 to study optical gratings comprising iso-
tropic dielectric layers.

The convergence properties of the method have been

studied and, by means of extensive numerical experiments,
we have developed a criterion to relate the eigenvalue rela-
tive error to the number of polynomials used in representing
the fields in each layer.

I. FORMULATION

An acoustic planar waveguide, comprisingN isotropic
or cubic media, is sketched in Fig. 1; we assume that the
crystal principal axes coincide with the structure ones.
Clamped, stress-free and phase-shift boundaries are consid-
ered, but also more general boundary conditions can be taken
into account by the present method. Theith layer has thick-
nesshi and is characterized by the stiffness constantsc11

i ,
c44

i , c12
i and densityr i . For computational purposes, that will

be explained in the section of convergence analysis, these
quantities are intended as relative to convenient reference
stiffnessca and densityra , which may be interpreted as the
relevant physical constants of an ideal fluid. The wave num-
ber ka5v(ra /ca)1/2 and acoustic impedanceZa5(raca)1/2

are also introduced.
We are concerned withy-independent solutions of the

velocity wave equation that in this case splits into two dis-
tinct differential problems involvingv2 ~shear horizontal
waves! and the pairv1, v3 ~pressural-shear verticalwaves!.
These equations must be supplemented with continuity con-
ditions at the internal interfaces and boundary conditions at
the terminal ones forv l

i , l 51,2,3, andTL
i , L51,5,6 ~the

abbreviated subscripts notation is used!.
We solve the resulting differential eigenvalue problems

by the Lanczos method,10 i.e., by representing the unknowns
in a set of Legendre polynomials$Pm(j)%m50

Mi defined in
each layer,jP@21,1# being a normalized variable:

j5a ix2~xi 111xi !/hi , a i52/hi . ~1!

Hencev l
i(j), the first and second derivatives ofv l

i(j) and
TL

i (j) are written as

v l
i5 (

m50

Mi

pm,l
i Pm~j!, ]jv l

i5 (
m50

Mi21

am,l
i Pm~j!, ~2!

a!Electronic mail: orta@polito.it
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]j
2v l

i5 (
m50

Mi22

bm,l
i Pm~j!, TL

i 5 (
m50

Mi

qm,L
i Pm~j!, ~3!

with am,l
i andbm,l

i related topm,l
i by10

am,l
i 5~2m11! (

n5m11,m13

Mi

pn,l
i , ~4!

bm,l
i 5S m1

1

2D (
n5m12,m14

Mi

~n1m11!~n2m!pn,l
i , ~5!

or more succinctly aI l
i5A= i pI l

i and bI l
i5B= i pI l

i , where pI l
i

5@p0,l
i •••pMi ,l

i #T andA= i andB= i have sizeMi3(Mi11) and

(Mi21)3(Mi11), respectively.

A. Shear horizontal „SH… modes

The relevant differential equation, holding in each layer
i , takes the simple form:

~]x
2/ka

21r i /c44
i !v2

i 5bn
2v2

i , ~6!

while the related stress tensor elements are

T4
i 52bnc44

i Zav2
i , T6

i 52 jc44
i Za]xv2

i /ka . ~7!

The eigenvaluebn is the propagation constant normal-
ized toka . Now the first of Eqs.~2!–~3! with l 52 are sub-
stituted into Eqs.~6! and then inner products on the bases
$Pm(j)%m50

Mi22 are taken, in order to reduce the differential
problem to a linear homogeneous algebraic system consist-
ing of ( i 51

N (Mi21) equations in( i 51
N (Mi11) unknowns.

After partitioning B= i in the form @B= 1
i B= 2

i #, whereB= 2
i con-

tains the last two columns, the contribution of theith layer to
the complete system of equations can be written

a i
2~B= 1

i pI 82
i 1B= 2

i pĨ 2
i !/ka

21r i pI 82
i /c44

i 5bn
2pI 82

i , ~8!

with pI 82
i 5@p0,2

i •••pMi22,2
i #T andpĨ 2

i 5@pMi21,2
i pMi ,2

i #T. Then

Eqs.~8! can be arranged in a compact form:

W= CI 81Z=CĨ 1K= CI 85bn
2CI 8, ~9!

where W= , Z= , and K= are block diagonal matrices with ele-
mentsa i

2B= 1
i /ka

2 , a i
2B= 2

i /ka
2, andr i I= i /c44

i , respectively, withI= i

the identity matrix of sizeMi21, andCĨ 5@pĨ 2
1•••pĨ 2

N#T, CI 8
5@pI 82

1•••pI 82
N#T.

The boundary conditions and continuity at interfaces
provide 2N equations that are utilized to expresspMi21,2

i and

pMi ,2
i in terms of the other coefficients, so they can be elimi-

nated from Eqs.~8!. More precisely,N21 constraints result
from the continuity ofv2

i at the interfaces of coordinates
xi 11, i 51,...,N21, and are directly stated as

(
m50

Mi

pm,2
i 5 (

m50

Mi 11

~21!mpm,2
i 11 , ~10!

while furtherN21 relationships enforce the continuity ofT6
i

@see Eqs.~7!#:

a i

ka
c44

i (
m50

Mi m~m11!

2
pm,2

i

5
a i 11

ka
c44

i 11 (
m50

Mi 11

~21!m11
m~m11!

2
pm,2

i 11 . ~11!

Finally, the boundary conditions atx1, xN11 give rise to the
last two equations, which have the same structure as Eqs.
~10!–~11!. In writing them, account has been taken of the
values of Legendre polynomials and their first derivatives at
the ends of the orthogonality interval:

Pm~61!5~61!m,
dPm

dj U
61

5~61!m11
m~m11!

2
.

~12!

Equations~10!–~11! can be collected in the form

Q
=

CĨ 52R= CI 8, ~13!

whereQ
=

andR= have size 2N32N and 2N3( i 51
N (Mi21),

respectively. At lastCĨ is eliminated from Eq.~9! by means
of Eq. ~13!:

~W= 2Z=Q
=

21R= 1K= !CI 85bn
2CI 8. ~14!

The original problem has been reduced to finding eigenval-
ues and eigenvectors of a matrix with size( i 51

N (Mi21).
The expansion coefficients ofT4

i and T6
i are easily re-

lated to the velocity ones by

qI 4
i 52bnc44

i ZapI 2
i , qI 6

i 52 jc44
i Zaa i Ã=

i pI 2
i /ka , ~15!

whereÃ= i is obtained fromA= i adding anMi11th null row.

FIG. 1. Geometry and coordinate system.

FIG. 2. Expansion coefficients of complex exponentials on a Legendre ba-
sis, see Eqs.~30!; h indicate integerm values.
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B. Pressural-shear vertical „PSV… modes

The differential equation for the modal field in this case
is

~L 0
i 2 j bnL 1

i 2bn
2
L 2

i !f i~x!50, ~16!

where f i(x)5@v1
i v3

i #T and L r
i are dimensionless 232

matrix differential operators, whose nonnull elements are

L 0,11
i 5c11

i ]x
2/ka

21r i , L 0,22
i 5c44

i ]x
2/ka

21r i , ~17!

L 1,12
i 5L 1,21

i 5~c12
i 1c44

i !]x /ka , ~18!

L 2,11
i 5c44

i , L 2,22
i 5c11

i , ~19!

and the stress tensor components follow from:

F T1
i

T2
i

T3
i

T5
i

G52ZaF jc11
i ]x /ka bnc12

i

jc12
i ]x /ka bnc12

i

jc12
i ]x /ka bnc11

i

bnc44
i jc44

i ]x /ka

Gf i~x!. ~20!

After substituting Eqs.~2! and the first of Eqs.~3! with l
51,3 into Eqs.~16! and taking inner products on the bases
$Pm(j)%m50

Mi22, the differential problem turns into a linear ho-
mogeneous algebraic system consisting of 2( i 51

N (Mi21)
equations in 2( i 51

N (Mi11) unknowns. The contribution of
the ith layer can be given the form:

~c11
i a i

2B= i /ka
21r iG= i !pI 1

i 2 j bn~c12
i 1c44

i !a iA=
i pI 3

i /ka

2bn
2c44

i G= i pI 1
i 50, ~21!

~c44
i a i

2B= i /ka
21r iG= i !pI 3

i 2 j bn~c12
i 1c44

i !a iA=
i pI 1

i /ka

2bn
2c11

i G= i pI 3
i 50, ~22!

whereG= i5@ I= i 0 0#.
In this case the continuity and the boundary conditions

for v1
i , v3

i , T1
i , and T5

i provide 4N constraints. However,
the elimination scheme applied previously in theSH case is
not convenient, because it would lead to a nonpolynomial
eigenvalue problem. Therefore the above mentioned 4N
equations are simply added to those deriving from the differ-
ential system. If all the relevant equations are gathered and
the unknowns are arranged in the column vectorFI
5@pI 1

1•••pI 1
N pI 3

1•••pI 3
N#T, a quadratic eigenvalue problem is

obtained:

~L= 02 j bnL= 12bn
2L= 2!FI 50. ~23!

L= 0 is always nonsingular, whileL= 1 andL= 2 are rank deficient
due to the fact that boundary and continuity conditions do
not involve bn

2 in general andbn in some cases. As a con-
sequence, some eigenvalues may be infinite11 and, of course,
do not correspond to any physical solution. On the other
hand, as the waveguide has reflection symmetry, ifbn is a
complex eigenvalue, in the case of lossless media, then
2bn , bn* and2bn* solve ~23! too.

Equation~23! can be solved by introducing the auxiliary
unknownQI 52 j bnL= 2FI and getting an equivalent system:

F2L= 1 2I=

L= 2 0= GFFI

QI G5
j

bn
FL= 0 0=

0= I= GFFI

QI G , ~24!

whose form, under the assumption thatbn never vanishes,
allows to handle infinite eigenvalues, since 1/bn approaches
zero in that case and can thus be detected and neglected.

Finally, the stress expansion coefficients in each layer
derive from Eq.~20! after using Eqs.~2! and the second of
Eqs.~3!:

qI 1
i 52Za~ jc11

i a i Ã=
i pI 1

i /ka1bnc12
i pI 3

i !, ~25!

qI 2
i 52Za~ jc12

i a i Ã=
i pI 1

i /ka1bnc12
i pI 3

i !, ~26!

qI 3
i 52Za~ jc11

i a i Ã=
i pI 1

i /ka1bnc11
i pI 3

i !, ~27!

qI 5
i 52Za~bnc44

i pI 1
i 1 jc44

i a i Ã=
i pI 3

i /ka!. ~28!

II. CONVERGENCE ANALYSIS

When computing the modes of a layered waveguide by
the method described above, a part of the eigenvalues are
approximations~with varying accuracy! of the true propaga-
tion constants, while the others are so far away that they are
to be discarded. Besides, the propagation constant of a cer-
tain eigenmode becomes more and more closely approxi-
mated by an eigenvalue as soon as the number of polynomi-
als exceeds a threshold value, which in turn increases with
the mode order. Hence, it is important in practice to derive
the relationship between the accuracy of each eigenvalue and
the number of polynomials used in the analysis.

On the basis of extensive numerical experiments, we
have observed that the accuracy of an eigenvalue is uniquely
related to the accuracy with which combinations~2!–~3! ap-
proximate the corresponding mode eigenfunction. It is well
known that in theith layer a mode eigenfunction consists of
a suitable superposition of either two~SHcase! or four ~PSV
case! exponentials that can be written as exp(2jkx

i hij/2), in
terms of the normalized variable introduced in~1!, wherekx

i

depends onbn . Therefore, it is useful to expand a complex
exponential on a Legendre basis:

exp~2 jkx
i hij/2!5 (

m50

`

cmPm~j!, ~29!

where

cm5~2 j !m~2m11!Ap/~kx
i hi !Jm11/2~kx

i hi /2!. ~30!

Figure 2 shows a plot ofj mcm for two different values of
kx

i hi /2. For clarity of representation, the integer variablem
has been extended to real values. The coefficients reach a
maximum depending on the value ofkx

i hi , after which they
decrease exponentially, owing to the properties of Bessel
functions of fixed argument and varying order. In particular,
the decay has already started when the order of the Bessel
function m11/2 equals the argument. We can conclude that
the mode function expansion coefficients show the same be-
havior and in the case of an eigenfunction that hasP com-
plete oscillations over the thicknesshi , the onset of conver-
gence corresponds toMi.Pp. To determine the relationship
between the eigenvalue accuracy and the number of polyno-
mials to be used, we studied the simple problem of an iso-
tropic plate with stress-free boundary conditions by the
present method. In Fig. 3 the logarithm of the relative errore
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of the propagation constant is reported for someSH modes
versus the number of polynomialsM11. Since after a
threshold typical of each mode the curves approach a straight
line, an exponential decay of the eigenvalue relative error
with M11 ensues. In order to produce a normalized curve,
the number of polynomialsM11 has been specified indi-
rectly by the logarithmr of the ratio of the largest element of
the eigenvector to the last one. All the curves in Fig. 3 col-
lapse into a straight line~see Fig. 4!, limited in the lower part
of the graph by double precision arithmetic. We have nu-
merically experimented that the eigenvalue relative error can
be described by a single curve only ifka( i 51

N hi<0.1, which
can be achieved by a convenient choice of the normalizing
constantsca andra . If this condition were not satisfied, the
plot of Fig. 4 would contain many lines~one for each mode!
not perfectly overlapped, but slightly dispersed.

The universal character of the plot of Fig. 4 has then
been verified by analyzing several layered structures, with
various types of boundary conditions. In each layeri a num-
berMi11 of Legendre polynomials has been introduced and

a number of eigenvalues both ofSH andPSVkind has been
computed, as well as their relative error. The reference val-
ues were calculated by the transverse resonance technique
after describing each layer by a scattering matrix. Then the
corresponding eigenvector has been examined and the ratios
r i ,l5 log10(maxupm,l

i u/upMi ,l
i u) have been determined. Finally,

the smallest one has been used to enter a data point (h, PSV
modes andL, SH modes! in the plot of Fig. 4. Since the
points corresponding to different frequencies, modes and
structures fall almost on this curve, its universal character is
confirmed. It is to be remarked that this behavior applies to
all modes, i.e., even if the propagation constants are imagi-
nary or complex and is maintained also when lossy media
are present.

For an efficient application of this algorithm, the number
of polynomials in each layer has to be chosen conveniently,
so that all the resultingr i ,l turn out to be almost the same, as
it is the smallest one that determines the eigenvalue accu-
racy. On the other hand, an optimal choice ofMi could be
carried out provided that the transverse propagation con-
stantskx

i for SH and PSVpolarizations were approximately
known a priori. In practice one can estimate the form of the
mode functions only for the strongly cutoff modes: in fact, in
that case a mode function withP transverse complete oscil-
lations, P@1, is fairly independent of the number and the
type of layers and the quantitieszi5kx

i hi /2 are approxi-
mately given byPphi /( i 51

N hi . Once thezi have been esti-
mated, ther i ,l can be computed and the number of polyno-
mials in each layerMi11, needed to achieve a specified
accuracye, can be derived by means of the plot in Fig. 4. For
convenience, the functionMi(e,zi) has been obtained by nu-
merical fitting in the form:

TABLE I. Parameters of the waveguide under study.

Medium
c11

~1010 N m22)
c44

~1010 N m22)
r

~kg m23)
h

~mm!

1 and 3 6.13 2.18 3879 0.4
2 5.82 1.81 2243 0.2

FIG. 3. Eigenvalue relative error versus the number of polynomials for a
plate with stress-free walls,h50.1 mm, c4453.1231010 N/m2, r52200
kg/m3, f 5100 MHz.

FIG. 4. Universal error plot~solid line! and actual data points:h, PSV
modes;L, SH modes.

FIG. 5. Velocity@mm/s# and stress [104 N/m2# profiles of the modePSV1

for a multilayered waveguide~see Table I!; at the frequency 6.5 MHz the
propagation constant is 18.828 409 5 mm21.
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Mi'4.79zi
7/24AS log e10.69

14.52 D 2

1110.96zi21.14.

~31!

This expression turns out to be quite accurate in the range of
interest of the parameters.

III. RESULTS AND DISCUSSIONS

As an example of application, the present method was
used to determine the mode functions of an acoustic wave-
guide comprising three isotropic layers~see Table I! and
with stress-free boundary conditions, at the frequencyf
56.5 MHz. By inspection of the field distributions, it is
found that the two lowest order modes of this structure are
symmetric and antisymmetricsurface acoustic waves
~SAWs!, which result from coupling of two single Rayleigh
waves propagating at each terminal interface~see Figs. 5 and
6!. At this frequency the propagation constants, computed
with a relative error of about 1029 using 30 polynomials
globally, are 18.828 409 5 and 18.822 390 5 mm21. Though
these two values are very close, thus denoting a weak cou-

pling between the Rayleigh waves, they are found without
any difficulty. The next mode of the waveguide isSH polar-
ized and is shown in Fig. 7: the propagation constant is
17.006 050 1 mm21, computed with a relative error of about
1029 by means of 20 polynomials globally. Note thatT4 is
discontinuous andT6 has discontinuous first derivative. To
confirm the ability of the method to determine even strongly
cutoff modes, in Figs. 8–9 the field profile of the mode
PSV12 is reported; the propagation constant is 0.926 877
2 j 10.5879 mm21, computed with a relative error of about
1026, still by means of 30 polynomials.

Dispersion curves can be easily obtained solving Eqs.
~14! and~24! for different frequency values. It is to be noted
that only some matrices depend on frequency and need to be
recomputed. Figures 10 and 11 show the dispersion curves
~real and imaginary parts or the propagation constants, re-
spectively! for the five lowest orderPSVmodes in the wave-
guide under study. Mode labeling is made according to
Auld.12 As a well known consequence of the reflection sym-
metry of the waveguide with respect to thexy plane, modes

FIG. 6. Velocity@mm/s# and stress@104 N/m2# profiles of the modeSH1 for
the same waveguide as in Fig. 5; at the frequency 6.5 MHz the propagation
constant is 17.006 050 1 mm21.

FIG. 7. Velocity@mm/s# and stress [104 N/m2# profiles of the modeSH1 for
the same waveguide as in Fig. 5; at the frequency 6.5 MHz the propagation
constant is 17.006 050 1 mm21.

FIG. 8. Velocity @mm/s# profiles of the modePSV12 for the same wave-
guide as in Fig. 5; at the frequency 6.5 MHz this mode has a complex
propagation constant 0.926 8772 j 10.5879 mm21 and no active power flow
is associated with it.

FIG. 9. Stress@104 N/m2# profiles of the modePSV12 ~see caption of Fig.
8!.
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come in pairs with opposite propagation constants. Progres-
sive ~regressive! modes, i.e., carrying energy or decaying in
the 1z (2z) direction, are labeled with positive~negative!
integers. From Fig. 10 it can be noted that the two SAWs
~PSV1 andPSV2) have no cutoff and tend to be degenerate
for high frequency, since the media 1 and 3 are identical. In
fact they can be interpreted as resulting from the coupling of
two Rayleigh waves on the two extreme surfacesx5x1 and
x5x4. Their coupling increases at low frequency and
reaches its maximum at about 1.5 MHz, in correspondence
with the largest separation between the curves. Also note the
presence of four complex modes~PSV64 and PSV65), if
the frequency is lower than 1.88 MHz. ThePSV5 mode
behaves as abackward wavein the range 1.8841.98 MHz,
in the sense that it carries power in the1z direction but its
phase velocity is negative.

As discussed in Sec. II, the number of modes that can be
found by this method is only limited by the size of the matrix

that can be diagonalized by the available computer. In order
to give an indication of the CPU time requirements of this
method, theSH modes of a plate have been computed with
an increasing number of polynomials. Theeig.m routine of
MATLAB 13 has been used on a PC~200 MHz Pentium-Pro
with 64 MB RAM! and the results are shown in Fig. 12.
Figure 13 shows plots of the CPU time needed to compute
the propagation constants of certain higher orderSH plate
modes versus their accuracy.

IV. CONCLUSIONS

A matrix method has been presented to compute the
propagation constants and the mode eigenfunctions in lay-
ered planar waveguides and it has been shown to be a valid
alternative to the classical solution of a transcendental equa-
tion. Work is in progress in order to extend this technique to
the case of waveguides consisting of anisotropic layered me-
dia.

FIG. 10. Dispersion curves (f vs Realb) for the five lowest orderPSV
modes of the waveguide described in Table I. Positive~negative! indexes
and solid~dashed! lines correspond to progressive~regressive! modes. The
two dash–dotted branches are relative to four complex modes with propa-
gation constants6b, 6b* .

FIG. 11. Dispersion curves (f vs Imagb) for the five lowest orderPSV
modes of the waveguide described in Table I. ModesPSV1 andPSV2 have
Imag b50 identically. See caption of Fig. 10 for mode labeling.

FIG. 12. CPU time needed to solve a standard eigenvalue problem as a
function of the matrix dimension. See the text for software and hardware
data.

FIG. 13. CPU time versus the relative error on the propagation constants of
a single isotropic layer for various higher order modes.
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The second-harmonic sound beam nonlinearly generated by a conical source is analytically
described. It is shown that the radial second-harmonic beam is distributed as the Bessel function and
independent of the propagation distance. Another important feature is that the beamwidth of the
second-harmonic component is just equal to 1/2 times that of the fundamental, not 1/& times in the
general cases. A potential application of this beam in the acoustic nonlinearity parameterB/A
imaging or measurement is also discussed. ©1998 Acoustical Society of America.
@S0001-4966~98!05010-3#
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INTRODUCTION

In application of medical ultrasonic imaging and ultra-
sonic testing, it is often desired that the field have a narrow
beamwidth to gain higher lateral resolution. For a fixed depth
in tissue, the use of focused transducers or acoustic lenses
can achieve this effect. However, there is a loss of depth of
field. A simple and significant way to overcome this problem
is to employ special transducers, such as a conical transducer
~ultrasonic axicon!1,2 or a Bessel ultrasonic beam
transducer,3–5 which radiate the ultrasonic field with both
narrow beamwidth and long depth. The field of a conical
transducer has a defined beamwidth without spreading and a
zero-order Bessel function distribution in the radial direction.
The axial pressure amplitude is proportional to the square
root of the propagation distance. This beam is also consid-
ered as a kind of nondiffracting beam. Owing to these prop-
erties, it has potential applications in medical ultrasonic im-
aging and shows some advantages over other types of
transducers.6,7 In recent years, an attempt has been made to
image the acoustic nonlinear parameterB/A of biological
samples.8,9 In this system, the possession of both narrow
beamwidth and large field depth is required not only for the
fundamental sound beam but also for the nonlinearly gener-
ated second-harmonic component.

This paper presents the properties of the second-
harmonic component nonlinearly generated by a conical
transducer. It is found that the second harmonic in this beam,
like the fundamental component, is also distributed as a
Bessel function and in independent of the axial distance in
the radial direction, and that the beamwidth of the second
harmonic is just equal to 1/2 times that of the fundamental.
Furthermore, some advantages of this beam and a potential
application inB/A imaging are also pointed out.

I. THEORY

The KZK equation with the parabolic approximation is a
convenient form for describing the propagation of a finite
amplitude sound wave in a fluid. It takes into account, simul-

taneously, diffraction, nonlinear distortion, and absorption.
Suppose that an axially symmetric source, with an angular
frequencyv and a characteristic radiusa, oscillates harmoni-
cally in time and that the sound absorption of the medium
can be neglected. A simplified form of the KZK equation can
be expressed in terms of nondimensional variables,10,11

F1

j

]

]j S j
]

]j D24
]2

]t ]hG p̄52
bv2u0a2

c3

]2

]t2 p̄2, ~1!

where j5r /a and h52z/ka2 are the radially and axially
nondimensional coordinates,k5v/c is the wave number at
the fundamental frequency andt5vt2kz. Correspond-
ingly, the notationsr andz denote the radial and axial coor-
dinates. For a real transducer,a may be taken as its radius.
Furthermore, p̄5p/p0 , where p is the pressure andp0

5ru0c, andu0 is a characteristic vibration amplitude on the
source. The quantitiesr, c, and b are the static density,
sound speed at small amplitude, and the acoustic nonlinearity
coefficient of the medium, respectively. We assume that
depletion of the fundamental wave can be ignored, as can the
generation of harmonics higher than the second. Under this
quasilinear approximation, the linearized solution to Eq.~1!
for the fundamental pressure field is10

p1~j,h,t!5Re@p0e2 i tq̄1~j,h!#, ~2a!

where

q̄1~j,h!5
2

ih E
0

`

expS i
j21j82

h D J0S 2jj8

h D q̄1~j8!j8 dj8

~2b!

and the quasilinear solution for the second-harmonic compo-
nent is

p2~j,h,t!5ReH 22p0
2Fb~ka!2

rc2 Ge2 i2tq̄2~j,h!J , ~3a!

where
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q̄2~j,h!5
1

2 E
h850

h E
j850

` j8

h2h8
expS i2~j21j82!

h2h8 D
3J0S 4jj8

h2h8D q̄1
2~j8,h8!dj8 dh8. ~3b!

In Eq. ~2b!, q̄1(j8) is the distribution function of the sound
beam on the planeh50. The solution~2! satisfies the bound-
ary condition p1(j,0,t)5Re@p0q̄1(j)e2it# at h50, i.e.,
q̄1(j,0)5q̄1(j) for the fundamental field. For the second-
harmonic component, the solution~3! satisfies the boundary
condition q̄2(j,0)50. This means that the second harmonic
is not generated at the source plane. Equations~2b! and~3b!
are the complex-valued pressure amplitudes in nondimen-
sional form for the fundamental and second-harmonic com-
ponents, respectively.

We now consider the fundamental field radiation and the
second-harmonic generation of the conical sound source.
The apex of a conical source is located at the origin of the
cylindrical coordinate, and the axis of the cone with an angle
u coincides with theh axis. The vibration velocity is as-
sumed to be uniformly distributed with an amplitudeu0 on
the conical surface. The fundamental pressure field of such a
system then can be equivalent to the radiation of a sound
source

q̄1~j8!5e2 iaj8. ~4!

Here a5ka sinu. With the substitution of Eq.~4! into Eq.
~2b!, we write the fundamental component of the conical
source in the form

q̄1~j,h!5
2

ih E
0

`

expS i
j21j82

h D J0S 2jj8

h De2 iaj8j8 dj8.

~5!

By the method of stationary phase,2,12,13 the above expres-
sion is finally reduced to

q̄1~j,h!52 iApaJ0~aj!h1/2e2 ia2h/41 ip/4. ~6!

For the fundamental pressure of the conical source, Patterson
et al.1 presented a similar description as follows:

p~r ,z,t !52pA sin uA2pz cosu

k

3J0~kr sin u!ei ~kz cosu1p/4! ~7a!

with A52 ikru0ce2 ivt/2p. Rewriting Eq. ~7a! in nondi-
mensional variables

p~j,h,t!52ru0c~ka sin u!Aph1/2eip/4

3AcosuJ0~aj!exp@2 ikz~12cosu!#e2 i t

~7b!

and noting that for smallu ~for example, sinu,0.2!,
Acosu'1 and2 i @kz(12cosu)# in the exponential term is
approximated to2 ia2h/4, it is seen that Eq.~6! is identical
to Eq.~7! for smallu. As indicated by Pattersonet al., this is
a very good approximate description for the field of a real
conical transducer. In the following, we will evaluate, from

Eq. ~6!, the second-harmonic generation of the conical
source.

Substitution of Eq.~6! into ~3b! leads to the second-
harmonic component in the conical beam

q̄2~j,h!5
2 ipa2

2 E
h850

h E
j850

` j8

h2h8

3expS i2~j21j82!

h2h8 D J0S 4jj8

h2h8Dh8J0
2~aj8!

3expS 2
ia2

2
h8Ddj8 dh8. ~8!

By using the relation

J0
2~z!5

2

p E
0

p/2

J0~2z sin t !dt ~9!

Eq. ~8! is then transformed to a triple integral

q̄2~j,h!52 ia2E
h850

h E
j850

` E
t50

p/2 j8

h2h8

3expS i2~j21j82!

h2h8 D J0S 4jj8

h2h8D J0~2aj8 sin t !

3expS 2
ia2

2
h8Dh8 dj8 dh8 dt. ~10!

From formula~A1! in Appendix A, the integral overj8 in
Eq. ~10! can be integrated to yield

q̄2~j,h!5
a2

4 E
h850

h E
t50

p/2

expS a2

i2
h sin2 t D

3J0~2aj sin t !

3expF S 2
ia2

2
cos2 t Dh8Gh8 dh8 dt. ~11!

Integrating overh8 and simplifying,

q̄2~j,h!5
i

2
expS 2

ia2

2
h D

3E
t50

p/2

J0~2aj sin t !H F S h2
2i

a2 cos2 t D
1

2i

a2 cos2 t
expS ia2

2
h cos2 t D G 1

cos2 tJ dt

~12!

which is an exact solution for the second-harmonic compo-
nent in the conical sound beam under the quasilinear ap-
proximation. It is difficult from Eq.~12! to find the features
of the second-harmonic pressure of the conical beam. In the
original study, we observe that the real and the imaginary
parts of the function

f ~ t !5F S h2
2i

a2 cos2 t D
1

2i

a2 cos2 t
expS ia2

2
h cos2 t D G 1

cos2 t
~13!
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are extremely similar to the delta function. On the basis of
this fact, and with the help of numerical evaluation, we ob-
tain intuitively a semianalytical description for the second-
harmonic beam. Another approximate expression

q̄2~j,h!5
a

3
Ap

2
eip/4J0~2aj!h3/2 expS 2

ia2

2
h D

~14!

is derived through an elegant treatment. A detailed derivation
and a comparison of these two approximations are presented
in Appendix D.

II. DISCUSSION

Equation ~14! is a remarkably good approximation to
Eq. ~12!. To verify this, we draw the second-harmonic pres-
sure amplitude at the acoustic axis, as shown in Fig. 1, where
the crosses denote Eq.~14! and the solid line the exact ex-
pression~12!. Numerical integration of Eq.~12! indicates
that in the region extremely close to the source~h about less
than 0.05! the radial beam distribution is slightly different
from the J0 Bessel function but for greater distances the
function is basically the Bessel functionJ0(2aj). Figure 2
shows the pressure amplitudes at various transverse planes
from near to far zones~h50.05, 1.0, and 5.0!, for compari-
son, the curves ofJ0(2aj) and J0(aj) are also plotted in
Fig. 2. The second harmonic field of a conical source is
almost radially nondiffracting.

The conical beam at the fundamental frequency has po-
tential application in ultrasonic medical imaging due to its
very large depth of field, sharply lateral beamwidth without
spreading, and negligible diffraction.1–5 These would sim-
plify the system of emitting ultrasound in an imaging
instrument.6,7 Similarly, the second-harmonic component of
this beam would have these advantages in some situations
where it is used for imaging or measurement. For instance, in
imaging or measuring the acoustic nonlinearity parameter
B/A of tissues, the correction of the influence of diffraction
in the conventional system might be omitted in this system.9

Another important feature is the relationship between
the beamwidths of the second-harmonic and fundamental
components in the conical beam. For most ultrasonic beams

~focused or not!, the beamwidth of the nonlinearly generated
second harmonic is generally 1/& times that of the funda-
mental component, this has been experimentally verified and
theoretically predicted.14,15 However, from~14! and ~6!, or
more clearly from Fig. 2, the beamwidth of the second har-
monic is just 1/2 times that of the fundamental component in
the conical beam. This indicates that in ultrasonic imaging
due to the nonlinearity of materials, higher resolution will be
obtained by using the conical beam instead of the ultrasonic
beams of other types when their resolution powers at the
fundamental frequency are the same.

FIG. 1. A comparison of exact and approximate solutions along the acoustic
axis. In all the figures, the parametera541.8.

FIG. 2. The radial pressure amplitudes~normalized to the values at the
centerj50! of a second harmonic in the conical beam, at transverse planes,
calculated from Eq.~12!.
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Finally, it must be emphasized that Eqs.~12! and ~14!
are derived under the quasilinear approximation. From the
perturbation theory, these solutions are valid when the fol-
lowing inequality is satisfied:

&

3
b~ka!2S u0

c Dh,C. ~15!

Here the constantC;O(1). Also, the present analysis is
based on the ‘‘ideal’’ case under which the aperture of the
sound source is assumed to be infinite. In practical use, the
size of the transducers is always finite. For the conical source
with a finite aperture, the fundamental radiation and second-
harmonic generation may be simulated by using numerical
integration, from Eqs.~2! and ~3!. Further theoretical and
experimental investigations are needed to develop a com-
plete understanding of the conical source.

III. CONCLUSION

In summary, we have presented the solution for the
second-harmonic component of a conical source, showing
that this beam profile in the radial direction is nearly nondif-
fracting and the pressure amplitude on the beam axis has a
simple relation with the propagation range. Other features
and possible applications for the second harmonic of a coni-
cal beam also are pointed out.

APPENDIX A: SOME FORMULAS

Some formulas are collected below for the convenience
of the reader. The notation is, for the most part, that of the
original authors and the symbols do not have the same mean-
ings as in the text of this paper.

~1! From Gradshteyn and Ryzhik’sTable of Integrals,
Series, and Products,16 p. 758, formulas 6.728.3-4:

E
0

`

xJ0~bx!sin~ax2!dx5
1

2a
cosS b2

4a D
and

E
0

`

xJ0~bx!cos~ax2!dx5
1

2a
sinS b2

4a D ,

a.0, b.0.
Page 758, 6.729.1-2:

E
0

`

x sin~ax2!Jn~bx!Jn~cx!dx

5
1

2a
cosS b21c2

4a
2

np

2 D JnS bc

2aD ,

a.0, b.0, c.0, Re(n).22 and

E
0

`

x cos~ax2!Jn~bx!Jn~cx!dx

5
1

2a
sinS b21c2

4a
2

np

2 D JnS bc

2aD ,

a.0, b.0, c.0, Re(n).21. Noting thatJ0(0)51 and for-
mulas 6.728.3-4 can be viewed, respectively, as a special

case of formulas 6.729.1-2 forn50 andc50, we write com-
pactly

E
0

`

J0~at !J0~bt !e6 ig2t2t dt

56
i

2
g22expF7

i

4
g22~a21b2!GJ0S 1

2
abg22D . ~A1!

Page 979, formula 8.513.3:

J0~z sin t !5 (
m50

`

emJm
2 S z

2D cos 2mt. ~A2!

Heree051; the othere is equal to 2.
~2! From Watson’sBessel Functions.17

Page 358, Eq.~1!:

J0~v!5 (
m50

`

emJm~Z!Jm~z!cosmf, ~A3!

wheree has the same meaning as Eq.~A2!, and for brevity,
we write

v5~Z21z222Zz cosf!1/2.

Multiplying both sides bydf and integrating from 0 top,
we obtain

E
0

p

J0~v!df5pJ0~Z!J0~z!. ~A4!

~3! Function2F2 and its asymptotic expansion.
The function2F2(a,b;g,u;z), as a kind of the general-

ized hypergeometric function, is defined by a series of the
form16,18

2F2~a,b;g,u;z!5 (
k50

`
~a!k~b!k

~g!k~u!k

zk

k!
, ~A5!

where (a)k5a(a11)(a12)¯(a1k21), (a)051, and
so on.

This function has an integral representation, known as
Barnes’ integral or Mellin–Barnes type integral, as
follows16,18

G~a!G~b!

G~g!G~u! 2F2~a,b;g,u;z!

5
1

2p i E2 i`

1 i` G~a1s!G~b1s!

G~g1s!G~u1s!
G~2s!~2z!1sds.

Here2p,arg(2z),p and the path of integration is chosen
such that the poles ofG(a1s) andG(b1s), i.e., the points
s52a2n and s52b2m(n,m50,1,2,...), are at its left
side and the poles ofG(2s), i.e.,s50,1,2,..., are at its right
side. The case in which2a, 2b, 2g, or 2u are non-
negative integers ora2b is equal to an integer are excluded.
From the residue formula, this integral can be evaluated to be
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G~a!G~b!

G~g!G~u! 2F2~a,b;g,u;z!

5~2z!2a(
k50

`
G~b2a2k!G~a1k!

G~g2a2k!G~u2a2k!k!
z2k

1~2z!2b(
k50

`
G~a2b2k!G~b1k!

G~g2b2k!G~u2b2k!k!
z2k

~A6!

which can be seen as the asymptotic expansion of2F2 for
large uzu.

~4! Kummer’s function.
In the special case ofa5g or a5u, the function2F2

becomes Kummer’s function. From formula 13.5.1 on p. 508
of Ref. 18 it has an asymptotic expansion for largeuzu in the
form

M ~a,b,z!

G~b!

5
e6 ipaz2a

G~b2a! H (
n50

R21
~a!n~11a2b!n

n!
~2z!2n

1O~ uzu2R!

1
ezza2b

G~a! H (
n50

S21
~b2a!n~12a!n

n!
z2n1O~ uzu2S!J

~A7!

the upper sign being taken if2 1
2p,argz,3

2p, the lower
sign if 2 3

2p,argz<21
2p.

APPENDIX B

In this Appendix we present a detailed derivation of Eqs.
~2! and ~3!, the linearized and quasilinear solutions for the
fundamental and second-harmonic components. More gener-
ally, we begin with an original form of the KZK equation
that contains the absorption term for the medium and is ex-
pressed as10

F1

j

]

]j S j
]

]j D24
]2

]t]h
14ā

]3

]t3G p̄
52

b~ka!2u0

c

]2

]t2 p̄2, ~B1!

where ā5ka2a/2 with the absorption coefficienta at the
fundamental frequency, and the other notations are the same
as in Eq.~1! @ā corresponds toar 0 of Eq. ~17! in Ref. 10#.
We use the perturbation method to solve this equation and
write the solution to Eq.~B1! as

p̄5 p̄11 p̄21¯ , ~B2!

where

p̄5 1
2@ q̄1~j,h!e2 i t1q̄1* ~j,h!ei t#5Re@ q̄1~j,h!e2 i t#

~B3!

and

p̄25
e8

2
@ q̄2~j,h!e2 i2t1q̄2* ~j,h!ei2t#

5Re@e8q̄2~j,h!e2 i2t#. ~B4!

The asterisk represents complex conjugation ande8
522b(ka)2u0 /c. The expressions~B3! and ~B4! are the
approximate solutions of the first and second order of the
equation, respectively. Substituting these into Eq.~B1!, we
obtain, in consideration of the quasilinear assumption, the
following two equations:

F1

j

]

]j S j
]

]j D1 i4
]

]h
1 i4ā G q̄1~j,h!50 ~B5!

and

F1

j

]

]j S j
]

]j D1 i8
]

]h
1 i32ā G q̄2~j,h!52q̄1

2~j,h!.

~B6!

Making the Hankel transform of the Eq.~B5! with respect to
j yields11

S 2s21 i4
]

]h
1 i4ā D q̃1~s,h!50. ~B7!

In this paper, the Hankel transform of a functionf (j) is
defined by

f̃ ~s!5E
0

`

f ~j!J0~sj!j dj

and its inverse transform by

f ~j!5E
0

`

f̃ ~s!J0~js!s ds.

The solution of Eq.~B7! which satisfies the boundary condi-
tion q̄1(j,0)5q̄1(j) is

q̃1~s,h!5q̃1~s,0!expF S s2

i4
2ā Dh G . ~B8!

By the inverse Hankel transform, we obtain

q̄1~j,h!5E
s50

`

q̃1~s,0!expF S s2

i4
2ā DhGJ0~js!s ds

5E
s50

` E
j850

`

q̄1~j8!J0~j8s!J0~js!

3expF S s2

i4
2ā DhGsj8 dj8. ~B9!

Using formula~A1! and making some adjustments, Eq.~B9!
may be reduced to

q̄1~j,h!5
2

ih
e2āhE

0

`

expS i
j21j82

h D
3J0S 2jj8

h D q̄1~j8!j8 dj8. ~B10!

In the absence of the absorption term in Eq.~B10!, i.e., at
ā50, the above expression is just Eq.~2b! in the text.
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A similar but slightly complicated procedure is also ap-
plicable to solve Eq.~B6!. The solution of this equation, after
the Hankel transform, consists of two parts

q̃2~s,h!5q̃2~s,0!expF2S 2s2

i8
14ā Dh G

2E
h850

h 1

i8
expF S 2s2

i8
14ā D ~h82h!G

3Q̃2~s,h8!dh8, ~B11!

where Q̃2(s,h)5*0
`J0(sj)q̄1

2(j,h)j dj and q̃2(s,0) is the
Hankel transform of the boundary conditionq̄2(j,0) for the
second-harmonic generation. Under the assumptionq̄2(j,0)
50, that is to say, the second-harmonic component does not
generate at the source, we then haveq̃2(s,0)50. Using the
inverse Hankel transform to Eq.~B11!, we express the qua-
silinear solution for the second-harmonic field as

q̄2~j,h!52E
s50

` E
h850

h 1

i8
expF S 2s2

i8
14ā D

3~h82h!GQ̃2~s,h8!J0~js!s ds dh8

52
1

i8
e24āhE

j850

` E
h850

h E
s50

`

e4āh8J0~sj!J0~sj8!

3expF s2

i8
~h2h8!G q̄1

2~j8,h8!j8s ds dj8dh8.

~B12!

The integration overs can be performed, in consideration of
formula ~A1!, to yield

q̄2~j,h!5
1

2
e24āhE

h850

h E
j850

`

e4āh
j8

h2h8

3expS i2~j21j82!

h2h8 D J0S 4jj8

h2h8D
3q̄1

2~j8,h8!dj8 dh8. ~B13!

When ā50, this expression changes to Eq.~3b!.

APPENDIX C

In Ref. 10 Aanonsenet al. developed another form of
the linearized and quasilinear solutions to Eq.~1!. For the
fundamental pressure field, the imaginary uniti appears be-
fore q̄1(j,s) of their solution~s there corresponding toh
here!, but it does not appear in the present equations~2a! and
~2b!. This difference is mainly due to the different assump-
tion of the time variation of the on-source pressure distribu-
tion. According to their equations~31! and~32!, and with the
notation in this paper, the pressure distribution on the source
is taken asp1(j,0,t)5Re@ip0q̄1(j)e2it#, varying sinusoidally
in time, while we assume in this paper that the time depen-
dence of the pressure has the form with cost. Noting this
fact, these two equations are indeed identical. For the
second-harmonic generation, however, the form of Eq.~3! is
not fully the same as that of Eq.~34! there. We show below
that in fact, they are completely equivalent.

With substitution of Eq.~B10! into Eq. ~B13! and with
use of formula~A4!, we have

q̄2~j,h!5
1

2
e24āhE

h850

h E
j850

`

e2āh8
j8

h2h8
expS i2~j21j82!

h2h8 D J0S 4jj8

h2h8D

3F 2

ih8G
2F E

j150

`

expS i
j821j1

2

h8
D J0S 2j8j1

h8 D q̄1~j1!j1 dj1G
3F E

j250

`

expS i
j821j2

2

h8
D J0S 2j8j2

h8 D q̄1~j2!j2 dj2Gdj8 dh8

5
1

2p
e24āhE

h850

h E
j850

` E
j150

` E
j250

` E
f50

p

e2āh8
j8

h2h8
expS i2~j21j82!

h2h8 D J0S 4jj8

h2h8D

3F 2

ih8G
2

expF i ~2j821j1
21j2

2!

h8
GJ0S 2j8

h8
AF1D q̄1~j1!q̄1~j2!j1j2 dj1 dj2 dj8 dh8 df, ~C1!
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where F65j1
21j2

262j1j2 cosf. Using formula ~A1! to
perform the integral aboutj8 in the above expression and
making some arrangements, we then obtain

q̄2~j,h!52
i

2ph
e24āhE

j150

` E
j250

` E
f50

p

G~j1 ,j2 ,h!

3expS i
4j21F1

2h D J0S 2j

h
AF1D

3q̄1~j1!q̄1~j2!j1j2 dj1 dj2 df ~C2!

and the functionG with the form

G~j1 ,j2 ,h!5E
h850

`

expS iF 2

2h8
12āh8Dh821dh8.

~C3!

By combining the present representations~C2! and ~C3!, it
can be seen that the solution~3! for the second-harmonic
field is identical to the result in Ref. 10 and it seems simpler
in form.

APPENDIX D

The following step is to evaluate the integral defined by

X~j,h!5E
t50

p/2

J0~2aj sin t !H F11
1

z cos2 t

2
1

z cos2 t
exp~z cos2 t !G 1

cos2 tJ dt ~D1!

with z5 ia2h/2.
Using formula~A3! and expanding the exponential term

in Eq. ~D1!, we rewrite

X~j,h!5~21! (
m50

`

emJm
2 ~aj!Fm~z!, ~D2!

where

Fm~z!5E
t50

p/2S (
n52

`
zn21

n!
@cos t#2~n22!D cos 2mt dt.

~D3!

From

cos2n t5
1

22n (
k50

2n S 2n
k D cos@~2n22k!t#

and

E
0

p/2

cos 2mt cos 2nt dt5H p/4, umu5unu

0, umuÞunu .

Equation~D3! can be thus expressed in terms of the gener-
alized hypergeometric function,

Fm~z!5
p

2 (
n52

`
zn21

n!

1

22n24 S 2n24
n2m22D

5
pzm11

22m11G~m13! (
k50

`
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k!

~m1 1
2!k~m11!k

~m13!k~2m11!k

5
pzm11

22m11G~m13! 2F2S m1
1

2
,m11;m13,

2m11;zD . ~D4!

In the special casem50, F0(z)5(pz/4)M ( 1
2,3,z).

From formulas~A6! and ~A7! we have an asymptotic
expression ofFm(z) for large uzu ~taking its leading term of
its expansion!,

Fm~z!5
2i

3
p1/2z1/2~21!m. ~D5!

Then the integral~D1! is approximated by

X~j,h!5~2 i !
2

3
p1/2z1/2(

m50

`

emJm
2 ~aj!~21!m ~D6!

in which the summation can be evaluated, from formula
~A2!, to beJ0(2aj). Finally we have

FIG. D1. Same as Fig. 1. A comparison of Eqs.~12! and ~D8! in the very
small region close to the source planeh50. Here Eq.~14! is also plotted.
~a! is a part of~b!.
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X~j,h!5~2 i ! 2
3p

1/2z1/2J0~2aj! ~D7!

and Eq.~14! for the second-harmonic field.
The above analysis is made under the condition thatuzu is

relatively large. In reality, for very small values ofuzu ~less
than 1!, a more accurate evaluation of Eq.~D1! can be de-
rived by taking the first expansion term of Eq.~D2!. There-
fore we have

q̄2~j,h!5
ih

2
expS 2

ia2

2
h DX~j,h!

'
pa2

16
J0

2~aj!h2M S 1

2
,3;

ia2

2
h DexpS 2

ia2

2
h D

'
pa2

16
J0

2~aj!h2expS 2
ia2

2
h D . ~D8!

The calculated results from Eqs.~D8! and~D1! @or ~12!# are
plotted in Figs. D1 and D2. It can be seen from these figures

FIG. D2. Same as Fig. 2.~a!–~f! correspond to the axial distancesh50.0005, 0.001, 0.005, 0.01, 0.1, and 0.5.
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that in this region the radial profile of the second-harmonic
field takesJ0

2(aj) rather thanJ0(2aj) function distribution.
However, it should be noted that this discrepancy occurs
only at extremely small distances from the source.

Between these two extremes for small and large values
of uzu, we are unable to get a simple description, as done in
the above, through an analytical approach. But Figs. 1 and 2
show that Eq.~14! is a fairly good approximation to the
second-harmonic field of a conical source.

From the above analysis, Eq.~14! may reasonably reveal
the characteristics of the second-harmonic generation in the
total region of field.

Some are supplemented as follows. In our original
manuscript, we guess from the numerical computation of Eq.
~12! that the second-harmonic pressure field has an expres-
sion

q̄2~j,h!5
a

p
Ap

2
eip/4J0~2aj!h3/2S 11

2p

ah1/2D
3expS 2

ia2

2
h D . ~D9!

The derivation of this result is based on the similarity be-
tween f (t) @Eq. ~13!# and the delta function. The real and
imaginary parts of the functionf (t), as shown in Fig. D3,
are extremely similar to the delta function. Therefore the
dominant contribution to the integral~12! is the part in a very

small range aroundt5p/2. The integration of Eq.~13! about
t can be verified numerically to be

E
t50

p/2

f ~ t !dt5
2

p
Ap

2 S a2h

2 D 1/2

h~12 i !S 11
2p

ah1/2D .

~D10!

From the feature of the delta function, one can obtain the
result of Eq.~D9!. Of course, this is empirical.
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In the present paper, the energy effects accompanying a strong sound disturbance of a medium are
analyzed. The waves may be, in time, periodic — continuous or pulsed — or have the form of single
pulses. The description is based on equations which are commonly applied in nonlinear acoustics.
The Fourier analysis, elements of the theory of linear operators, and analytical functions are applied.
A general method is given for the construction of the absorption operator in the domain of space–
time coordinates (x,t), to which the small-signal absorption coefficient corresponds. By analogy to
linear equations and the corresponding dispersions equations, the quasi-dispersion equations in the
case of nonlinear description are introduced. Simplification of the ‘‘classical’’ equation of nonlinear
acoustics was performed. The relations between absorption operators in the space and time domains
are shown. It is demonstrated that in nonlinear interactions, where terms of such type — nonlinear
function of pressure — dominate, the power~energy! of the disturbance is conserved. Just as in the
linear notation, the only reason why the total power~energy! changes is linear absorption, but that
one which occurs under the conditions of nonlinear propagation. In consequence, the equations of
power ~and energy! balancing the disturbance have the same formal shape in nonlinear and linear
descriptions. The equations provide a theoretical basis for different, easier, and more accurate
methods than those used previously for determination~numerical and experimental! of, e.g., the
power density of heat sources generated by sound. The function of the nonlinear gain of absorption
and the function of effective absorption were also introduced. On the basis of quasi-dispersion
equations the phenomenon of overtone generation~not harmonics! is shortly discussed. ©1998
Acoustical Society of America.@S0001-4966~98!02911-7#

PACS numbers: 43.25.Ed@MAB #

INTRODUCTION

This study emerged as a result of considerations of the
energy processes occurring in a medium subjected to a
strong acoustic disturbance. Given their medical applica-
tions, the present theoretical studies focused on the phenom-
ena of absorption and generation of heat sources in a variety
of media. Periodic — continuous or pulsed — waves or
single pulses were applied, with powers used in ultrasonog-
raphy and lithotripsy. The main purpose was to understand
the generation of Fourier spectrum components of the distur-
bance and the exchange of energy between these compo-
nents, and to consider absorption, in particular, so as to ar-
rive at a general formal description of this phenomenon. In
the equations which describe the propagation of strong sound
disturbances, the dominating term which describes the gen-
eration of harmonics~the extension of the spectrum! is of the
second order with respect to the disturbance~pressure!. In
turn, in these equations, absorption is represented by a term
which is linear with respect to the disturbance.1 In general, it
is well-known that nonlinearity enhances the absorption of
sound energy by the medium. It seems logical to conclude
that, for nonlinear propagation, the equation which describes
the conservation of energy taking into account absorption
losses~i.e., considering the heat energy generated by the dis-
turbance! should be different from the equation of transport
of power or energy~the equation of conservation! for linear
propagation. After all, the nonlinear equations include an

additional term. In specific equations of transport~conserva-
tion!, i.e., those that describe separately the power or energy
of each spectral component, it produces an additional ele-
ment of the third order with respect to the disturbance. This
term describes the exchange of energy between then-th com-
ponent and all the others; see Refs. 1, 2. It seems that, for
this reason, further progress in the analysis of the problem of
energy transport of the potential disturbance with finite am-
plitude cannot be achieved. The knowledge in this domain
and its adaptation for acoustics is presented in Refs. 1–6, and
all the other studies on this issue are referred to in Ref. 1.

It turns out — and it will be demonstrated below — that
the equations of transport~conservation! of power or energy
have the same formal shape for linear and nonlinear descrip-
tions of acoustic disturbances! They are different, however,
in their specific physical interpretations and numerical results
for the solutions of the same boundary problems~initial or
boundary value! in cases of linear and nonlinear propagation.
It follows from the fact that in the aforementioned nonlinear
interactions the principle of conservation of energy is intact.

A consequence of the equations derived here is a radical
change in the method of determination, above all, the oppor-
tunity of measuring almost directly, of the absorption, or the
power density of sources of heat generated by even very
complex acoustic fields~therefore, the ones that are difficult
to model numerically!. In particular cases, these methods
were already applied earlier.7 Intuitively understandable as
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they might be, they were, however, not justified mathemati-
cally beyond the applicability range of the linear theory of
sound propagation.

The problem of description of energy transport, or more
generally, the conservation laws, are important not only for
the reasons mentioned earlier. In the situation when the exact
~analytical! solutions of the nonlinear equations of acoustics
are not known@with the exception of formally important,
although trivial, or one-dimensional asymptotical cases~Bur-
gers equation!#, every exact result describing the properties
of equations and their solutions is valuable. It concerns es-
pecially the description of a very important quantity, like
energy or power of the propagating disturbance.

Analysis of conservation laws makes it possible to com-
plete the physical interpretation of acoustical phenomena.
They may also be helpful in the situation, when the proof of
the existence of the solution of propagation equations is
needed. In the description of a continuous medium, usually
the transport equations of particular kinds of energy~kinetic,
internal, thermal! are included in the equations of conserva-
tion of momentum and of mass.4 The density of acoustical
energy and the density of the current of acoustical energy are
composed of the quantities mentioned above.5 The transport
equation of these quantities for an ideal medium can be eas-
ily derived from the above mentioned system of equations
for a continuous medium~hydrodynamic system of equa-
tions!. Nevertheless the supposition of the nonideal continu-
ous medium~not only fluid! makes it necessary to addition-
ally consider the entropy transport equation and the
additional thermodynamic relations. In such a case the situ-
ation, generally speaking, becomes more complex. Neverthe-
less it can be shown8 that the adequate approximations lead
to the transport equations of energy of sound presented in
this paper and obtained on the bas of propagation equations.
This problem, for fluids, was also discussed in Ref. 9.

The main results of our work are presented in Secs. III
and IV. Sections I and II have a preliminary character with
respect to the next sections. However, the same problems in
Sec. II deserve comments as well as an analytical presenta-
tion, buy from the point of view of the main purpose of this
paper, we had to confine our considerations to an indispens-
able minimum.

I. BASIC EQUATIONS. ASSUMPTIONS

In a dimensionless system of variables, the ‘‘classical’’
equation of nonlinear acoustics,1 as given by Kuznetsov,10

which describes potential disturbances in a lossy medium as
follows:

DF2] ttF22] tAF5qb] t~] tF!212q] tL@F#,

L@F#[ 1
2@~¹F!22~] tF!2#, v5“F, b[

g11

2
,

~1!

where“ is the gradient operator,D[“–“ is the Laplace
operator and“– is the divergence operation. The following
normalizations were applied in Eq.~1!:

t[v0t8, x[k0x8, ] t[
1

v0
] t8 , “[

1

k0
“8,

k0[
v0

c0
, q[

P0

r0c0
2 , v[

v8

v0
, ~2!

v0[
P0

r0c0
2 5qc0 , F[

F8

Fnor8
, Fnor8 [

P0

r0v0
,

where F8(x8,t8) is the acoustic potential;v8(x8,t8) is the
vector of the velocity field of the medium; (x8,t8) are the
space and time coordinates@in Cartesian coordinatesx
[(x,y,z); and x[(r ,z) in cylindrical ones, wherer is the
radial coordinate#; v0[2p/T0 , T0 is the characteristic time
interval, orv0[2p f 0 , f 0 is the characteristic frequency;P0

is the characteristic pressure~e.g., the pressure amplitude of
the disturbance source, or the maximum pressure for a given
disturbance!; r0 , c0 are the equilibrium density and velocity
of sound;g5cp /cv is the exponent of the adiabate; andcp ,
cv are the specific heats at constant pressure and volume,
respectively. Forg determined empirically3,11 g5B/A11,
B/A being the nonlinearity parameter. From our point of
view, due to the characteristic order of approximation of Eq.
~1!, g is a quantity obtained from experiment or from the
equation of state. In this context, differences betweeng de-
termined theoretically or empirically have no influence on
the general form of propagation equations. The relations be-
tweeng determined in these different ways are discussed in
Ref. 3 and 11. For classic viscous mediaA[2a2D, a2

[@4hs8/31hb81(g21)ch /cp#v0/2c0
2 is the dimensionless

hybrid viscosity;hs8 , hb8 , ch are, respectively, the kinematic
coefficients of shear and bulk viscosity and that of heat con-
duction.

Equation ~1! and its approximation~e.g., the KZK
equation1,12,13! describes well the sound propagation in a
number of media, where the mechanism of absorption is dif-
ferent from that in the classical viscous liquids~numerical
simulations!. Apart from a few singular cases,14 references
give no general analytical form of the operatorA which
would lead to the absorption described in the frequency do-
main by the absorption coefficienta(v) (v[v8/v0 is the
dimensionless frequency!. This restricts the application of
methods for numerical solution of Eq.~1! other than the
method of harmonics balance.

When the Fourier representation of medium distur-
bances is adopted, the effect of operatorA can be described
in the following way:

AF[A~x! ^

x
F~x,t !, ~3!

A~x!5F̂21@a~e–K !#, ~4!

where A(x) is the kernel of the integral operation of the
convolution ^

x
with respect to the space variables;e is the

unit vector in the direction of the real component of the
complex wave vectorK5kR2 ikI . Apart from the fact that
definition @Eqs. ~3!, ~4!# of operatorA agrees in particular
with the description of absorption in classical viscous liq-
uids, it results also from the spectral operator theory in rel-
evant function spaces; specifically, from the spectral theorem
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for these operators15–17and the Fourier representation of op-
erators adopted here. OperatorA can be represented in
terms of a complete, orthogonal set of functions other than
the Fourier set, e.g., the Hermitian polynomials. Here, the set
of Fourier functions$exp(6iK–x)%, $exp(6ivt)%, is distin-
guished by the properties of measuring and generating de-
vices. The measured value of the absorption coefficient
a(v), „a(e–K )… is the eigenvalue of operatorA correspond-
ing to a disturbance in the form of eigenfunction, a Fourier
function with the frequencyv ~the wave vectorK !. Transi-
tion a(e–K )⇔a(v) results from the dispersion relation for
the disturbance exp@i(vt6K–x)#. In Appendix A the form of
the kernelA(x) is determined for the casea(v)5a1uvu, i.e.,
a(e–K )5a1e–K . F̂21@•# as a generalized Fourier transform.
Out of several equivalent ways of determining it, the formula
F̂@•#[LB@•; iK # is chosen, whereLB is the superposition of
three one-dimensional two-sided Laplace transforms.17 The
componentsiK5 ikR;x,y,z1kI ;x,y,z correspond subsequently
to the Laplace variable. In formal representation,

F̂@•#[E
2`

` E
2`

` E
2`

`

~• !e2 iK–x d3x,

F@•#[E
2`

`

~• !eivt dt,

~5!
F̂21@•#[LB

21@•;x#

5
1

~2•p!3 E
2`2 ik1

`2 ik1 E
2`2 ik1

`2 ik1 E
2`2 ik1

`2 ik1
~• !eiK•x d3K ,

F21@•#[
1

2p E
2`

`

~• !e2 ivt dv,

wherek1 , k2 , k3 are the coordinates of the absolute con-
vergence~see, e.g., Ref. 17!. Application of the generalized
Fourier transform with respect to the variables~x! is a natural
result of the use of complex wave vectors in describing the
propagation under the conditions of absorption. Analogous
results can be obtained using the ‘‘ordinary’’ transforms of
appropriately modified functions@g(x)→g(x)exp(2kIuxu)#,
but this involves formal and calculation complications. The
theory and analysis of the properties of generalized trans-
forms can be found, e.g., in Refs. 17–19. The nonlinearity
coefficient q is a small quantity, even whenP0

;100@MPa#. Dimensionless parameters which characterize
the absorption~e.g.,a1 , a2) are similar. This makes it pos-
sible to estimate the operatorA as a quantity of the ordera
~a strict definition ofa was given in Chap. V!. In the order of
approximation under which Eq.~1! was obtained, the pres-
sure and energy density of a potential disturbance are given
by P52] tF. WhenF is a periodic function,P is also pe-
ridic, and Pa(x)5^P&T0

50, where^•&T0
is a time average

over 2p (T0). It does not follow from the fact thatP is a
periodic function thatF is also periodic. Moreover,Pa may
be different from zero. It follows, however, from the equa-
tions of liquid motion in potential approximation that
Pa(x);o(q1a) ~it can be shown thatPa;q^(F t)

2&T0
);

o(•) is a small quantity compared with the quantity in the
brackets, the order of which is equal to the number of the

factors of the product of the expressions in the brackets. The
adoption of P5Pa2] tF, albeit a more general one, ex-
ceeds, however, the order of approximation characteristic of
Eq. ~1!. Two types of disturbances will be considered:peri-
odic F(x,t)5F(x,t12p) and in the form ofsingle pulses
F(x,t)5FSt(x) for t¹(t0 ,t012p) @ t8¹(t08 ,t081T0)#,
whereT0 denotes here the duration of the pulse for dimen-
sional variables, andT0 may be arbitrarily large. In the case
of pulsed disturbances, the symbol^•&s will be used to de-
note integration with respect to the timet, including the in-
terval (t0 ,t012p). Since the distinction between periodic
disturbances and those in the form of single pulses is of no
significance for the initial considerations^•& given here, it is
convenient to introduce a uniform symbol so as to avoid the
need for repeating the relations already obtained.

II. DISPERSION AND QUASI-DISPERSION RELATIONS

In this section, applying the Fourier analysis, we con-
sider basic relations between the wave parameters and Fou-
riers spectra of the disturbances described by Eq.~1!. The
results of the performed analysis, utilized in the next parts of
this work are: simplification of Eq.~1! in the description of
the nonlinear phenomenon, however, with preservation of
accuracy; description of the transition from the absorption
operator acting in the domain of space to the operator acting
in the time domain.

A. General relations

For an isotropic medium, the complex wave vectorK
can be represented by means of the real vectork and the
phase factor exp(iw),

K5keiw5ekeiw5eKK5ze, K5~K–K* !1/25~k–k!1/25k,
~6!

z[e–K , z25K–K5~e–K !25k2ei2w, eK5eeiw, ~7!

whereeK[K /k is the complex unit vector in the direction of
K ; e[k/k; andz is the complex wave number. Applying the
Fourier transformsF̂F to Eq. ~1! we have

Dsp@z,v;a~z!#F̂5qivÛ@F̂#1qiv2L̂@F̂#. ~8!

Here F̂(K ,v)5F̂F@F(x,t)#, F̂(K ,2v)5F̂* (K ,v)
5F̂(2K ,v),

Dsp@z,v;a~z!#[z22v2S 11 i
2a~z!

v D
5Dsp@z,v;0#1o~a!, ~9!

2L̂@F̂#[F̂F@2L@F##52 1
2Dsp@z,v;0#@F̂^ F̂#

1F̂^ @Dsp@z,v;0#F̂#, ~10!

Û@F̂#[F̂F@b~] tF!2#52b~vF̂! ^ ~vF̂!, ~11!

^ is the convolution operator with respect toK andv. Using
Eqs.~8! and ~9! we may rewrite~10! in the form
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2L̂@F̂#[F̂F@2L@F##52 1
2Dsp@z,v;a~z!#@F̂^ F̂#

1o~q1a!, ~12!

which, according to Ref. 1, is equivalent to

2L@F#5 1
2hF22FhF5 1

2hF21o~q1a!,

h[D2] tt , ~13!

for the solutions of Eq.~1! and Eq.~8!.

B. Dispersion relations

The linear part of Eq.~8! gives the dispersion equation

Dsp@z,v;a~z!#505z22v2S 11 i
2a~z!

v D . ~14!

If a(z)5a l(e–K ) l5a lz
l , this equation can be solved

strictly, e.g., for l 51/2,2/3,1,4/3,3/2,2,8/3,3,4,6,8. Forl 52
(A52a2D) the well-known result is obtained:
K5uvu/(112a2v2)1/2, sin(2w)52a2v/„11(2a2v)2

…,
i.e., K5e(uvu1 ia2uvuv)1o(a2

2)5e„uvu1 i sgn(v)a2uvu2…
1o(a2

2); sgn(v)[v/uvu. For l 51, K5euvu„11 i sgn(v)a1…

1o(a1
2). The form ofa(z)5a1z1 can be determined in po-

sitional representation; see Appendix A. In general, out of
different approximate methods, that of successive approxi-
mations gives very good results in the rangeu2a(v)/vu
,1. When applied to the equation

z5uvuS 11 i
2a~z!

v D 1/2

. ~15!

Even the first iteration gives a very good result,

z5uvuS 11 i
2a~v!

v D5uvu1 i sgn~v!a~ uvu!

1o~a2!, K5ez. ~16!

It can be noticed that a consequence of the dispersion equa-
tion is

a~e–K !5a~z!5a~ uvu!1o~a2!. ~17!

C. Quasi-dispersion equations

At the beginning of this part of our considerations, it can
be noticed that, ifF̂ (F̂Þ0) is the solution of Eq.~8!, then
the dispersion function given by definition of Eq.~9! must be
a quantity of theo(q) range.

Equation~8! can be represented in the following way:

@QDsp@z,v;a~z!,F̂##F̂50,

QDsp@z,v;a~z!,F̂#[Dsp@z,v;a~z!#2qivNL@F̂#,
~18!

NL@F̂#[~Û@F̂#12L̂@F̂#!/F̂

5~Û@F̂#12L̂@F̂#!~F̂* /uFu2!, ~19!

where, from this moment on, we suppose that 2L̂ is given by
Eq. ~12!. The term ‘‘dispersion equation’’ has a well-defined
meaning for linear equations, e.g., Eq.~14!. Its solutions, i.e.,
the relation~relations! betweenK ~z! andv, are valid for all

the solutions of these equations irrespectively of their form.
The equation QDsp@z,v,a(z),F#50, which may be rewrit-
ten in the form

Dsp@z,v;a~z!#5qiv
Û@F̂#

F̂
2Dsp@z,v;a~z!#

3
qiv

2

@F̂^ F̂#

F̂
1o„q~q1a!…, ~20!

can be defined as a ‘‘quasi-dispersion’’ one. For, in contrast
to Eq. ~14!, Eq. ~20! and the expression in brackets in Eq.
~18! depend onF̂(K ,v), i.e., on the form of the solution.
Nevertheless, it can be used to determine the relation be-
tween K ~z! and v. It can be noticed that, if
ŵ(K ,v)„w(x,t)…, is a given function but not a solution of
Eq. ~8!, then Eq.~20! is no dispersion equation. However, it
may have solutionsz5z(v,w) ~if they exist!, but that is not
a dispersion relation.

The iteration process applied to the Eq.~20! or Eq. ~8!,
with respect to the linear dispersion function Dsp@•# or
Dsp@•#F̂, shows that the termL̂ produces equivalent series
which starts from the term of highero„q(q1a)… order ap-
proximation thano(q), i.e., of the order of theÛ term.
Equation~20! my be solved for Dsp@•#, so it is the equivalent
of the infinite sequence of iterations. The result is

Dsp@z,v;a~z!#5
qivÛ@F̂#

~11qivX!F̂
1o~q~q1a!!,

X[
F̂^ F̂

2F̂
, ~21!

and

2L̂52
1

2
Dsp@•#F̂^ F̂

52
qivX

11qivX
Û@F̂#1o„q~q1a!…, ~22!

Û12L̂5
Û

11qivX
5Û1o~q!. ~23!

Comparing Eq.~22! with Eq. ~23! we see that the term 2L̂ is
of higher order of approximation than the full term in Eq.
~23!. Because both formulas on the right-hand side have the
same denominator~analytical properties!, then their other
forms ~in other coordinates or function spaces, for example,
connected by integro-differentials operations, inverse Fourier
transforms, etc.! keep this near terms ordering relations. In
the study of Ref. 1 it was suggested that the termq] tL does
not cause cumulative effects~of the same range asÛ; see
also Ref. 12!. The present considerations yield a similar con-
clusion.

The results presented above allow to neglect theL̂ term
in Eq. ~18! and alsoL in Eq. ~1!. Therefore we may rewrite
Eq. ~1! in the form

DF2] ttF22] tAF5qb] t~] tF!21o„q~q1a!…. ~24!

We would like also to stress that, if~in the quasi-dispersion
relations! for a certain frequencyv5v r or K5K r (z5z r)
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F̂50 ~if it is possible!, then from Eq.~8! it must follow Û
12L̂uv5vr

50 too. This means that the spectral components
with these wave parameters do not appear in the disturbance
and are not produced in nonlinear interactions. So they may
be used to demonstrate thatNL@F̂# exists in the usually
sense forF̂→0, i.e.,qNL@F̂# is still a small quantity of the
ordero(q) or higher~in the quasi-dispersion relations!. Sub-
stituting F̂(K ,v)5S(K ,v)/ iv, whereScorresponds, by re-
lations P52] tF, to the Fourier spectrum of pressure, we
have analogous results as above. Equation~18! assumes the
form

Fz22v2S 11 i
2a~z!

v
2qNL@S# D GS50,

~25!

NL@S#5b@S~K,v! ^ S~K,v!#/S~K,v!1o„q~q1a!….

If, in keeping with the form of Eq.~25!, the impact of
S(K ,v) „F̂(K ,v)… on the form of this relation is considered,
in the category of solutions for which the quantityqNL@S#
(qNL@F̂#) is small, of the order ofo(q) then, using, e.g., the
method which was previously applied in Eq.~15!, the fol-
lowing result is obtained:

z5e–K5uvuS 11 i
2a~ uvu!

v
2qNL@S~euvu,v!# D 1/2

5uvu1o~a1q!. ~26!

Analogous to Eq.~17!,

a~z!5a~e–K !5a~ uvu!1o~a~q1a!…, ~27!

for each S(K ,v)„F̂(K ,v)… which satisfies Eq.~25! @Eq.
~18!# and for whichqNL@S#;o(q). Hence, for all distur-
bances satisfying Eq. ~24!, with the spectrum
S(K ,v)„F̂(K ,v)…,

a~z!S~K ,v!5a~ uvu!S~K ,v!1o„a~q1a!…. ~28!

Calculating the inverse Fourier transformF̂21 on both sides
of Eq. ~28! and taking Eqs.~3! and ~4! into account, we
obtain

A~x! ^

x
S~x,v!5a~v!S~x,v!1o„a~q1a!…. ~29!

Therefore the operator of absorption, defined as acting on the
disturbance by space variables, may be changed@for the so-
lutions of the Eq.~24!, as acting by timet variable#

AtF[A~ t ! ^

t
F~x,t !,

A~ t !5F21@a~v!#1o~a~q1a!!, ~30!

A5At1o„a~q1a!….

We should remember that

Ate6 ivt5a~v!e6 ivt, a~2v!5a~v!, ~31!

which means thata(v) is the eigenvalue of the absorption
operator corresponding to the eigenfunction exp(ivt).

III. DERIVATION OF EQUATIONS

Both sides of Eq.~24! may be multiplied by] tF and the
identity

~] tF!DF5“–~“F ] tF!2 1
2] t~“F!2 ~32!

may be used. The averaging operations^•&T0
, or integration

over the timê •&S may be applied to the equation derived. If
u is a periodic function or a pulse, then for many function
spaces~or sets!, from which functiong(•) and b(•) origi-
nate,

^g~u!] tb~u!&50. ~33!

Especially Eq.~32! is true if g(•) andb(•) are polynomials.
Considering Eq.~32!,

^¹•~~] tF!¹F!22~] tF!A] tF&501o„q~q1a!….
~34!

After the aforementioned operations are performed, the non-
linear termqb] t(] tF)2 in Eq. ~24! does not contribute to
Eq. ~34!. As a result, in formal terms Eq.~34! has the same
form as in the linear description!

The quantity

Ĩ[2~] tF!“F5Pv ~35!

is the energy current density vector~the instantaneous value
of the power intensity vector, in dimensions units,@ uI 8u#
5W/m2). For periodic disturbances the mean value

I[^ Ĩ &T0
5^Pv&T0

52^F t“F&T0
~36!

is the sound intensity vector. For disturbances in the form of
single pulses it is impossible to use the concept of mean
value but only the operation̂•&s . It becomes necessary to
introduce the pulse energy intensity vector

E[^ Ĩ &S[^Pv&S . ~37!

It is a vector of direction ofv and length equal to the pulse
energy which penetrates, in the course of its propagation, a
unit surface perpendicular tov ~in dimensions units@ uE8u#
5J/m2). Putting Eq.~36! and Eq. ~37! into Eq. ~34!, we
obtain

“–I12^PAP&T0
501o„q~q1a!… ~38!

for periodic ~continuous or pulsed! disturbances, and

“–E12^PAP&S501o„q~q1a!… ~39!

for pulsed disturbances.

IV. FACTORIZATION

The forms of Eqs.~38! and ~39! are general in such a
meaning that they are independent of the way of description
of the disturbancesF (P,v), which means of the represen-
tation, although the decomposition of the absorption operator
with respect to the Fourier function was presented. It was
carried out because of the reasons presented already in Sec. I,
and because of the general notation and formal properties of
the Fourier analysis. It easily allows interpretation and com-
parison of the results of mathematical analysis with experi-
mental results. Nevertheless, such an option, being natural,
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does not formally arise from the derived equations and it is
also not necessary for their obtaining. Leaving Eqs.~38! and
~39! in general~abstract! forms, that means, in the form in-
dependent of the representation of disturbance, with respect
to the chosen and complete set of functions, one limits the
possibilities of proper interpretation of the equations and
their terms.

Application of the concrete, complete set of functions
with respect to that the decomposition of the disturbance is
performed, yields the particular form of the terms of Eqs.
~24!, ~38!, and ~39!, which depends on this choice. Such a
procedure is called ‘‘factorization.’’ As above, we consider
the Fourier representation of disturbances. The set of Fourier
functions is complete, orthogonal, and represents the set of
eigenfunctions of the absorption operator. Although the two
last properties radically simplify the factorization and the
form of the obtained expressions, they are not necessary for
their execution. It should be stressed that the advantages of
the Fourier analysis mentioned above may be of secondary
importance in numerical simulations of the problem under
consideration. In such cases, the effectiveness of the numeri-
cal code is decisive for the choice of the functional basis.

Adopting the Fourier representation of disturbances,

F~x,t !5
1

2p E
2`

` S~x,v!

iv
e2 ivt dv1FSt~x!,

P~x,t !5
1

2p E
2`

`

S~x,v!e2 ivt dv, ~40!

S~x,2v!5S* ~x,v!,

and for periodic disturbances,

F~x,t !5F0~x!1
1

2 (
n51

N
Cn~x!

in
e2 int1c.c.,

P~x,t !5 (
n52N

N

Pn5
1

2 (
n51

N

Cn~x!e2 int1c.c., ~41!

C2n~x!5Cn* ~x!, N51,2,...,̀ .

The caseN51 is trivial, as it is applicable only in linear
description. In linear problems the number of functionsCn

different from zero does not change and it is equal to the
number of components used to describe the boundary condi-
tions. In this case, we assume thatN,` is justified. In non-
linear problems the spectral composition of a disturbance
varies and it is only for the description of boundary condi-
tions thatN,`; otherwise, theoretically,N5`. In permit-
ting N to be a finite number, the properties of computers are
taken into account, among other things. For it should be
stressed that property Eq.~33! for the nonlinear term in Eq.
~24! when multiplied by] tF is independent of the represen-
tation of the disturbance; in particular, it does not depend on
N. This means that in nonlinear interactions described by
qb] tP

2, energy is also conserved when the infinite system
of balance equationsCn(x) is replaced by one cut-down toN
equations. Therefore, Eqs.~38! and ~39! remain valid forN
,`. It can be noted that the use of Eq.~33! makes it readily
possible to demonstrate that the sumN of Eqs.~29!, given in

Ref. 1, produces an equation with its right-hand side equal to
zero, i.e., a special case of Eq.~38! obtained here~for A

52a2D).
Using Eq.~40! and Eq.~41! in ^PAP&, we obtain

^PAP&S5
1

2p E
2`

`

dv S* ~x,v!E
2`

` E
2`

` E
2`

`

A~x2x8!

3S~x8,v!d3x8. ~42!

Adopting the results of analysis of the dispersion and quasi-
dispersion equations performed in Sec. II, Eqs.~27!, ~28!,
~29!, we may replace the convolution integral in Eq.~42! by
the term on the right-hand side of Eq.~29!. Substituting Eq.
~29! into Eq. ~42!, and Eq.~42! into Eq. ~39!, we obtain for
pulsed disturbances,

¹•E1
2

p E
0

`

a~v!uS~x,v!u2dv501o„~q1a!2
…. ~43!

To simplify the calculations for the periodic disturbances we
applied an equivalent form of the absorption operator, where
Eq. ~30! and Eq.~31! may be used. Since, in this case

AtP~x,t !5
1

2 (
n52N

N

Cn~x!a~n!e2 int, ~44!

^PmPn&T0
5CmCn^e

2 imte2 int&T0
5CmCndm,2n , ~45!

whered l , j is the Kronecker delta function, and

^PAtP&T0
5

1

4 (
n52N

N

(
m52N

N

Cn~x!Cm~x!a~m!dm,2n ,

~46!

then we have

^PAP&5 (
n51

N

a~n!
uCn~x!u2

2
1o„a~q1a!…. ~47!

Substituting Eq.~47! into Eq. ~38!, for periodic disturbances

“–I12(
n51

N

a~n!
uCn~x!u2

2
501o„~q1a!2

…,

N51,2,...,̀ , ~48!

where

I5 (
n51

N

In5 (
n51

N Cn*“Cn2Cn“Cn*

i4n

5 (
n52N

N
1

4
Cn*“

Cn

in
, ~49!

2659 2659J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 Janusz Wójcik: Absorption-nonlinear propagation



E5E
2`

`

P~x,t !v~x,t !dt5
1

2p E
2`

`

S* ~x,v!v~x,v!dv

5
1

2p E
2`

`

J~x,v!dv

5
1

2p E
2`

`

S* ~x,v!“
S~x,v!

iv
dv

5
1

2p E
0

` S*“S2S“S*

iv
dv, ~50!

whereJ is the spectral density ofE.
Equations~38! and~39! remain true also after a nonsin-

gular transformation of independent and dependent variables
@in the case of Eqs.~43! and~48!, as well as in the case of the
change of the basis of the function space#. However, in such
a case particular forms of terms composing those equations
can be varied. Due to the reasons given in Appendix B we
show an example demonstrating the influence of the trans-
formation of independent variables on the shape of Eqs.~38!
and ~43! and Eqs.~39! and ~48!.

V. ABSORPTION FUNCTIONS

Dividing both sides of Eq.~48! by 2I , I 5uI u, we have

ae f
I ~x!5ar .e f

I ~x!, ~51!

ae f
I ~x![ (

n51

N

a~n!
uCnu2

2 Y I , ar .e f
I ~x![2“•I /2I ,

~52!

where ar .e f
I (x) is a well-known20 differential coefficient

~function! of effective absorption; ae f(x) is the coefficient of
effective absorption introduced by the present author. Analo-
gously, over the continuous spectrum range, withE5uEu,

ae f
E ~x!5ar .e f

E ~x!, ~53!

ae f
E ~x![

1

p E
0

`

a~v!uS~x,v!u2 dvY E,

~54!
ar .e f

E ~x![2“–E/2E.

In the case of the power law dependence of the small-signal
absorption coefficient onv, a(v)5a lv

l , it is convenient to
introduce the functionsWl(x),

ae f~x!5a lWl~x!, Wl~x![ (
n51

N

nl
uCnu2

2 Y I ~x!.
~55!

If in dimensional units the absorption coefficient has the
form a8(v8)5a l8(v8) l ,@a l8#5Np/~Hzl m!, the following re-
lation occurs between the dimensionless parametera l and
the dimensional onea l8 :a l5a l8v0

l /k05a8(v0)/k0 . Given
this, ae f8 (x8)5k0ae f(x)5a8(v0)W(x). Using the coefficient
of effective absorption, it is possible to specify the concept
of the parametera which was introduced in Sec. I to char-
acterize the magnitude of the operatorA, a
[max

x
@ae f

I ,E(x)#.

VI. DISCUSSION AND CONCLUSIONS

In general, Eqs.~43! and ~48! indicate that the doubled
mean value~cumulated^•&s) of the absorption operator is
equal to the power density of losses~energy of losses!. A
factor of 2 follows from the conventional definition ofa(v).
Of course, ifa(v)>0 for all v then,

^PAP&>0.

It means thatA is a positive definite operator. However, the
above inequality may be also true if for certainv, a(v)
<0. Equations~38! and ~39! are true for other linear opera-
tors which describe more general types of dispersion, caused
not only by absorption.

Although, in formal terms, Eqs.~43! and ~48! have the
same form in linear and nonlinear descriptions, their specific
interpretations are different. In the linear description of
sound propagation thenth spectral component of disturbance
does not interact with other components; in addition to Eqs.
~43! and ~48!, the following relations are also true:

“–In12a~n!uCnu2/250, n51,2...N, N51,2,...,̀ ,
~56!

¹•J~x,v!12a~ uvu!uS~x,v!u250, vP~2`,`!,

they describe the transport of energy and power of each of
the spectral components. In nonlinear theory, the spectral
componentsCn ,S(x,v) of the disturbance are not indepen-
dent of each other. Equations~56! have their right-hand
sides,

“–In12a~n!uCnu2/25qb^Pn] tP
2&T0

,

n51,2,...,N, N51,2,...,̀ .
~57!

In contradistinction to the linear case, in nonlinear descrip-
tion the intensity~energy, power! of thenth spectral compo-
nent may additionally vary, due to an exchange of energy
with the other ones. Nevertheless,

(
n51

N

^Pn] tP
2&T0

50. ~58!

This follows from Eqs.~33! and~41! and expresses the prin-
ciple of conservation of the total energy in nonlinear inter-
actions. Therefore, after summarize by sides, all spectral Eqs.
~56! and, respectively, in nonlinear case, Eqs.~57!, we be-
come the equations which have the same formal shapes, Eq.
~48!. Although, for the nonlinear,PNL, and linear,PL, solu-
tions the same boundary problems,

^PNlAPNl&Þ^PLAPL&,

because the spectral shape of the disturbances~for instance
Fourier spectra! are differ in both cases. The absorption of
power from a periodic disturbance produces in the medium a
stationary spatial power density distribution of heat sources
Q̇(x)52“–I .21 As a result of the equations introduced here
@Eqs.~38!, ~48!#, we have

Q̇~x!5 (
n51

N

a~n!uCn~x!u2. ~59!
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The quantityQ̇(x) plays an important role in the study on
heat effects caused by acoustic fields. It follows from Eq.
~60! that, irrespective of the geometry of the disturbance, the
determination ofQ̇(x) at pointx requires only one measure-
ment, of the time profile of pressure, and its Fourier analysis
at this point~of course, if for the given medium, the small-
signal coefficient of absorption is known!. Even if it is pos-
sible ~for disturbances with a large degree of symmetry!, the
experimental determination of2“–I involves large error
and requires at least two measurements~for a plane wave!.
Since in the course of propagation in real media, absorption
is accompanied by scattering, the experimentally determined
quantity2“–I will describe damping rather than absorption.
The approximation of the measurement points aimed at re-
ducing the share of scattering imposes, however, greater and
greater requirements on the sensitivity and accuracy of the
measuring devices. An analogous situation occurs in the
range of numerical calculations ofQ̇(x). Equation~59! di-
rectly provides the value ofQ̇(x) at pointx @or, if the result
is P(x,t), after an additional Fourier analysis#. The calcula-
tion of Q̇(x)52“–I requires at least one additional opera-
tion of numerical differentiation which introduces, in addi-
tion, considerable error if the calculations ofP or Cn were
not accurate. Equation~59! ensures sufficient accuracy, even
for not very accurate disturbance calculations. As the accu-
racy improves,

2“–I→(
n51

N

a~n!uCn~x!u2. ~60!

Comparison of quantityQ̇(x) calculated by means of these
two methods is a very good ‘‘energy test’’ of the accuracy of
numerical calculations. Similar conclusions can be drawn
about the disturbances with a continuous spectrum. How-
ever, it impossible to speak here of stationary heat effects.
The quantity

Q~x!5
2

p E
0

`

a~v!uS~x,v!u2 dv ~61!

is the density distribution of the energy absorbed by the me-
dium as the pulse crosses it, and emitted as heat. It can
readily be shown that ae f

I (x) does not depend on the propor-
tion between the duration of the pulse and the repetition
time, but only on the time profile of a single pulse in a
periodic wave. If the discrete spectrumCn was obtained by
sampling the continuous spectrumS(x,v), then for the same
media ae f

I (x)5ae f
E (x). It can be shown that in the limitsT0

→` (Td /T0→0), whereTd is the duration, Eq.~51! trans-
forms into Eq. ~53!. It can be noted that for media with
a(v)5a1uvu, the dimensionless parametera1[a18c0 ,
which is present in Eq.~24!, does not depend onv0 . Hence,
all the solutions of boundary problems~which differ only by
the parameterv0) for these equations, and also all the func-
tions defined on the basis of them, e.g.,W1 ,ae f

I ,E , have the
same form in a dimensionless system of coordinates. The
following functions of nonlinear gain of absorption can be
used to characterize the ‘‘force’’ of nonlinear interactions
and to define the regions of space where they are significant:

Ga~x![ae f
NL~x!/ae f

L ~x!. ~62!

Here ae f
NL and ae f

L are calculated from Eq.~52! or Eq.~54! for
the nonlinear and linear solutions, respectively, of the same
boundary problem. It can be noted that, within the linear
description of propagation, ae f

L (x) does not depend on the
amplitude of the boundary disturbance. An essential advan-
tage of the equations obtained here is that they enable more
accurate and easier measurements or calculations of physical
quantities which are important for the description of the ef-
fects accompanying the sound propagation. Due to the prop-
erty expressed by Eq.~33!, the applied methods are suffi-
ciently general to be used in other equations of nonlinear
acoustics, for example, for Eq.~9! referred to in Ref. 22. The
formal results are the same.

We would like to discuss here the additional results,
obtained as an effect of the quasidispersion equations intro-
duced in Sec. II C, for describing the generation of harmon-
ics. In the linear theory, due to dispersion~in our case ab-
sorption!, independently of the shape of the solution, there
occurs the frequency shift of spectral components of the
propagating disturbance with respect to the corresponding
frequency components of the disturbance source. The intro-
duced quasi-dispersion equation and its solution@Eq. ~26!#
demonstrate an additional effect — the nonlinear shift of
frequency. It occurs for the fundamental and for secondary
components of the spectrum, generated in nonlinear interac-
tions. This frequency shift is proportional to theqvNL@S#
nonlinear term in Eqs.~25! and~26!; this means that its value
depends on the solution and is a significant factor in the
formation of the spectrum. The expressionqvNL@S# de-
pends on the term describing the generation of spectral com-
ponents, called harmonics generation. Also the same term in
the quasi-dispersion relation causes their shift in the space of
wave parameters~z,v!. This phenomenon may be described
as deformation of the spectrum acting along the frequency
axis ~only!. Therefore, this phenomenon may be examined in
mixed coordinates~x,v!, which corresponds to the case,
when the representationS(x,v) or given by Eq.~41! is ap-
plied. The distinctly visible effect caused by this deformation
is the shift of main components in the spectrum. So the fre-
quencies of the secondary main components are not har-
monic frequencies of the first main component. Generally
speaking, the frequency relations between the main~princi-
pal! components of the spectrum vary in the propagation
space. Special results of the experiments performed and nu-
merical simulations with theoretical analysis based on the
results obtained in Sec. II C, will be presented in a separate
paper @J. Wójcik, ‘‘Overtone generation—Theory and Ex-
periment’’ ~in preparation!#. Nevertheless, let us call our at-
tention, for example, to Figs. 3, 4, and 5 in Ref. 23, where
the mentioned phenomenon was observed by the author of
this paper. In the above context, the term ‘‘overtone genera-
tion’’ is more precise than ‘‘harmonic generation,’’ for the
abbreviated characterisation of the processes occurring in
nonlinear sound wave propagation.
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APPENDIX A

The form ofa(z)5a1z @a(e–K )5a1e–K # @correspond-
ing to a(v)5a1v# can be determined in positional represen-
tation. It follows from the dispersion relation thatw;a1 .
From Eq.~A1! it can be found that

a1e–K5a1

K–K

K
1o~a1

2!5a1

k–k

K
1o~a1

2!

5a1K1o~a1
2!. ~A1!

Equation~4! becomes

A~x!5F̂21@a1K#1o~a1
2!5a1F̂21FK–K

K G1o~a1
2!.

~A2!

Since

F̂21F 1

KG5
1

2p2uxu2 , F̂21@K #52 i“d~x!, ~A3!

where d~x! is the Dirac distribution~analytical representa-
tion!, we obtain

A~x!52a1S ~“–!d~x! ^“d~x! ^
1

2pux2u D
5

a1

p2 “–d~x! ^ S x

uxu4D , ~A4!

AF5a1

1

p2 “–S x

uxu4 ^ F~x,t ! D . ~A5!

In cylindrical coordinates and for axially symmetric distur-
bances

AF5a1

1

p
“–E

0

`E
0

`

Ĥ~z2s,r ,r!F~r,s,t !dr2 ds,

~A6!

whereĤ(z2z,r ,r) is the vector kernel

Ĥ5FHz

Hr G5F ~z2s!„~z2s!21r 21r2
…

r „~z2s!21r 22r2
…

G
3

1

~„~z2s!21r 21r2
…

224r 2r2!3/2. ~A7!

For a one-dimensional disturbanceF(z.t), Eq. ~A6! can be
reduced to

AF52a1

1

p
]zE

2`

` F~s,t !

s2z
ds52a1]zĤ@F#, ~A8!

whereĤ is Hilbert’s transformation. These formulae suggest
that the integral operation on the convolution with the kernel
x/uxu4 can be considered as a three-dimensional generaliza-
tion of Hilbert’s transform. Substitution of Eq.~A8! into the

one-dimensional linear equation of propagation and the as-
sumption that F;exp„2 i (vt2Kzz)… leads to the one-
dimensional equation Eq.~A4!,

Kz
22v22 i2va1Kz sgn~kz!50, Kz

25„sgn~kz!Kz…
2;

~A9!

here, the function sgn(kz) is a counterpart to the unit vectore.

APPENDIX B

Let us consider the following transformation of coordi-
nates~independent variables! and of the accompanying de-
pendent variables.

t→t5t2z, x→ x̄5x,

] t→]t5] t , “→“̄5“ x̄2ez]t5“2ez] t ,

F~x,t !→F̄~ x̄,t!5F~x,t2z!, ~B1!

P~x,t !→ P̄~ x̄,t!5P~x,t2z!,

v~x,t !→ v̄~ x̄,t!5“F̄~ x̄,t!1ezP̄5v~x,t2z!,

whereez is a unit vector in a chosen directionz. We intro-
duce here the retarded time. It makes it possible to compen-
sate the fast alternating components of disturbances that oc-
cur in the original coordinates (x,t) in systems with a
distinguished direction of propagation~with a distinguished
symmetry!. So it is possible to use many asymptotic approxi-
mations ~near axis or parabolic!. As is known, the KZK
equation is of this type of description of nonlinear propaga-
tion, based on transformation Eq.~B1!. Transformation Eq.
~B1!, when used in numerical calculations, significantly de-
creases the time of computations. Moreover, many of impor-
tant characteristics of disturbances~i.e., intensity! and rela-
tions between the quantities describing disturbances assume
a very simple form. Therefore in those variables many esti-
mations important for the experiments are carried out.

Since^“̄•( P̄v̄)&5“•^( P̄v̄)&, then for variables with re-
tarded time,

“–Ī12^P̄ĀP̄&T0
501o„~q1a!2

…, ~B2!

“–Ē12^P̄ĀP̄&S501o„~q1a!2
… ~B3!

where

Ī5 (
n51

N

Īn5 (
n51

N F I n
z

I n
'G

5 (
n51

N
1

2 F uC̄nu21
C̄n* ]zC̄n2c.c.

i2n

C̄n* ¹'C̄n2c.c.

i2n

G , ~B4!
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Ē5E
2`

`

P̄~x,t !v̄~x,t!dt5E
2`

`

P̄F P̄2]zF̄

“'F̄
Gdt

5
1

2p E
2`

`

J̄ dv

5
1

2p E
2`

`

S̄* ~x,v!v̄~x,v!dv,

5
1

2p E
2`

`

S̄*F S̄1
]zS̄

iv

“'S̄

iv

G dv

5
1

p E
0

`F uS̄u21
S̄* ]zS̄2c.c.

i2v

S̄*“'S̄2c.c.

i2v

G dv.

~B5!

The symbol' denotes the components perpendicular toz.
Space coordinates transform, described in Eq.~B1!, is or-
thogonal ~however trivial! and u]t/]tu51. Therefore“–I
5“ x̄–Ī5“–Ī , and from Eqs.~B2! and ~B3!, the expected
~average! value of the absorption operator does not change,
^PAP&5^P̄ĀP̄&. Equations~B1! lead to the following re-
lations between the Fourier spectra of disturbances in an or-
dinary system of variablesS(x,v) and those in a system with
retarded timeS̄(x,v)„Cn(x),C̄n(x)…,

S~x,v!5S̄~x,v!eivz, Cn~x!5C̄n~x!einz;

uSu5uS̄u, uCnu5uC̄nu, ~B6!

v~x,v!5“F~x,v!5vStd~v!1¹
S

iv

5vStd~v!1S ¹
S̄

iv
1ezS̄D eivz

5 v̄~x,v!eivz,
~B7!

vn~x!5¹
Cn~x!

in
5S ¹

C̄n

in
1ezC̄nD einz5 v̄n~x,v!einz.

d~v! is the Dirac delta function, andvSt5“FSt(x) is the
flow field constant in time. Substituting Eq.~B6! in Eqs.~50!
and ~51! and considering Eqs.~B7!, Eqs.~B4! and ~B5! are
obtained, and conversely. ThusI5 Ī , E5Ē. It can be noted
that the forms of average valuê•&S,T0

of the operator of
absorption do not change.

In parabolic approximation, Eqs.~1! and~24! transform
into a modified KZK equation, after calculating]t on both
sides. In this case, the termso(•) are absent. ForA
52a2D (Ā>2a2]tt) the KZK equation is obtained. The

z-th spectral componentI n
z5uC̄nu2/2, in parabolic approxima-

tion. In general, the relation betweenI n anduC̄nu2 is given by

Ī n5u Īnu5
uC̄nu2

2 S S 11
c̄nz

n D 2

1S ¹'c̄

n D 2D 1/2

5~~ I n
z!21~ I n

'!2!1/2, ~B8!

where C̄n5uC̄nuexp(ic̄n). In the approximation of a slowly
variable phase~close to the propagation axis!,

Ī n5I n
z>uC̄nu2/2. ~B9!
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8J. Wójcik, ‘‘Energy transport of potential disturbances with finite ampli-
tude in lossy media’’~in Polish!, Habilitations thesis, IPPT PAN~1998!,
in print.

9J. N. Tjo”tta and S. Tjo”tta, ‘‘Nonlinear equations of acoustics,’’ inFron-
tiers of Nonlinear Acoustics: Proceedings of 12th ISNA, edited by M. F.
Hamilton and D. T. Blackstock~Elsevier Science, London, 1990!.

10V. P. Kuznetsov, ‘‘Equations of nonlinear acoustics,’’ Akust. Zh.16,
548–553~1970!.

11R. T. Beyer,Nonlinear Acoustics in Fluids~Van Nostrand Reinhold, New
York, 1984!, pp. 302–304.

12E. A. Zabolotskaya and R. V. Khokhlov, ‘‘Quasi-plane waves in nonlinear
acoustics of bounded beams,’’ Sov. Phys. Acoust.15, 35–40~1969!.

13J. N. Tjo”tta and S. Tjo”tta, ‘‘Nonlinear equations of acoustics, with appli-
cation to parametric arrays,’’ J. Acoust. Soc. Am.69, 1644–1652~1981!.

14D. T. Blackstock, ‘‘Generalized Burgers equation for plane waves,’’ J.
Acoust. Soc. Am.77, 2050–2053~1985!.

15F. W. Byron and R. W. Fuller,Mathematics of Classical and Quantum
Physics~Addison-Wesley, Reading, MA!, Chap. 9.

16L. D. Landau and E. M. Lifshyc,Quantum Mechanics Nonrelativistics
Theory~Nauka, Moskva, 1974!, 3rd ed., Chap. 1.

17G. A. Korn and T. M. Korn,Mathematical Handbook for Scientists and
Engineers~Mc-Graw-Hill, New York, 1961!, Chaps. 8, 15.

18H. Bremerman,Distributions, Complex Variables and Fourier Transforms
~Addison-Wesley, Reading, MA, 1965!, Chaps. 7, 8.

19A. H. Zemanian,Generalized Integral Transformations~Wiley, New
York, 1968!, Chap. 3, p. 64.

20E. L. Carstensen, N. D. McKay, D. Dalecki, and T. G. Muir, ‘‘Absorption
of finite amplitude focused ultrasound in tissues,’’ Acustica51, 116–123
~1982!.

21W. L. Nyborg, ‘‘Heat generation by ultrasound in a relaxing medium,’’ J.
Acoust. Soc. Am.70, 310–312~1981!.

22J. N. Tjo”tta and S. Tjo”tta, ‘‘Finite amplitude ultrasound beams,’’ IEEE
Ultrasonic Symposium, 709–714~1994!.

23A. C. Baker and V. F. Humphrey, ‘‘Distortion and high-frequency gen-
eration due to nonlinear propagation of short ultrasonic pulses from a
plane circular piston,’’ J. Acoust. Soc. Am.92, 1699–1705~1992!.

2663 2663J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 Janusz Wójcik: Absorption-nonlinear propagation



Nonlinear standing waves in an acoustical resonator
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A one-dimensional model is developed to analyze nonlinear standing waves in an acoustical
resonator. The time domain model equation is derived from the fundamental gasdynamics equations
for an ideal gas. Attenuation associated with viscosity is included. The resonator is assumed to be
of an axisymmetric, but otherwise arbitrary shape. In the model the entire resonator is driven
harmonically with an acceleration of constant amplitude. The nonlinear spectral equations are
integrated numerically. Results are presented for three geometries: a cylinder, a cone, and a bulb.
Theoretical predictions describe the amplitude related resonance frequency shift, hysteresis effects,
and waveform distortion. Both resonance hardening and softening behavior are observed and reveal
dependence on resonator geometry. Waveform distortion depends on the amplitude of oscillation
and the resonator shape. A comparison of measured and calculated wave shapes shows good
agreement. ©1998 Acoustical Society of America.@S0001-4966~98!02711-8#

PACS numbers: 43.25.Gf@MAB #

INTRODUCTION

The resonant macrosonic synthesis technology devel-
oped at MacroSonix Corp. involves acoustic standing waves
of very high amplitude with peak acoustic pressures that ex-
ceed the ambient pressure 3–4 times.1 When the acoustic
pressure is so high, the standing waves are strongly nonlin-
ear, and phenomena such as resonance frequency shift, hys-
teresis effects, and harmonic generation take place and can
be observed. Power is delivered to the resonator by a motor
that shakes the entire cavity.

Most of the experimental and theoretical studies re-
ported in the literature are limited to finite-amplitude stand-
ing waves in tubes of constant cross section with a piston
excitation at one end and a rigid cap at the other. Saenger
and Hudson,2 Weiner,3 and Temkin4 assumed in their analy-
sis that the wavefront consists of discontinuous shock fronts
connected by a continuous section. Chester5 introduced a
second order theoretical analysis that included the effects of
boundary layer and volume absorption. Cruikshank6 com-
pared measurements in a tube with Chester’s predictions and
found good qualitative agreement. Coppens and Sanders7

presented a perturbation expansion for a one-dimensional
second order nonlinear wave equation, which they extended
later to a three-dimensional model for lossy cavities.8 A
single nonlinear equation was used to describe the finite-
amplitude standing waves in a cavity. Linear resonance fre-
quencies and quality factors are used to predict the amplitude
of the higher harmonics of the finite-amplitude wave. Gaitan
and Atchley9 used the model of Coppens and Sanders to
study finite-amplitude standing waves in so-called harmonic
and anharmonic tubes. The harmonic tube was a cylinder,
while the anharmonic tube consisted of a cylindrical tube
with a midsection that had an expansion or a contraction.
The measurements showed good agreement with the model.
It was also found that the tubes with nonequidistant modal
spectra effectively suppressed the energy transfer from the
fundamental to the higher harmonics.

Gaitan and Atchley use the term ‘‘harmonic tubes’’ to
describe resonators for which the harmonics of the funda-
mental resonance coincide with the higher resonance fre-
quencies. The term ‘‘anharmonic tube’’ is used to describe a
resonator for which the harmonics of the fundamental do not
coincide with the higher resonance frequencies. This termi-
nology is essentially based on linear parameters. However,
confusion can arise, since the term ‘‘anharmonic’’ has been
used in literature to describe a nonlinear oscillator~see, for
example, the book by Goldstein!.10 Therefore we introduce
the following terminology:~1! a resonator with an equidis-
tant spectrum, i.e., higher resonances are integer multiples of
the fundamental resonance, is called a consonant resonator;
and ~2! a resonator with a nonequidistant spectrum is called
a dissonant resonator. The term ‘‘consonance’’ is also used
by Coppens and Atchley11 in their review article on nonlin-
ear standing waves in cavities.

In this paper we introduce a one-dimensional math-
ematical model that has been developed at MacroSonix to
analyze standing waves of high amplitude. The model is
based on the nonlinear gas dynamics equations for an ideal
gas inside a resonator that is axisymmetric, but otherwise has
an arbitrary shape. An external harmonic force shakes the
entire resonator cavity and excites the gas oscillation. Losses
are introduced through bulk viscosity. The model provides
insight into the physics of nonlinear standing waves in reso-
nators of different shape and gives a tool to design resonators
that have characteristics suitable for specific applications.

First, in order to study the strongly nonlinear 1D stand-
ing waves in the resonator, the time domain basic equation
for the velocity potential is derived from the fundamental
gasdynamic equations for potential motion of a perfect gas.
The equation includes the total nonlinearity of gas and gas
dynamic equations, the effects of volume absorption, the ex-
ternal force that shakes the entire resonator, and the resonator
radius that varies along the resonator axis. Then the basic
equation is prepared for numerical calculations: dimension-
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less variables are introduced, the single equation is replaced
by the set of two lower order equations, and the set of equa-
tions in the time domain is transformed into the spectral
equations.N harmonics and the dc component are consid-
ered. The equations for the complex amplitudes of spectral
components are integrated numerically. In the numerical cal-
culations up to 20 harmonics are taken into account. Several
acoustic variables are calculated. First, the harmonic ampli-
tudes of the velocity potential wave are obtained directly
from the solution of the frequency domain equations. Sec-
ond, the shape of the pressure wave is calculated for different
coordinates along the resonator axis. Last, a Fourier trans-
form is performed to find the harmonic amplitudes of the
pressure wave and the harmonic amplitude distributions
along the resonator axis. Three resonator geometries are cho-
sen to demonstrate the results: a cylinder, a cone, and a bulb.

I. BASIC EQUATIONS

Let us consider the one-dimensional acoustic wave field
in a resonator of arbitrary axisymmetric shape. The entire
resonator is oscillated along its axis by an external force
supplied by a motor.

Three equations are required to describe the motion of a
viscous gas in the acoustical resonator:~1! the mass conser-
vation equation,~2! the momentum conservation equation,
and ~3! the state equation.

The mass conservation equation for the resonator with
the radius that is variable with the coordinate along the reso-
nator axis may be written in the form

]M

]t
1

]F

]x
50. ~1!

Here the following notations are introduced:M is a mass per
unit length, F is a mass flux through the resonator cross
section of the radiusr, t is time, andx is a coordinate along
the resonator. The radius is a function ofx

r 5r ~x!. ~2!

The resonator oscillates in thex direction.
In this case, the mass of gas per length unit and its flow

through the cross section of radiusr are equal to

M5rpr 2, ~3!

F5rupr 2, ~4!

wherer is the mass density andu is a particle velocity in the
x direction.

After substituting Eqs.~3! and~4! into Eq.~1! we obtain
the continuity equation for the gas in the resonator of the
axisymmetric, but otherwise arbitrary shape:

]r

]t
1

1

r 2

]

]x
~r 2ru!50. ~5!

The momentum equation for one-dimensional motion is

]u

]t
1u

]u

]x
52

1

r

]p

]x
2a~ t !

1
~z14h/3!

r

]

]x S 1

r 2

]

]x
~r 2u! D . ~6!

Here,p is the pressure,a(t) is the acceleration of the reso-
nator, andz andh are coefficients of viscosity. All of these
equations are written in the coordinate system that is moving
with the resonator body.

A few words should be said about the dissipative term
@the last term on the right-hand side of Eq.~6!#. In general,
the dissipative term in the equation for thei velocity compo-
nent can be presented in the three-dimensional form~see, for
example, Landau and Lifshitz12!

h
]2ui

]xk ]xk
1S z1

1

3
h D ]2uk

]xi ]xk
. ~7!

For the velocity potentialw introduced as

ui5
]w

]xi
, ~8!

Eq. ~7! takes the form

h
]3w

]xi ]xk ]xk
1S z1

1

3
h D ]3w

]xi ]xk ]xk

5S z1
4

3
h D ]3w

]xi ]xk ]xk
. ~9!

After integrating Eq.~9! over xi and equating the arbitrary
function to 0 we obtain

S z1
4

3
h D ]2w

]xk ]xk
5S z1

4

3
h D ]uk

]xk
5S z1

4

3
h D“•u.

~10!

The term“•u should be written in the one-dimensional form
of Eq. ~5!

“•u5
1

r 2

]

]x
~r 2u!. ~11!

Combination of Eqs.~10! and~11! yields the dissipative term
as written in Eq.~6!.

The state equation is taken for an ideal gas

p5p0S r

r0
D g

, ~12!

wherep0 , r0 are ambient values of the pressure and density
andg is the ratio of specific heats.

Equation ~6! written through the velocity potentialw
takes the form

]2w

]t]x
1

1

2

]

]x S ]w

]x D 2

52
1

r

]p

]x
2a~ t !1

~z14h/3!

r

]

]x S 1

r 2

]

]x S r 2
]w

]x D D .

~13!

After substitutingp from Eq. ~12! into Eq. ~13! and in-
tegrating overx we obtain
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]w

]t
1

1

2 S ]w

]x D 2

52
gp0

~g21!r0
g r~g21!2a~ t !x

1
d

r 2

]

]x S r 2
]w

]x D1f~ t !. ~14!

Here,f(t) is an arbitrary function of time andd is

d5
~z14h/3!

r0
. ~15!

The replacement ofr by r0 in the dissipative term means
that the nonlinear terms that include absorption are ignored.
This assumption states that the energy dissipation is small.

It is worth noting that the propagation speedc is equal to

c25
dp

dr
5

gp0

r0
g r~g21!. ~16!

The arbitrary functionf(t) in Eq. ~14! is chosen as

f~ t !5const. ~17!

Since the velocity potentialw is determined with the preci-
sion up to an arbitrary function of time, and we are interested
in solutions that are periodic in time, we can add any peri-
odic function to the potential to choose the proper solution;
the only thing that cannot be compensated in this way is the
dc component of the functionf. That’s why we putf as
written by Eq.~17! where const is chosen to have the linear
case in the limit whenr approachesr0 ,

const5
c0

2

g21
. ~18!

Herec0 is the small signal propagation speed. Equation~14!
then takes the form

]w

]t
1

1

2 S ]w

]x D 2

52
c22c0

2

g21
2a~ t !x1

d

r 2

]

]x S r 2
]w

]x D .

~19!

Differentiation of Eq.~14! with respect tot gives

]2w

]t2 1
1

2

]

]t S ]w

]x D 2

52
gp0

r0
g r~g22!

]r

]t
2

da

dt
x

1
d

r 2

]2

]t ]x S r 2
]w

]x D . ~20!

The derivative]r/]t can be eliminated from Eq.~20! by
using Eq.~5! in the form

]r

]t
52

1

r 2

]

]x S r 2r
]w

]x D52
]r

]x

]w

]x
2

r

r 2

]

]x S r 2
]w

]x D .

~21!

Substitution of]r/]t into Eq. ~20! yields

]2w

]t2 1
1

2

]

]t S ]w

]x D 2

5
gp0

r0
g r~g22!F]r

]x

]w

]x
1

r

r 2

]

]x S r 2
]w

]x D G
2

da

dt
x1

d

r 2

]2

]t ]x S r 2
]w

]x D . ~22!

The derivative]r/]x is eliminated from Eq.~22! by differ-
entiation of Eq.~14! with respect tox

]2w

]x]t
1

1

2

]

]x S ]w

]x D 2

52
gp0

r0
g r~g22!

]r

]x
2a~ t !. ~23!

The dissipative term is dropped because]r/]x appears only
in the nonlinear term in Eq.~22!. According to Eq.~23!
]r/]x is

]r

]x
52S gp0

r0
g r~g22!D 21F ]2w

]x ]t
1

1

2

]

]x S ]w

]x D 2

1a~ t !G .
~24!

Substituting Eq.~24! into Eq. ~22! we obtain

]2w

]t2 1
1

2

]

]t S ]w

]x D 2

52F ]2w

]x ]t
1

1

2

]

]x S ]w

]x D 2

1a~ t !G ]w

]x

1
gp0

r0
gr 2 r~g21!

]

]x S r 2
]w

]x D
2

da

dt
x1

d

r 2

]2
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]x D . ~25!

Using Eq.~16! we present Eq.~25! in the form
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]
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]x D . ~26!

Propagation speedc2 is eliminated from Eq.~26! by Eq.~19!
to yield

c25c0
22~g21!F]w

]t
1

1

2 S ]w

]x D 2

1a~ t !xG . ~27!

Again, the dissipative term is dropped. After substituting Eq.
~27! into Eq. ~26! we obtain

c0
2

r 2

]

]x S r 2
]w

]x D2
]2w

]t2 1
d

r 2

]2

]t ]x S r 2
]w

]x D
5

da

dt
x1a~ t !

]w

]x
1

g21

r 2 a~ t !x
]

]x S r 2
]w

]x D
12

]2w

]x ]t

]w

]x
1

g21

r 2

]w

]t

]
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]
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]x D 2 ]
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]x D . ~28!
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Equation~28! describes the nonlinear standing waves in
the resonator of axisymmetric, but otherwise arbitrary shape.
The resonator shape is given by the functionr 5r (x). Oscil-
lation of the entire resonator is characterized by the accelera-
tion a(t). The approximations used in the derivation are that
the acoustic attenuation is small so that the nonlinear terms
with dissipation are dropped, and that the coefficients of vis-
cosity are constant. During the derivation, energy dissipation
in the volume is taken into account. Although the energy
losses in the boundary layer are not considered here, they are
taken into account by an effective absorption coefficient
whose value is greater than the volume dissipation. It is in-
teresting to note that for a perfect gas the dynamic equations
are reduced to the single equation for the velocity potential.
The equation includes only quadratic and cubic nonlinear
terms in spite of the fact that one of the original equations,
Eq. ~12!, has the nonlinearity asrg.

For a(t)50 and for an ideal gas without losses,d50,
Eq. ~28! takes the form

c0
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r 2

]

]x S r 2
]w

]x D2
]2w
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]w
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]
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]x S ]w

]x D 3

1
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2r 2 S ]w

]x D 2 ]

]x S r 2
]w

]x D . ~29!

Equation ~29! is the exact equation for the axisymmetric
resonator of an arbitrary shape filled with a lossless perfect
gas.

For the resonator of constant radius Eq.~29! is reduced
to

c0
2 ]2w

]x22
]2w

]t2 52
]2w

]x ]t

]w

]x
1~g21!

]w
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]x S ]w
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1
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2 S ]w

]x D 2 ]2w

]x2 .

~30!

Equation~30! coincides with Eq.~26! in Chapter 3 ofModel
Equationsby Hamilton and Morfey.13

II. PREPARATION FOR NUMERICAL CALCULATIONS

Since the problem is solved numerically, some transfor-
mations are required to introduce dimensionless variables, to
reduce the order of Eq.~28!, and to replace the time domain
equations with spectral ones.

A. Dimensionless variables

For numerical purposes it is better to write Eq.~28! in
dimensionless form. The dimensionless variables are

X5
x

l
, T5vt, R5

r

l
, A5

a

lv0
2 , F5

w

l 2v0
,

~31!

where l is the length of the resonator,v is the angular fre-
quency of the periodic force that shakes the resonator, and

v0 is the frequency of the lowest mode of a cylindrical reso-
nator of lengthl. The frequencyv0 is equal to

v05
pc0

l
. ~32!

In the dimensionless variables Eq.~28! takes the form

1

p2R2

]
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]

]X S R2
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]X D
12V
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~g21!V
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]
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]X D
1

1

3

]

]X S ]F

]X D 3

1
g21

2R2 S ]F

]X D 2 ]

]X S R2
]F

]X D . ~33!

Here the new notations,V andG, are introduced

V5
v

v0
, G5

pdv0

c0
2 . ~34!

In numerical calculations the different dimensionless attenu-
ation coefficientG1 has been taken

G15GV0 . ~35!

Here, V0 is a frequency in the middle of the narrow fre-
quency interval we work with. As a rule, it is a resonance
frequency. The valueG1 makes physical sense, it is equal to

G15
l

L
, ~36!

wherel is the wavelength that corresponds to the resonance
frequency, andL is the attenuation length which is reciprocal
to the attenuation coefficienta for the same frequency

L5
1

a
, a5

dv2

2c0
3 . ~37!

B. New variables

To reduce Eq.~33! to a set of differential equations that
would contain only the first derivatives with respect toX, a
new variable is introduced

V5R2
]F

]X
. ~38!

Multiplying all terms of Eq.~33! by R2 and performing some
transformations we obtain the set of two equations

1

p2

]V

]X
2V2R2

]2F

]T2 1
GV

p3

]2V

]T ]X

5V
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dT
XR21AV1~g21!AX

]V

]X
1

V
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]V2

]T

1~g21!V
]F

]T

]V

]X
1

g11

2R4 V2
]V

]X
2

2

R5

dR

dX
V3,

~39!
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and

]F

]X
5

V

R2 . ~40!

Equations~39! and ~40! should be transformed to frequency
domain.

C. Frequency domain equations

The acceleration is assumed to be periodic and can be
presented in the form

A5 (
k52N

N

Ake
ikT. ~41!

Here Ak are the complex amplitudes of harmonic compo-
nents of the acceleration, andA2k5Ak* , whereAk* are com-
plex conjugates toAk .

The periodic solutions of Eqs.~39! and ~40! are

V5 (
k52N

N

Vke
ikT, ~42!

F5 (
k52N

N

Fke
ikT. ~43!

Here,Vk are the complex amplitudes of the harmonic com-
ponents of the functionV, V2k5Vk* , where the functions
Vk* are complex conjugates, andV05Vdc is the dc compo-
nent of the functionV. The functionsFk are the complex
amplitudes of the harmonic components of the velocity po-
tential wave. The functionsF2k are equal toFk* where the
functions Fk* are complex conjugates. The functionF0

5Fdc is the dc component of the velocity potential.N is the
number of harmonics included. Both functionsVdc andFdc

are real. All of the complex amplitudesVk andFk as well as
real functionsVdc and Fdc depend only onX. So Eqs.~39!
and ~40! are replaced by ordinary differential equations for
the complex amplitudes of the harmonic components. The
equations for thek component are

1

p2

dVk

dX
1k2V2R2Fk1

ikGV

p3

dVk

dX

5 ikVR2XAk1
ikV

R2 @V2#k

1 (
l 52N1k

N H Ak2 lVl1~g21!XAk2 l

dVl

dX

1 i ~k2 l !~g21!VFk2 l

dVl

dX J
1 (

l 52N

N H g11

2R4 @V2#k2 l

dVl

dX
2

2

R5

dR

dX
@V2#k2 lVl J ,

~44!

dFk

dX
5

Vk

R2 . ~45!

The indexk varies from 0 toN, and the term@V2#k is

@V2#k5 (
l 52N1k

N

Vk2 lVl , ~46!

where the indexk takes values from 0 to 2N. Equation~44!
in matrix form is

Dkl

dVl

dX
5Fk . ~47!

As follows from Eq.~44!, the matrixDkl and the functionFk

are equal

Dkl5S 1

p2 1
ikGV

p3 D dkl1Dk2 l8 , ~48!

Fk52k2V2R2Fk1 ikVR2XAk1
ikV

R2 @V2#k

1 (
l 52N1k

N

$Ak2 lVl%2
2

R5

dR

dX (
l 52N

N

$@V2#k2 lVl%,

~49!

wheredkl is the Kronecker delta function, andDm8 is

Dm8 52~g21!XAm2 im~g21!VFm2
g11

2R4 @V2#m .

~50!

Note that

D2m8 5~Dm8 !* , F2k5Fk* . ~51!

Equations~47! and ~45! are integrated numerically.

D. Algorithm for numerical calculation

First the derivativesdV/dX are expressed from Eq.~47!
as

dVl

dX
5Sl~Vk ,Fk ,X!. ~52!

Here,Sl are functions that are obtained from the solution of
Eqs. ~47!. The functionsSl can be calculated analytically
because Eqs.~47! are the linear equations with respect to
dV/dX, but we calculate them numerically.

Putting together Eqs.~52! and ~45! we have a set of
(4N11) coupled first order ordinary differential equations
in real variables. These equations can be solved with a
Runge–Kutta method. The boundary conditions are given at
X50 andX51 ~i.e., on the ends of the resonator!. There are
(4N11) equations for the boundary conditions. They are

Vk50, Vdc50, at X50, ~53!

Vk50, at X51. ~54!

The conditionVdc50 at X51 is satisfied automatically if
Eqs.~53! are true, and the mass conservation law is satisfied.

In this particular case the fifth-order Runge–Kutta for-
mulas with adaptive stepsize control14 are applied to the two-
point boundary value problem with (2N11) known func-
tions atX50 and 2N given functions atX51.
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When the functionsVk andFk are obtained, any acous-
tical variable of interest may be calculated. In particular, the
pressure and density in the resonator are evaluated with the
following equations:

P

P0
5F12~g21!p2S V

]F

]T
1

1

2R4 V21AX

2
G

p3R2

]V

]XD Gg/~g21!

, ~55!

r

r0
5F12~g21!p2S V

]F

]T
1

1

2R4 V21AX

2
G

p3R2

]V

]XD G1/~g21!

. ~56!

A Fourier transform of the functionP(T,X) given by
Eq. ~55! yields the amplitudes of the harmonic components
of the pressure for a certain fixed valueX.

III. NUMERICAL RESULTS

Numerical results are presented for three resonators: a
cylinder, a cone, and a bulb. The acceleration is assumed to
be harmonic. So there is only one harmonic component in
the acceleration that is given by the following equation:

A~T!5Ã cosT. ~57!

The coefficientsAk in Eq. ~41! are

A15Ã/2, Ak50 for k.1. ~58!

In calculations, different values ofg have been taken:g
51.4, g51.2, g51.15, andg51.1.

A. Cylindrical resonator

The frequency response of the cylindrical resonator to
the periodic acceleration is shown in Fig. 1. The acceleration
of the resonator is relatively small,Ã5131024, so that we
operate in the linear region. The cylindrical resonator is a
consonant resonator: all the resonance frequencies are inte-
ger multiples of the fundamental frequency; i.e., the modes
of a cylindrical resonator are equidistant. Note that only odd
modes are excited while the even modes are not. For a cyl-

inder, the entire resonator drive can only deliver power when
the dynamic pressures at the two opposite ends are out of
phase.

Changes of the shape of the pressure wave in a cylindri-
cal resonator are very strong near the resonance frequency
(V51). Several waveforms calculated atX50 for Ã55
31024 are shown in Fig. 2. The upper three plots~a!, ~b!,
and ~c! display pressure wave shapes below resonance. The
fourth plot ~d! corresponds to the resonance frequencyV
51. The lower three plots~e!, ~f!, and ~g! demonstrate the
waveform above resonance. The dimensionless attenuation
coefficient isG15131022. This value of the attenuation
coefficient is chosen in order to obtain aQ-factor that is
close to the value of theQ-factor of the cylindrical resonator
measured by experiment.1 TheQ-factor is expressed through
the attenuation coefficient as

Q5
p

G1
. ~59!

FIG. 1. Response of the cylindrical resonator to the periodic external force
that drives the entire resonator with the acceleration amplitudeÃ51
31024. HereN53, G15131022, andg51.2.

FIG. 2. The wave shapes of the pressure wave near the resonance frequency
in the cylindrical resonator: the top three shapes are before resonance:V
50.970 ~a!, V50.975 ~b!, andV50.980 ~c!, the fourth waveform corre-
sponds to the resonance frequencyV51.0 ~d!, and the lower three shapes
are after resonance:V51.020 ~e!, V51.025 ~f!, and V51.030 ~g!. Here
Ã5531024, N520, G151•1022, g51.2.
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The evolution of the waveform shapes agree well with
the prediction by Chester5 and the measurements by
Cruikshank6 and MacroSonix.1 At low frequencies the cusps
appear at the bottom part of the waveform, while for high
frequencies cusps appear at the top. In the calculation 20
harmonics are taken into account.

Figure 3 shows the dependence of the amplitudes of the
first three harmonics@curves~a!, ~b!, and ~c!# and dc com-
ponent@curve~d!# on the external force frequency. Here the
acceleration isÃ5531024, and the amplitudes are calcu-
lated atX50. The dc component is very small.

When the acceleration is increased, the amplitudes of all
harmonic components are getting larger, but the resonance
curves are getting broader. The intense harmonic generation
at the high amplitude introduces additional attenuation that
results in a decreasing ‘‘Q-factor.’’ This can be seen in Fig.
4, where the resonance curve of the fundamental pressure
wave is shown for different amplitudes of the acceleration:
Ã5531024 @curve ~a!#, Ã52.531024 @curve ~b!#, and Ã
5131024 @curve~c!#. From the calculations it is also obvi-
ous that there is no significant resonance frequency shift
~softening or hardening behavior! noticeable with increasing

amplitude: the resonance curve is not skewed; it remains
symmetric, and the maximum response is always obtained at
V51. A similar behavior is obtained for the second and
third harmonic, where no hardening or softening is observed.
Cruikshank6 presents evidence of a fairly small hard spring
behavior for oscillations in a tube excited by a piston. Cop-
pens and Sanders show that the response of the second and
third harmonic increases slightly~on the order of 0.2%! with
amplitude. In both cases, it is possible that this is caused by
the difference in excitation mechanism, i.e., single piston
motion in Cruikshank’s and Coppens and Sanders’ experi-
ment versus entire resonator driving in this model. However,
the small increase in resonance frequency observed by
Cruikshank and Coppens and Sanders could also be ex-
plained by an increase in ambient temperature of the gas
inside the tube caused by a higher energy dissipation at
higher drive amplitudes. The increase in ambient tempera-
ture inside the tube raises the speed of sound at the rate of
0.17% per deg Celsius increase for a 20 deg Celsius tube. In
the experiments performed by MacroSonix,1 no significant
hardening or softening is observed, in agreement with the
results reported here.

Pressure distributions along the cylindrical resonator
axis for Ã5531024 andV51 are plotted in Fig. 5 for the
fundamental component~a!, the second harmonic~b!, and
third harmonic amplitudes~c!, as well as for the dc compo-
nent ~d!.

FIG. 3. Frequency response of the pressure amplitudes of the fundamental
~curve a!, second~curve b!, and third~curve c! harmonic components, as
well as the dc component~curve d! in the cylindrical resonator. HereÃ
5531024, N510, G15131022, g51.2.

FIG. 4. Frequency response of the fundamental pressure wave in the cylin-
drical resonator for different acceleration amplitudes:Ã5531024 ~curve
a!, Ã52.531024 ~curve b!, and Ã5131024 ~curve c!. Here N510, G1

5131022, g51.2.

FIG. 5. Amplitude distributions of the fundamental pressure wave~a!, the
second~b!, and third harmonics~c!, as well as the dc component~d! along
the cylindrical resonator axis. HereÃ5531024, N510, G15131022, g
51.2.
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B. Conical resonator

The geometry of the conical resonator is

r ~x!50.005610.2680•x, for 0<x<0.17 m, ~60!

wherer is the radius in meters andx is the coordinate along
the resonator axis.

The frequency response of the conical resonator to the
periodic acceleration is shown in Fig. 6. Again, the accelera-
tion of the resonator is small,Ã5131024, so that this
closely approximates the linear case. The conical resonator is
an example of a dissonant resonator. As seen in Fig. 6, the
higher resonance frequencies are not integer multiples of the
fundamental frequency.

For high amplitudes of oscillation, for example, when
Ã5531024, hysteresis takes place in the conical resonator.
Figure 7 displays the dependence of the fundamental pres-
sure wave amplitude@curves~a!# and the second harmonic
@curves ~b!# on the frequency: the upper branches are ob-
tained when frequency increases~sweep up!, and lower
curves correspond to decreasing frequency~sweep down!.
There are some frequencies whereP1 and P2 are double
valued. The conical resonator behaves as a hard spring, the
resonance frequency increases with increasing amplitude.
The hardening behavior is very pronounced, and it is very
different from that of the cylindrical resonator.

In Fig. 8 the dependence of the fundamental wave am-
plitude on frequency is shown for three different amplitudes
of the acceleration of the conical resonator. There is no hys-
teresis forÃ5131024 @curve~a!#. WhenÃ52.531024 the
resonance curve is skewed to the right but the upper and the
lower branches are not overlapped@curves ~b!#. For Ã55
31024, a multi-valued function is obtained@curves~c!#.

Figure 9 shows the pressure waveform atX50 for Ã
5531024 and for the frequencyV51.325, at which the
maximum pressure response is obtained for the sweep up
calculation. The waveform does not resemble a sawtooth
shape at all, and has a smooth signal that does not contain
any shocks. The waveform has a broad bottom part and a
peaked top. The peak pressure is about 3.2 and the minimum
pressure is about 0.5, so that a pressure ratio of 6.4 is
achieved. This is more than five times the pressure ratio ob-
tained in the cylindrical resonator~see Fig. 2!, where the
peak pressure is 1.1, the minimum pressure is 0.9, and the
pressure ratio is 1.22.

The pressure distributions along the conical resonator
are shown in Fig. 10 for the amplitudes of the first three
harmonic components@~a!, ~b!, ~c!# and the dc pressure~d!.
The parameters areÃ5531024, V51.325.

FIG. 6. Response of the conical resonator to the periodical external force
that drives the entire resonator with the acceleration amplitudeÃ51
31024. HereN53, G15131022, g51.2.

FIG. 7. Frequency responses of the pressure amplitudes of the fundamental
~curves a! and second~curves b! harmonic components in the conical reso-
nator. HereÃ5531024, N510, G15131022, g51.2.

FIG. 8. Frequency responses of the fundamental pressure wave in the coni-
cal resonator for different acceleration amplitudes:Ã5131024 ~curve a!,
Ã52.531024 ~curves b!, and Ã5531024 ~curves c!. Here N510, G1

5131022, g51.2.

FIG. 9. The wave shape of the pressure wave at frequencyV51.325 in the
conical resonator. HereÃ5531024, N510, G15131022, g51.2.
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For the calculation of the conical resonator ten harmon-
ics are taken into account, and the attenuation coefficient is
G15131022 which gives the ‘‘Q-factor’’ that is close to
the value measured by experiment.

From Fig. 10 it is seen that the pressure amplitude of the
fundamental component at the throat, the narrow end of the
resonator atX50, is about five times higher than the pres-
sure at the mouth, the wide end atX51. For the conical
resonator the dc pressure amplitude at the throat is much
bigger than for the cylinder, a dc pressure value of 0.18
versus 0.002.

From Fig. 10, one sees that at the narrow end the am-
plitude of the fundamental wave isP1 /P050.99, the second
harmonic isP2 /P050.48, and the third isP3 /P050.26. It is
interesting to note that high amplitudes of the fundamental
wave and harmonics can be achieved without the presence of
a shock in the waveform.

C. Bulb resonator

In this section, the strong influence of the resonator
shape on the acoustical field inside the resonator is demon-
strated. As shown in Fig. 11, two very similar resonators are
considered: both of them are bulbs, one has a flare at the
narrow end, as seen in Fig. 11~a!, and the second one in Fig.
11~b! has no flare. Frequency responses of both resonators
are shown in Fig. 12, where~a! corresponds to the bulb with
a flare, and~b! to the bulb without a flare. The resonator with
a flare has a slightly lower fundamental resonance frequency,
but a significantly lower second and third resonance fre-

quency. The hysteresis effects are different for the resona-
tors. Both of these resonators display a softening behavior,
i.e., the fundamental resonance frequency decreases with in-
creasing amplitude, but for the bulb with the flare a very
pronounced hysteresis is apparent, while for the resonator
without a flare no hysteresis is present. The softening behav-
ior for the resonator with a flare is shown in Fig. 13 for three
values of the acceleration: there is no hysteresis forÃ

FIG. 10. Amplitude distributions of the fundamental pressure wave~a!, the
second~b!, and third harmonic~c!, as well as the dc component~d! along
the conical resonator axis. HereÃ5531024, V51.325, N510, G151
31022, g51.2.

FIG. 11. Two bulb resonators: the bulb with a flare~a! and the bulb without
a flare~b!.

FIG. 12. Responses of two bulb resonators with the flare~a! and without
flare ~b! to the periodical external force that drives each of them with the
acceleration amplitudeÃ50.531024. Here N53, G150.531022, g
51.2.
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50.2531024 @curve ~a!#, but the swept up and swept down
branches are overlapped forÃ50.531024 @curves~b!# and
for Ã5131024 @curves~c!#.

It is necessary to emphasize that any axisymmetric ge-
ometry can be considered in this model. Besides a cylinder, a
cone, and two bulbs we have modeled a horn, a horn cone,
and another bulb. Dissonance characterizes all resonators we
considered except the cylinder, and results in a phase mis-
matching between the harmonic components that prevents
shock formation.

D. Comparison with experiment

The numerical results obtained with the model are in
good agreement with measurements done at MacroSonix1

and with results known from the literature.6,7 A detailed
quantitative comparison of experimental results with theoret-
ical predictions is beyond the scope of this paper. Qualita-
tively, the model describes all phenomena observed in the
experiments: resonance frequency shift, hysteresis, and
waveform distortion.

As measurements and calculations show, the resonance
frequency shift depends not only on the amplitude of oscil-
lations but very strongly on the resonator shape. The resona-
tor shape determines the sign of the frequency shift which
results in a hardening~increase of the resonance frequency!
or softening~decrease of the resonance frequency! behavior.
Measurements conducted at MacroSonix1 showed the same
hardening behavior for the conical resonator and the soften-
ing behavior for the bulb resonator. For the cylinder, the
calculations showed no significant hardening or softening
and again this is confirmed by measurements.

The waveform distortion calculated with the model is
very similar to that measured. As an example, Fig. 14 dem-
onstrates a measured wave shape~solid line! and a calculated
wave shape~dashed line! for the conical resonator. The
waveform predicted by the model is in very good agreement
with the measurement. In Table I the values of the funda-
mental, second, and third harmonic amplitudes are shown for
the predicted and the measured waveforms.

IV. CONCLUSIONS

A one-dimensional mathematical model and a numerical
code have been developed for the analysis of nonlinear
standing waves in axisymmetric resonators. The model equa-
tion is derived from the fundamental gas dynamics equations
for an ideal gas. Total nonlinearity of the gas and gasdy-
namic equations, volume attenuation due to viscosity, entire
resonator driving, and dependence of the radius on the coor-
dinate along the resonator are included in the model equa-
tion. The model equation is solved numerically in the fre-
quency domain.

Results are presented for a cylindrical, a conical, and a
bulb resonator. For the cylinder the results agree well with
measurements done at MacroSonix and with predictions and
measurements reported in the literature. For moderate to high
shaking amplitudes, a shock is formed in the cylinder, and
the pressure ratio, ratio of peak pressure to minimum pres-
sure, that can be obtained is very limited. No significant
hardening or softening behavior of the cylindrical resonator
is observed.

The conical and bulb resonators reveal a different be-
havior compared to the cylinder. Because of dissonance, har-
monic generation is inefficient. Therefore, shock waves are
not formed and significant pressure ratios can be achieved.
The high pressure ratios and shock-free waveforms create the
potential for new applications such as acoustic compressors,
pumps, and others. The results of the conical resonator also
indicate a very strong hardening behavior while the bulb
demonstrates a softening one. At high shaking amplitudes
the resonance curves of both cavities are characterized by
hysteresis.

Finally, the one-dimensional model presented here can
be used as a tool in the design of resonators to create high

FIG. 13. Frequency responses of the fundamental pressure wave in the bulb
with a flare for different acceleration amplitudes:Ã50.2531024 ~curve a!,
Ã50.531024 ~curves b!, and Ã5131024 ~curves c!. Here N510, G1

50.531022, g51.2.

FIG. 14. Comparison of the measured wave shape~the solid line! with the
theoretical prediction~the dash line! for the conical resonator. The param-
eters areÃ52.8531024, V51.31,N510, G15131022, g51.1.

TABLE I. Comparison between predicted and measured values of funda-
mental, second, and third harmonic component amplitudes in a conical reso-
nator.

P1 /P0 P2 /P1 P3 /P1

Model 0.62 0.31 0.11
Experiment 0.62 0.30 0.09
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Ultrasound induced cavitation and sonochemical yields
Cuiling Gong and Douglas P. Hart
Massachusetts Institute of Technology, Department of Mechanical Engineering, Cambridge,
Massachusetts 02139-4307

~Received 6 August 1997; revised 13 August 1998; accepted 18 August 1998!

The introduction of a strong acoustic field to an aqueous solution results in the generation of
cavitation microbubbles. The growth and collapse of these microbubbles focuses and transfers
energy from the macroscale~acoustic wave! to the microscale~vapor inside the bubbles! producing
extremely high localized pressures and temperatures. This unique energy focusing process generates
highly reactive free radicals that have been observed to significantly enhance chemical processing.
This paper presents a model that combines the dynamics of bubble collapse with the chemical
kinetics of a single cavitation event. The effects on sonochemical yields and bubble dynamics of gas
composition and heat transfer are assessed and compared with previous theoretical and experimental
studies. Results from this model are used to explain unusual experimentally observed sonochemical
phenomena. ©1998 Acoustical Society of America.@S0001-4966~98!06611-9#

PACS numbers: 43.25.Yw@MAB #

LIST OF SYMBOLS

Ck molar concentration
hk enthalpy of speciesk per unit mass
k(T) 5ATb exp(E/RT) reaction-rate constant
K thermal conductivity
Pb pressure within the bubble
P` pressure at the infinity
R bubble radius
T temperature
v velocity of the bubble wall
V volume of a bubble
W mean molecular weight of all species

Yk species mass fraction
dr thermal boundary layer thickness
m fluid viscosity
r mean density of all species
r1 fluid density
R universal gas constant
s coefficient of surface tension
v̇k molar rate of formation due to chemical reaction, in

mole/~volume time!
nk stoichiometric coefficient in reactions
Rr chemical reaction rate in moles/~volume time!

INTRODUCTION

Ultrasound enhances chemical reactions in a solution
through the generation of cavitation microbubbles. The
growth and collapse of these microbubbles results in the
transfer and focusing of energy from the macroscale motion
of the acoustic transducer to the microscale vapor inside the
bubbles. During collapse, extremely high pressures on the
order of hundreds of atmospheres and extremely high tem-
peratures on the order of thousands of degrees Kelvin are
locally generated. Consequently, highly reactive free radicals
are produced. This unique energy focusing mechanism pro-
vides a means of reacting compounds in an aqueous solution.
The applications of this technology range from degradation
of environmental pollutants to drug synthesis for medical
treatment.

Sonochemistry, the chemistry associated with ultra-
sound, is governed by parameters that include amplitude and
frequency of an applied sound field, temperature, surface ten-
sion, vapor pressure, gas content, and nuclei density of the
solution, as well as vessel and probe geometry.1 The close
coupling of these parameters as well as the small size and
high oscillation frequency of the microbubbles, and the low
species concentration inside any single bubble make experi-
mental and theoretical investigations of sonochemistry ex-

tremely difficult. Nonetheless, there have been a number of
investigations from various perspectives each providing use-
ful insight into this fascinating phenomenon.

The dynamics of cavitation bubbles in the absence of
chemical reactions has been extensively investigated largely
because of its importance to ship propulsion and hydraulic
pumping. Rayleigh and later Plesset studied the dynamics of
a single cavitation bubble leading to the well-known
Rayleigh–Plesset equation.2,3 Gaitan et al., using a unique
laser scattering technique, experimentally investigated the
behavior of single bubbles pulsating in a 23.3-kHz,61.22-
atm acoustic field.4 Matsumoto and Takemura studied ther-
mal conduction, vapor condensation, and diffusion of non-
condensable gas on bubble motion.5

Except for a few pioneering researchers, the chemical
kinetics of cavitating bubbles, until recently, has received
little attention. Anbar and Pecht investigated the location of
the sonochemical formation of hydrogen peroxide and found
that H2O2 is produced in the bubble vapor phase and not in
the liquid phase.6 Hart and Henglein conducted extensive
experiments of the production rate of H2O2 when water is
sonicated under various gas mixtures.7,8 Suslicket al. inves-
tigated the application of sonochemistry in numerous com-
mercial processes and found that either better quality of the
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products was achieved or simpler experimental conditions
were required when ultrasound was introduced.9–11 In addi-
tion, Suslick, along with Flint, analyzed the sonolumines-
cence spectrum from silicone oil and estimated the effective
cavitation temperature to be approximately 5000 K.12

Several recent studies have attempted to explain the in-
teractions between bubble motion and chemical kinetics. Ar-
guably, the most insightful and certainly the most extensive
of these studies is the one by Kamathet al.13 Using a com-
prehensive thermal model, they estimate the production of
radicals resulting from the dissociation of water vapor in an
oscillating argon bubble. They conclude that the bubble ra-
dius and heat transfer between the bubble and the liquid are
critical parameters for sonochemical yields. Despite the de-
tail of this model, it does not directly couple the dynamics of
the bubble with the chemical reactions that take place in the
vapor phase. Consequently, the effects of chemical reactions
on the temperature field of the bubble are not taken into
account. More significant is the assumption of constant gas
properties made in this model. The enthalpy, entropy, and
specific heat of bubble gas contents vary significantly with
temperature and must be accurately modeled to predict
sonochemical behavior.

This paper presents a model that directly couples chemi-
cal kinetics occurring in a cavitation bubble with the bubble
dynamics. By combining the extensive chemical kinetics
programCHEMKIN-II , developed at Sandia National Labora-
tory, with a detailed bubble dynamic model, the effect of
parameters such as dissolved gas content, initial bubble ra-
dius, acoustic pressure, and acoustic frequency on bubble
vapor chemistry can be systematically investigated. Results
from this model are compared with results from the model of
Kamathet al. and experimental results obtained by Hart and
Henglein. Such a model provides a means of investigating
the chemical kinetics that takes place at each stage of the
bubble collapse process elucidating the mechanics of unusual
sonochemical phenomena and helping to resolve fundamen-
tal scaling relationships.

I. MODEL

The model presented herein is derived from the conser-
vation of species, momentum, and energy. It assumes a
single spherical bubble immersed in an unbound liquid, as
shown in Fig. 1~a!. The dynamic behavior of the bubble wall

can be obtained from the equations for the conservation of
mass,

4pR2u~R,t !54pr 2u~r ,t !, ~1!

and the conservation of momentum,
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Substituting Eq.~1! into Eq. ~2! and applying the relationv
5u(R,t)5dR/dt before integrating in ther direction fromR
to infinity, the equation

R
dv
dt

1
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2
v25

1

r l
~PR2P`! ~3!

is obtained. At the bubble wall, as shown in Fig. 1~b!, the
force balance provides a connection between the internal
bubble pressure and the pressure immediately outside the
bubble,

PR5Pb2
2s

R
2

4mv
R

. ~4!

Substituting this expression forPR into Eq. ~3!, the well-
known Rayleigh–Plesset equation that describes the dynam-
ics of bubble motion is obtained,2,3

R
dv
dt
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2
v2. ~5!

The coupling of the Rayleigh–Plesset equation with chemi-
cal kinetics is accomplished by accounting for the conserva-
tion of energy and chemical species in the vapor phase of the
bubble. The equation governing the conservation of species
is

dYk

dt
5

v̇k•Wk

r
~6!

and the energy equation, allowing heat conduction between
the bubble and the solution neglecting viscous dissipation of
gases inside the bubble, can be written as

r
dh

dt
2

dPb

dt
5“~K–“T!. ~7!

Note thath5(Ykhk and the enthalpy of each component
hk5Dhf ,k

0 1*T0

T Cp,k dT. Carrying out the derivatives of

each component ofh with respect to time, Eq.~7! becomes

dPb

dt
5rS (

k
hk

dYk

dt
1 c̄p

dT

dt D 2K
DT

~dr !2 , ~8!

where c̄p5(YkCp,k and DT is the temperature difference
between the bulk solution and the bubble. The important
feature of Eq.~8! is that the bulk temperature and pressure of
the bubble as well as properties of each individual species
inside the bubble are present in the same equation. Since the
bulk bubble temperature and pressure are directly related to
the bubble dynamic behavior, and the production of species
is directly related to the chemical kinetics, Eq.~8! provides a
direct coupling between bubble dynamics and chemical ki-
netics. Note that the heat conduction term in Eq.~7! has been
linearized in Eq.~8! based on a thermal boundary layer of

FIG. 1. ~a! Sketch for bubble modeling.~b! Boundary conditions at the
bubble wall.
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thicknessdr . This linearization greatly simplifies calcula-
tions, eliminating the need to accurately model species trans-
port within the bubble. The thermal boundary layer thick-
ness,dr , is based on results from the model of Kamathet al.
and is typically 20% of the bubble radius.

The gas inside the bubble is treated as an ideal gas as the
partial pressure of vapor, in general, is very small. Thus the
corresponding state equation is

PbV5mRT/W. ~9!

Differentiation of the state equation with respect to time pro-
vides yet another coupling relation between bubble dynamics
and the chemical kinetics occurring in the vapor phase,

dT

dt
52WTS (
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1

Wk

dYk

dt D
1

4pR2W

mR
S R

3

dPb

dt
1Pb

dR

dt D . ~10!

The time derivative of temperature can be obtained by elimi-
nating the time derivative of pressure term from Eq.~8! and
Eq. ~10!,
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dt
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Detailed chemical kinetics is required to model the variation
of the mass fraction of each species. Even for the simplest
sonochemical system, sonication of a pure water solution
under argon gas, the kinetics are exceedingly complicated. A
total of 21 elementary, independent, reversible reactions and
8 species are necessary to accurately compute the reaction
rates and the rate of formation of all species under a wide
range of temperature and pressure variation. All 21 reaction
mechanisms are taken into account in the present model. The
species involved in each or the reactions are stable species:
H2, O2, H2O; radicals: O, H, OH; and metastable species:
HO2, H2O2. Five chain reactions of radicals among the 21
mechanisms are listed here as examples:

H2O1M⇔H–1OH–1M, ~12!

H–1H–1M⇔H21M, ~13!

OH–1OH–1M⇔H2O21M, ~14!

H2O21O–⇔OH–1HO2
– , ~15!

H2O1OH–⇔H2O21H–, ~16!

whereM is the third body which plays an important role in
the reactions supplying the energy required for dissociation
or absorbing the energy released by recombination. For a
general reaction withA andB being the reactants andC and
D the products,

nAA1nBB→nCC1nDD, ~17!

the reaction rate is

Rr5k~T!CA
nACB

nB, ~18!

whereCA andCB are the molar concentrations of reactantsA
and B. The reaction rate constantk(T) in the temperature
dependent Arrhenius form is

k~T!5ATb expS 2
E

RTD , ~19!

whereA is the frequency factor which accounts for the frac-
tion of colliding molecules having the necessary orientation
for the reaction to proceed,b is a generalized temperature
exponent, andE is the activation energy required for the
reaction to proceed. The relation betweenv̇k in Eq. ~6! and
Rr is v̇k5nkRr . The rate coefficientsA, b, and E for the
hydrogen–oxygen reactions, developed by Konnov,14 are
used in the present model.

The dynamics of a collapsing bubble in pure water and
the resulting sonochemical yields were predicted by solving
Eqs. ~5!, ~6!, ~8!, ~11!, and v5dR/dt simultaneously. The
system constitutesK14 ordinary differential equations and
the K14 unknowns are bubble radiusR, bubble wall veloc-
ity v, bubble temperatureTb , pressurePb , andK mass frac-
tions of speciesYk . CHEMKIN-II , a FORTRAN chemical ki-
netics package developed at Sandia National Laboratories,15

was incorporated with the bubble dynamic model for the
analysis of gas-phase chemical kinetics.CHEMKIN-II , interact-
ing with its Thermodynamic Database,16 provides the ther-
modynamic properties and chemical production rates for all
the species and reaction schemes. A variable-coefficient or-
dinary differential equation~ODE! solver based onEPISODE

and EPISODEB17,18 package, which can handle both stiff or
nonstiff systems of first order ODEs, was used to solve the
governing equations.

Several approximations are made in the current model:
~1! Bubbles remain spherically symmetric. The as-

sumption of spherical bubble collapse is widely used because
of its simplicity. This assumption breaks down when the
bubble collapse becomes unstable from excessive driving
pressure or from an asymmetry in the surrounding region
such as a wall or another bubble in close proximity. It is
believed that surface tension forces on small bubbles main-
tain their sphericity at moderate driving pressures. At high
driving pressures such as typically used when sonolumines-
cence is observed, the spherical collapse assumption is under
contention. Sonochemistry has been observed at driving
pressures far below that of sonoluminescence, and thus the
assumption of spherical bubble collapse is believed to be
generally applicable as far as it accurately represents the con-
dition in which vapor chemistry occurs.

~2! The thermodynamic properties of species vary
with temperature following polynomial fits of data avail-
able between 300 K and 5000 K.The thermodynamic da-
tabase provided by Sandia National Laboratory is between
300 K and 5000 K and polynomial fitting curves for thermo-
dynamic properties are made within this temperature range.
When the bubble temperature is above 5000 K, the same
polynomial fitting relations are extended as an approxima-
tion. Although temperatures can reach above 5000 K in some
applications, almost all reactions take place at lower tem-
peratures due to the nonlinearity of bubble collapse. Conse-

2677 2677J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 C. Gong and D. P. Hart: Ultrasound induced cavitation



quently, inaccuracies resulting from errors in data interpola-
tion are expected to be small.

~3! No mass transfer between the bubble and the sur-
rounding fluid. As shown by Matsumoto and Takemura
evaporation/condensation of vapor and diffusion of noncon-
densable gas have significant effects on bubble motion.5 Un-
doubtedly, it will also have a significant effect on bubble
chemistry. These effects, however, occur over multiple
cycles of oscillation altering the size of the bubble and
changing the internal composition of the vapor. Little is
known about the accuracy of existing mass transfer models.
To separate the physics of mass transfer from the fundamen-
tal physics of bubble chemistry occurring in a few oscillation
cycles, the current model takes, as input, bubble vapor com-
position and neglects mass transfer during bubble expansion
and collapse. Deviations from initial vapor composition are
assumed to be small within a few bubble oscillation cycles.
This is consistent with Matsumoto and Takemura’s analysis.

~4! Uniform pressure inside the bubble.The assump-
tion of spatial uniform pressure inside the bubble is valid as
long as the velocity of the bubble wall is below the speed of
sound in the vapor–gas mixture.

~5! Thermal conduction occurs through a thin ther-
mal boundary layer between the bubble and the solution.
The assumption that the thermal boundary layer within an
oscillating bubble is localized to a thin layer is justified by
Fujikawa and Akamatzu.19 Studies done by Kamathet al.13

also show that the temperature profile in the vapor phase of
the bubble is roughly uniform except for a strong thermal
boundary layer at the wall. Such an assumption has a mini-
mal effect on the results. In order to reduce computational
intensity, the current model predicts heat transfer through the
bubble wall based on a linear approximation of the shape of
the temperature profile predicted by Kamathet al. This ap-
proximation greatly simplifies the chemical kinetics calcula-
tions and eliminates the need to account for species convec-
tion and diffusion within the bubble.

II. RESULTS

A. Bubble dynamics

The current model was used to predict the bubble dy-
namic behavior of a single bubble in water sonicated at a
frequency of 21 kHz and magnitude of 0.93 atm. The bubble
has an initial radius of 26mm. The viscosity of the surround-
ing liquid is 0.001 kg/~s•m! and the surface tension coeffi-
cient is 0.073 N/m. An argon bubble was chosen as the focus
of this study because of the simple chemical reactions that
occur during sonication. In addition, it allows comparison
between the current model and that of Kamathet al.

Figure 2~a! shows the normalized radius~solid line, left
scale! and internal pressure~dotted line, right scale! as a
function of time calculated using the current model in one
cycle of the driving acoustic field. Typical features of
bubbles oscillating in a sound field are illustrated in this
figure. The bubble expands slowly when the pressure inside
the bubble is higher than the ambient pressure. It continues
expanding even when the inside pressure is lower than the
ambient pressure due to the inertia of the water until a maxi-

mum radius of 2.3R0 is reached. The bubble then collapses
violently and reaches a minimum radius of 0.47R0 . The time
scale of the first collapse is roughly one-third that of expan-
sion with the final stage of collapse in which temperatures
are sufficiently high to disassociate water vapor occurring in
a few microseconds. The maximum pressure, on the order of
100 bar, and maximum temperature, on the order of 2000 K,
occur during the first collapse of the bubble. There are three
rebounds following the initial collapse. With each rebound,
the collapse becomes weaker resulting in significant decrease
in rebound temperature and pressure.

Figure 2~b! shows the results obtained from the Kamath
et al.’s model under the same conditions. In general, the
bubble behavior predicted by these two models is very simi-
lar especially the bubble radius and pressure as a function of
time. Slight differences in the peak temperature at collapse
are due, in part, to the difference in the way in which thermal
distributions are modeled. In addition, detailed modeling of
variation of gas properties as a function of temperature and
the coupling of chemical kinetics and bubble dynamics in the
current model contribute to these differences. These addi-
tions, while having minimal effect on the bubble radius as a

FIG. 2. The normalized radius~solid line, left scale! and internal pressure
~dotted line, right scale! predicted numerically in one cycle of driving pres-
sure for an argon bubble atPA50.93 atm,R0526mm, f 521 kHz. The
bubble expands slowly and collapse violently followed by three rebounds.
The maximum pressure occurs at the first collapse of the bubble and peak
pressures at each rebound decrease significantly.~a! Results from the current
model; ~b! results from the study by Kamathet al.
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function of time, effect vapor temperature during the final
stages of bubble collapse and are, consequently, critical in
predicting sonochemical yields.

B. Predicted sonochemical yields

The coupling of bubble dynamics and chemical kinetics
makes it possible to study the sonochemical yields at differ-
ent stages of bubble collapse. In this study, the driving pres-
sure has an amplitude of 1.34 atm at 300 kHz and the gas
contents in volume percentage are 60% H2 and 40% O2. The
initial bubble radius of 2mm is assumed. The productions of
radicals, OH, O, H, HO2, and H2O2, and the corresponding
changes in H2, O2, and H2O, in one cycle of driving pressure
are presented in Fig. 3.

Figure 3~a! shows the changes of the stable species H2,
O2, and H2O as a bubble oscillates. Hydrogen and oxygen
contents both decrease during the first violent collapse while
the water vapor content increases correspondingly. The over-
all chemical reaction is similar to the process of burning
hydrogen in an oxygen environment with water vapor being
the byproducts. The changes of metastable species HO2 and
H2O2 at different stages of bubble collapses are shown in
Fig. 3~b!. HO2 first increases as the bubble collapses vio-
lently and decreases gradually as the bubble oscillation be-
comes weaker. H2O2 decreases at the first bubble collapse
due to its instability at high temperature. During rebound,
H2O2 increases from the recombination of radicals as the
bubble vapor expands and the temperature drops.

The reaction rates of the unstable radicals H, O, and OH,
as shown in Fig. 3~c!, are very sensitive to dynamic changes
in the bubble volume. When the bubble first collapses, the
internal bubble temperature and species concentrations are
both high resulting in a very high production rate of OH. As
the bubble expands, recombination of unstable radicals that
occur at low temperatures tend to reduce the OH composi-
tion. At the same time, the low species concentrations slow
the OH recombination mechanisms. Therefore, at the early
stage of rebound following the first collapse, an initial de-
crease in OH content is primarily due to the drop in tempera-
ture resulting from the expanding vapor. As bubble volume
increases further, the OH content does not significantly
change as the species concentrations drop. At the early stage
of the second collapse, the increased concentration of species
accelerates the recombination mechanisms of radicals and
causes a decrease in OH concentration. As the bubble col-
lapses further, the temperature increases and the reaction
generating OH dominates over the contribution from the re-
combination mechanisms resulting in an overall increase in
OH content. Similarly, at the rebound stage of the second
collapse, OH content decreases due to temperature drop
while the species concentration is still relatively high. At the
third and fourth collapse, the temperature increase is not sig-
nificant; consequently, recombination rates of OH dominate
and there is a net decrease in OH content. O and H radicals

FIG. 4. Bubble temperature variation as a 2-mm bubble oscillates in the
sound field under the condition described in Fig. 3. Temperature at first
collapse is much higher than that at the second and the third, which results
in the most intense chemical reactions.

FIG. 3. The production of radicals and molecules inside the bubble as a
function of time as water is sonicated under a mixture of 60% H2 and 40%
O2 at PA51.34 atm,R052 mm, f 5300 kHz. Normalized bubble radius is
plotted in the background as a reference. There is an increase in the con-
centration of H2O and decrease in H2 and O2 at the first collapse shown in
~a!. Variations in HO2 ~dash-dot line! and H2O2 ~solid line! are shown in~b!.
Due to their reactive natures, variations in O, H, and OH shown in~c! are
more sensitive to the bubble oscillations.
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show similar behaviors but exist in much lower concentra-
tions than OH radicals.

An important phenomena illustrated in Fig. 3 is that
chemical kinetics is more significant in the first collapse than
the second. The reason is that the chemical reactions are very
strongly dependent on temperature and molar concentration
of species, as shown in Eqs.~18! and ~19!. When bubble
radius is large, the temperature and species concentrations
are low. Few reactions take place in the vapor phase under
these conditions. When the bubble collapses to a small frac-
tion of its original volume, the increase of species concen-
tration and temperature inside the bubble results in a dra-
matic increase in chemical reaction rate. Since the reaction
rate of each species is an exponential function of the tem-
perature as shown in Eq.~19!, it is far more sensitive to the
change in temperature than it is to variations in species con-
centrations. Figure 4 shows the bubble temperature variation
as a bubble oscillates. The peak temperature reached during
the first collapse is much higher than the second and the
third. Thus most of the reactions that take place occur during
the first bubble collapse.

An interesting phenomenon in Fig. 3~c! is the accumu-
lation of OH over the first few bubble oscillations. This ac-
cumulation is shown in detail in Fig. 5, in which the bubble
oscillations are plotted in dot line as a reference. Each sig-
nificant step increase in OH radicals corresponds to the most
violent collapse of the bubble in each cycle of the driving
pressure. In each bubble oscillation cycle, the expansion pro-
cess causes an extremely rapid cooling. The formation of OH
that was established at the peak collapse temperature isfro-
zenby the expansion process because the rate of other reac-
tions fall too rapidly for there to be time for the chemical
equilibrium to adjust to the new temperature. Consequently,
there is a net increase in OH concentration inside the bubble
for the first few oscillation cycles. The net increase in OH
concentration with each oscillation decreases over multiple

cycles and eventually reaches zero as the bubble obtains a
steady oscillation. This effect is amplified somewhat in the
results shown in Fig. 6 as species transport to the bulk solu-
tion is not taken into account. It is likely that with a species
transport mechanism a stable cavitation bubble in an acoustic
field will accumulate OH asymptotically, achieving a steady
state concentration that is somewhat lower than the level
indicated. Nonetheless, it illustrates the significance of cou-
pling the kinetics of the bubble vapor chemistry with the
bubble dynamics. The time scale of the bubble collapse phe-
nomena is not insignificant relative to the rate of reactions
occurring in the bubble vapor.

C. Effects of gas composition on sonochemical
yields

Using the current model, the effects of gas compositions
on sonochemical yields were investigated. To simplify the

FIG. 5. Production of OH radicals over the first a few cycles of driving
pressure under the condition described in Fig. 3. Each step increase in OH
radicals corresponds to the most violent collapse of the bubble in each cycle
of the driving pressure. The accumulation of OH radicals is due to a sudden
drop in vapor density as the bubble expands. The blowup window shows the
detail variation in OH production during the first and second collapses.
Bubble oscillation in dotted line is shown in the background.

FIG. 6. Comparison of the production of hydrogen peroxide in water soni-
cated under a mixture of H2 /Ar and O2 /Ar at PA51.32 atm, f 5300 kHz
between~a! numerical predictions and~b! experimental results from Hen-
glein. Though an exact comparison is not possible, the plot indicates that the
trends of the sonochemical yields in a single bubble~numerical predictions!
and those in bulk production~measurements! are very similar. As illustrated,
the production rate of H2O2 decreases rapidly as H2 concentration increases;
the production rate of H2O2 first increases as O2 concentration increases and
then decreases with a further increase in O2 concentration.
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chemical kinetics modeling, only three gas combinations
H2–Ar, O2–Ar, and O2–H2 were assessed. The acoustic fre-
quency of the sound field in this study is 300 kHz, which is
the same as that used in Henglein’s experiments. The viscos-
ity of the surrounding liquid is 0.001 kg/~s•m!, and the am-
plitude of the sound is 1.32 atm. The variations in thermal
conductivity as a function of gas composition changes are
not considered in this study in order to separate gas compo-
sition effects from the effects due to heat conduction.

1. O2–Ar and H2–Ar gas mixtures

Figure 6~a! shows the predicted formation of H2O2 in
water sonicated under gas mixtures of H2–Ar and O2–Ar.
The initial bubble radius of 2mm is used in the simulations.
The solid line represents the result for an O2–Ar gas mixture.
The production rate of H2O2 first increases as O2 concentra-
tion increases until the volume percentage of the oxygen
reaches roughly 20%. It then decreases as the volume per-
centage of O2 increases further. The related mechanism cor-
responding to the increase of H2O2 at low oxygen concentra-
tion is

O21H–→HO2
– .

More HO2 is produced when the oxygen concentration in-
creases. Consequently, more H2O2 is produced according to
the mechanism

HO2
–1HO2

–→H2O21O2.

When the O2 concentration rises, the final collapse tempera-
ture becomes lower because the specific heat at constant
pressure of O2 is about 1.8 times that of argon at 1500 K.
Thus the dissociation mechanisms become less effective and
consequently less reactive radicals are produced during
bubble collapse and consequently less H2O2 is produced at
higher oxygen concentration.

For the H2–Ar gas mixture, the production of H2O2 de-
creases rapidly as the volume percentage of H2 increases as
shown by the dashed line in Fig. 6~a!. The dominant reaction
mechanism for this case is OH–1H2→H2O1H–. As H2 con-
centration increases, the formation of H2O2 from the combi-
nation of OH radicals is less effective.

2. O2–H2 gas mixture

When the gas composition is H2–O2, the predicted yield
of H2O2 at the early rebound of the first collapse in the fif-
teenth cycle is shown in Fig. 7~a!. The initial bubble radius is
2.2 mm in this case. The production of H2O2 shows a double
peak feature as the volume percentage of H2 changes from 0
to 100% with the valley occurring at the volume percentage
of the hydrogen is around 65%.

From the simulations, three major factors that affect the
final production of hydrogen peroxide in the H2–O2 gas mix-
tures are identified. The first important factor is the collapse
temperature. As hydrogen content increases in the mixture,
the collapse temperature becomes higher since the hydrogen
has lower specific heat and enthalpy compared to oxygen.
The overall chemical reactions become more effective result-
ing in an increase in H2O2 production. The second factor is

the chemical composition in the system. Since hydrogen pre-
vents the production of H2O2, the overall production of H2O2

decreases when hydrogen content is over 90%, even when
the collapse temperature is higher than the cases with low
hydrogen content. The third factor is related to stoichio-
metric combustion. Maximum combustion occurs when the
mixture of hydrogen and oxygen is close to stoichiometric:
two moles of hydrogen and one mole of oxygen, which is
equivalent to 66% H2 and 34% O2. The early stage of bubble
collapse provides the initial conditions for combustion to
proceed. Consequently, water vapor and other radicals form
and reaction heat due to hydrogen combustion is released in
the bubble. Compared to other gas compositions, the sto-
ichiometric mixture releases the highest amount of reaction
heat at combustion, which induces a higher final collapse
temperature. Since H2O2 is unstable at high temperatures, a
low production of H2O2 results at mixtures around stoichio-
metric ratios. Therefore, the production of H2O2 is the result
of the competition between these three major factors.

FIG. 7. Comparison of the production of hydrogen peroxide in water soni-
cated under mixture of H2 /O2 at PA51.32 atm, f 5300 kHz between~a!
numerical predictions and~b! experimental results from Henglein. Double
peak formation of H2O2 is observed in both numerical prediction and ex-
perimental measurement.

2681 2681J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 C. Gong and D. P. Hart: Ultrasound induced cavitation



Note that the induction of the chemical reactions is very
sensitive to the bubble dynamic behavior. The stronger the
bubble collapses, the more significant the hydrogen combus-
tion effects are. When the collapse becomes weaker, which
could result from a lower magnitude of the driving pressure
or a larger initial bubble radius, the effect of hydrogen com-
bustion is not significant. The double peak feature of H2O2

production is not observed from the simulation in these situ-
ations.

Figures 6~b! and 7~b! show the experimental results ob-
tained by Henglein under similar sonication conditions. Even
though an direct comparison between the simulation and ex-
perimental results is not possible as the present model fo-
cuses a single bubble while Henglein’s data were based on
the bulk production, the overall trends of sonochemical
yields appear similar.

III. SUMMARY AND CONCLUSIONS

Presented is a model that directly couples the dynamics
and the chemical kinetics of a single cavitation bubble in a
sound field. Comparisons with theoretical studies by Kamath
et al. and experimental studies by Hengleinet al. show that
this model not only captures the main characteristics of the
dynamics of bubble collapse but also qualitatively predicts
the unusual observed behavior of sonochemical yields pro-
duced under varying dissolved gas content and composition.
It illustrates the importance of kinetically modeling the
bubble vapor properties, demonstrating that the extremely
short time scale associated with bubble collapse is on the
same order as the reaction time scales within the vapor. The
model predicts a relatively weak effect of the kinetic change
in vapor properties on bubble radius but a fairly strong effect
on the temperature profile during collapse. Consequently, ki-
netic changes in vapor properties have a strong effect on the
sonochemical phenomena. As the model presented accounts
only for the chemistry occurring in the vapor phase of a

single cavitation bubble and does not account for the trans-
port of species into solution, the overall sonochemical reac-
tion rates cannot be predicted quantitatively. Despite this, it
provides a means of resolving fundamental parametric rela-
tionships and investigating effects of gas properties on
chemical kinetics and bubble dynamics in sonochemical pro-
cesses.
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Theoretical calculations for the diffraction of sound by large spheres and cylinders with finite
impedance surfaces are reported. The differences between existing two-dimensional and new
three-dimensional results are made explicit and are shown to involve a simple correction factor in
the case of a large sphere. The results for propagation over an infinitely long cylinder have a bearing
on the widely used analogy between sound propagation over a curved surface and sound
propagation in a refracting atmosphere above an impedance plane. Specifically, it is found that there
is a rigorous analogy between sound propagation above a large circular cylinder and propagation in
a medium where the sound speed varies exponentially with height. This differs from the bilinear
profile that is often used when exploiting the analogy@see, for example, J. Acoust. Soc. Am.83,
2047–2058~1988!#. Predictions for both profiles are found to agree well with each other and with
the published data in the shadow zone, but considerable discrepancies are found in the penumbra
region. © 1998 Acoustical Society of America.@S0001-4966~98!05311-9#

PACS numbers: 43.28.Fp, 43.20.Fn@LCS#

INTRODUCTION

Analytical approximations for the scattering and diffrac-
tion of sound by smooth convex surfaces are considered to-
gether with their relevance to predictions of outdoor sound
propagation. The present investigation is primarily con-
cerned with the problem where the radius of curvature of the
curved surface is much larger than the wavelength of inter-
est. Ignoring the scattering effects of atmospheric turbulence,
the diffraction of sound by irregular terrain remains an inter-
esting problem in predicting outdoor sound propagation.
However, through analogy, the approximations presented
here are relevant to effects of temperature and wind gradients
also.

There has been extensive research into the scattering and
diffraction of electromagnetic waves by convex surfaces.1

The analogy with propagation over flat ground under an ap-
propriate wave speed profile was identified and most of the
theoretical formulas were derived during this period.2 Al-
though most of these analyses were developed in the context
of electromagnetic wave theory, the underlying principle has
been applied to underwater acoustics,3 and in the context of
general linear acoustics.4,5

There has been considerable progress in constructing
asymptotic solutions for propagation over arbitrarily curved
but sufficiently smooth convex curves;6 however, the theory
involves a tedious and complicated analysis that rapidly be-
comes intractable. Not only are simpler problems more trac-
table analytically, but also they help with understanding the
intriguing physical phenomenon of sound diffraction by
curved surfaces. Here we shall consider two types of convex
surfaces; a sphere and an infinitely long circular cylinder.

Based on previous analyses~see, for example, pp. 469–
478 of Ref. 7!, Berry and Daigle8 have proposed that the
sound field above a large cylinder with no refraction is
analogous to the sound field above a flat ground with the
sound speed gradient varying according to the so-called bi-
linear profile@see Fig. 1~a! and~b!#. Hereafter, we shall refer
to this version of the analogy as the bilinear analogy. By
interpretingRc as the radius of the cylinder,z as the height
transverse to the cylinder, andr as the arc length along the
surface, Berry and Daigle derive a residue series solution that
enables the prediction of the sound field in the penumbra and
shadow zone. The theoretical results agree well with their
experimental measurements deep in the shadow zone but the
agreement is less satisfactory in the penumbra region. In a
recent study,9 Berthelot has introduced a heuristic modifica-
tion such that the arc length along the curved surface is re-
placed by the shortest distance between the source and re-
ceiver in the bilinear analogy. This heuristic modification has
led to better agreement between theory and experimental
measurements in the penumbra region. In this paper, we wish
to investigate rigorously the validity of the bilinear analogy,
but the theoretical justification of Berthelot’s modification is
beyond the scope of our current study.

Almgren10 has suggested that a spherically curved sur-
face should be used in a scale model experiment if the sound
speed gradient is induced by a temperature gradient, but a
cylindrically curved surface should be used if the refraction
is caused by a linear wind velocity gradient. We examine this
hypothesis in detail for the purpose of devising associated
experimental studies. These experiments and their results
have been reported elsewhere.11

Di and Gilbert12 have considered conformal transforma-
tion by mapping a series of cylindrical surfaces in order to
model the propagation of sound over irregular terrain. Theya!Corresponding author. Electronic mail: mmkmli@polyu.edu.hk
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pointed out that there is a stricter analogy between propaga-
tion over a cylindrical surface and propagation over flat
ground under an exponential sound speed profile. Recent nu-
merical calculations using a fast field formulation together
with the exponential profile have confirmed this result.13

Also we note that the use of matched asymptotic expansions
~MAE! has proved useful in predicting the sound field in the
penumbra region,14–16but the MAE theory is restricted to the
propagation of plane waves. Further modifications are
needed to compute the sound field due to a point source or a
line source. Moreover, it appears difficult to extend the cur-
rent MAE theory to allow for the prediction of sound field
due to a directional source. Therefore, we shall follow the
approach of the residue series solution together with the con-
formal transformation17 from a cylindrical surface to an
equivalent flat ground. In the current study, we extend the
analogy to three dimensions for sound propagation over an
infinitely long cylinder and investigate the corresponding
analogy for sound propagation over a large sphere.

This paper is confined to theoretical studies of the sound
field behind these two types of curved surfaces and numeri-
cal comparisons with the bilinear analogy. The paper is or-
ganized as follows. First we recall the standard residue series
solution for a monopole in an upward-refracting medium
above a finite impedance ground and the previous basis for
the analogy between refraction and surface curvature. In Sec.
II, we derive residue series solutions for three-dimensional
propagation above a large sphere. In Sec. III we concentrate
on the derivation of an analytic formula for sound propaga-
tion over a large infinitely long cylinder. Finally we discuss
the various numerical results and their comparisons with
published experimental data in Sec. IV.

I. THE REFRACTING MEDIUM ANALOGY TO
PROPAGATION OVER A CURVED SURFACE

Based on Pierce’s analysis,7 Berry and Daigle8 postu-
lated that the sound field above a curved surface with a cir-
cular cross section in an otherwise homogeneous medium is
equivalent to that in an upward refracting medium in which
the adiabatic sound speed,c(z), varies according to a bilin-
ear profile such that

c~z!5c~0!/A11z/Rc. ~1!

As remarked earlier, we refer it as the bilinear analogy for
convenience. In the above equation,Rc is the radius of cur-
vature of the curved surface andz is the height above an
impedance plane with a normalized specific admittance ofb.
It is worth noting that 1/Rc corresponds to the inverse of the
normalized sound velocity gradient for largeRc . If the
wavelength of interest is much smaller thanRc , then the
sound field due to a monopole can be expressed in an inte-
gral form as

p~b!~r ,z!'S0leip/6E
0

`

H0
~1!~kr !

3Ai F S t2
z.

l Dei2p/3G H Ai Ft2
z.

l G
2

Ai 8~t!2qAi ~t!

ei2p/3Ai 8~tei2p/3!2qAi ~tei2p/3!

3Ai F S t2
z,

l Dei2p/3G J k dk, ~2!

whereS0 is the monopole source strength, the time depen-
dence exp(2ivt) is understood and suppressed throughout,r
is the horizontal separation between the source and receiver,
z andzs are, respectively, the source and receiver heights,z.

is the greater ofz andzs , andz, is the lesser ofz andzs .
The Hankel function, the Airy function, and the derivative
with respect to its argument are denoted byH0

(1) , Ai, and
Ai 8, respectively. In Eq.~2!, we use the superscript~b! to
denote the corresponding sound field for a stratified medium
with a bilinear sound speed profile. The creeping wave layer
thicknessl, the nondimensionalized scaled admittanceq, and
the dimensionless scale factort are given, respectively, by

l 5~Rc/2k0
2!1/3, ~3!

q5 ik0b l , ~4!

and

t5~k22k0
2!l 2, ~5!

wherek052p f /c(0) andf is frequency. The sound field can
then be expressed by8,18

FIG. 1. Schematic diagrams to show~a! a curved ray path above a plane
boundary and~b! line-of-sight propagation above a convex surface. In the
diagrams,S is a point source,zs indicates the source height,M is a mea-
surement point withz indicating the receiver height, andRc is the radius of
curvature of the limiting ray.

2684 2684J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 Li et al.: Sound propagation over convex impedance surfaces



p~b!~r ,z!'S0

peip/6

l (
n

Ai @~tn2zs / l !ei2p/3#Ai @~tn2z/ l !ei2p/3#H0
~1!~Knr !

~q22tn!@Ai ~tnei2p/3!#2 , ~6!

where

tn5~Kn
22k0

2!l 2. ~7!

The horizontal wave number,k5Kn , is the solution of the
eigenvalue equation

ei2p/3Ai 8~tei2p/3!2qAi ~tei2p/3!50. ~8!

The total sound field is the sum of all contributions due to
these eigenvalues~or poles!. The expression given in Eq.~6!
is analogous to that given in Ref. 8@their Eq.~6!#.

In the limit of high frequency and large range such that
Knr is large, the Hankel function in Eq.~6! can be approxi-
mated by its asymptotic form. In this situation, the sound
pressure can be simplified to

p~b!~r ,z!

'S0

eip/12

l S 2p

r D 1/2

3(
n

Ai @~tn2zs / l s!e
i2p/3#Ai @~tn2z/ l s!e

i2p/3#eiK nr

AKn~q22tn!@Ai ~tnei2p/3!#2

~9!

which corresponds to the relevant expression in Ref. 19
@their Eq. ~15!#. Furthermore, it is noteworthy that the resi-
due series analysis has been extended to other profiles with a
monotonically decreasing sound speed gradient in a recent
study.20

II. THE SOUND FIELD NEAR A LARGE SPHERE

In this section, we study the diffraction of sound in a
homogeneous medium near a spherical surface of large ra-
dius. It is convenient to use a spherical polar coordinate sys-
tem, (R,u,c), in this problem. A point source is located at
(Rs ,us ,cs). The sound field can be determined by solving
the Helmholtz equation with a constant wave number,k0

say, for a homogeneous medium. Again, we treat the sphere
as a locally reacting surface. Let the radius and specific nor-
malized admittance of the sphere beRc andb, respectively.
The boundary condition at the surface of sphere is

]p

]R
1 ik0bp50. ~10!

The solution for the scattering of sound by a spherical
surface is well known2,21 and the details of the analysis will
be omitted here. In the high-frequency limit, the sound field
can be expressed in an integral form as

p~s!~R,u,c!'
iS0

4p

exp@ i ~Q/22p/4!#

A 1
2p sin Q

3E
D

n!

~n2 1
2!!

exp~ inQ!

3H j n~k0R!2
j n8~k0Rc!1 ib j n~k0Rc!

hn8
~1!~k0Rc!1 ibhn

~1!~k0Rc!

3hn
~1!~k0R!J hn

~1!~k0Rs! dn, ~11!

where the functionshn
(1)( ) and j n( ) arenth-order spherical

Bessel functions andQ is the total angle subtended between
the source and receiver~see Fig. 2!. It can be determined
according to

cosQ5sin u sin us cos~c2cs!1cosu cosus . ~12!

The primes denote the derivative of the spherical Bessel
functions with respect to their arguments and the superscript
~s! is used to denote the sound field above a large sphere.
The path of integrationD is shown in Fig. 3. Note that the
integral expression given in Eq.~11! is valid only whenRs

>R, but there is no loss of generality when it is used be-
cause the reciprocity theorem allows one to exchange the
source and receiver position ifRs,R.

Assuming that the source and receiver are, respectively,
zs andz above the large sphere, we can write

FIG. 2. A schematic diagram for the source and receiver above a large
sphere~not to scale!.

FIG. 3. Diagram to show the contour of integration,D, for the integral given
in Eq. ~11!.
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Rs5Rc1zs and R5Rc1z, ~13!

whereRc@zs.z. A close examination of Eq.~11! suggests
that the main contribution topm

(s) comes from the neighbour-
hood ofn5k0Rc becauseRs andR are both nearly equal to
Rc . To proceed with the evaluation of the integral of Eq.
~11!, it is worth noting that the spherical Bessel functions can
be written in terms of the Bessel functionsJn( ) and Hn

(1)

3( ) as follows:

j n~Z!5S p

2ZD 1/2

Jn11/2~Z! ~14a!

and

hn
~1!~Z!5S p

2ZD 1/2

Hn11/2
~1! ~Z!, ~14b!

whereZ is the complex argument of the functions. Further-
more, foruZu close to but greater than 1, the Bessel functions
can be expanded asymptotically according to

Jn~nZ!'21/3n21/3Ai @221/3n2/3~Z21!#, ~15a!

Jn8~nZ!'2
22/3

Z
n22/3Ai 8@221/3n2/3~Z21!#, ~15b!

Hn
~1!~nZ!'24/3n21/3e2 ip/3Ai @221/3n2/3~Z21!ei2p/3#,

~15c!
and

Hn
~1!8~nZ!'

25/3

Z
n22/3ei4p/3

3Ai 8@221/3n2/3~Z21!ei2p/3#, ~15d!

where the primes denote the derivatives with respect to their
arguments. We remark that Eqs.~9.3.35!, ~9.3.37!, ~9.3.39!,
~9.3.43!, and ~9.3.45! of Ref. 22 have been used to obtain
Eqs. ~15a!–~15d!. In addition, the factorials in Eq.~11! can
be approximated by means of the Stirling formula@see Eq.
~6.1.37! of Ref. 22# and it is straightforward to show that
n!/(n2 1

2)!'An. Substituting Eqs.~14a! and ~14b! into Eq.
~11!, invoking the asymptotic expressions for the Bessel
functions@Eqs.~15a!–~15d!#, putting

n1 1
25k0Rc~11 1

2m!, ~16!

and neglecting higher powers ofm, we can rewrite Eq.~11!
as

p~s!'
k0S0

4p

exp@ i ~k0RcQ2p/12!#

Ak0l

3A p

sin Q E
2`

`

Ai F2k0
2l 2S 2z0

Rc
2m Dei2p/3G

3H Ai F2k0
2l 2S 2z

Rc
2m D G

1G~m!Ai F2k0
2l 2S 2z

Rc
2m Dei2p/3G J

3exp@ i ~k0l !3mQ# dm, ~17!

where the creeping wave layer thicknessl is given by Eq.
~3!, the reflection coefficientG~m! is given by

G~m!5
Ai 8~k0

2l 2m!2qAi ~k0
2l 2m!

ei2p/3Ai 8~k0
2l 2mei2p/3!2qAi ~k0

2l 2mei2p/3!
,

~18!

and the nondimensionalized scaled admittanceq is given by
Eq. ~4!.

Comparison of Eqs.~2! and~17! reveals the similarity of
these two equations. Figure 2 illustrates the connection be-
tween the parameters for a spherical surface and those for a
stratified medium over a flat ground. We put

r 5RcQ ~19a!

and

k25k0
2~11m!. ~19b!

Hence, we can write

dm52kdk/k0
2. ~19c!

Since the main contribution comes from the region close to
m'0 ~or k'k0), we can approximatem by

m'2~k/k021!. ~19d!

Substitution of Eqs.~19a!–~19d! into Eq. ~17! leads to

p~s!~r ,z!'S Q

sin Q D 1/2A2

p
S0le2 ip/12

3E
2`

`

Ai F S t2
z.

l Dei2p/3G H Ai Ft2
z.

l G
2

Ai 8~t!2qAi ~t!

ei2p/3Ai 8~tei2p/3!2qAi ~tei2p/3!

3Ai F S t2
z,

l Dei2p/3G J dk

Akr
. ~20!

Replacing the Hankel function with its asymptotic expres-
sion in Eq. ~2!, we can demonstrate thatp(b)(r ,z) differs
from p(s)(r ,z) by a factor ofAQ/sinQ. Using the theoretical
result from the bilinear analogy, the sound field near a large
sphere is simply

p~s!'~AQ/sin Q!p~b!, ~21!

wherep(b) is given by Eq.~9!.
Consequently, the amplitude of the sound field above a

large sphere is different from the bilinear analogy by a factor
of AQ/sinQ, whereQ is the total angle between the source
and receiver. As shown in Fig. 4, the correction factor has a
relatively small influence on the total sound field and it is
only noticeable at largeQ, i.e., for the receiver deep in the
shadow zone. Equation~21! justifies the suggestion that a
spherically curved surface serves as an indoor model for
studying the situation where the sound speed gradient is in-
duced by a temperature gradient.10
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III. THE SOUND FIELD ABOVE AN INFINITELY LONG
CIRCULAR CYLINDER

In this section, we consider a two-dimensional cylinder
with the longitudinal axis aligned with thev-axis where Car-
tesian co-ordinates (u,v,w) are used. Suppose that the
source and receiver are close to the large circular cylinder
with Rc as the radius of the cylinder. The Helmholtz equa-
tion for the acoustic pressure due to a source located at
(us ,vs ,ws) can be written in a simple form as

]2p~c!

]u2 1
]2p~c!

]v2 1
]2p~c!

]w2 1k0
2p~c!

52d~u2us!d~v2vs!d~w2ws! ~22!

subject to the impedance boundary condition of

]p~c!

]R
1 ik0bp~c!50 at R5Rc , ~23a!

where

R5Au21w2, ~23b!

andk0 is the wave number of the homogeneous atmosphere.
The superscript~c! denotes the sound field above a long cyl-
inder. Again, we are interested in the case where the radius
of the cylinder is much greater than the wavelength of inter-
est.

There are numerous investigations into the scattering of
sound by an infinitely long cylinder in which the solutions
are usually constructed by means of a Fourier series expan-
sion of the incident and reflected waves@see Ref. 21, Chap.
8#. On the other hand, Di and Gilbert12 considered a two-
dimensional problem in connection with the formulation of
the parabolic equation~PE! for the prediction of sound
propagation over irregular terrain. In their study, they use the
method of conformal transformation17 in which the sound
field above an irregular terrain in an otherwise homogeneous
atmosphere is mapped to the corresponding situation of the
sound field above a flat ground but the speed of sound varies

exponentially with height. In this paper, we endeavor to ex-
tend the conformal transformation approach to three dimen-
sions. Rather than using the PE approach, we demonstrate
that the total sound field can be expressed as an inverse Fou-
rier integral through the use of the method of Fourier trans-
formation. Analytic evaluation of the inverse Fourier integral
allows the sound field to be expressed as a sum of a residue
series. Following the suggestion of Di and Gilbert,12 we set

u5Rc exp~z/Rc!cos~x/Rc1ws!,

v5y, ~24!

w5Rc exp~z/Rc!sin~x/Rc1ws!,

wherews is a constant angle specified in Fig. 5. It is then
possible to show that

]2p~c!

]u2 5
1

L

]2p~c!

]x2 ,

]2p~c!

]v2 5
]2p~c!

]y2 , ~25!

]2p~c!

]w2 5
1

L

]2p~c!

]z2 ,

and

FIG. 4. The correction factor 10 lg(Q/sinQ) versus the total angle between
the source and receiverQ.

FIG. 5. An illustration of the coordinate systems used in the analysis of
sound field above an infinitely long cylinder.
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d~u2us!d~v2vs!d~w2ws!

5
1

L
d~x2xs!d~y2ys!d~z2zs!, ~26!

whereL is the Jacobian of the transformation given by

L5
]~u,w!

]~x,z!
5exp~2z/Rc!, ~27!

and (xs ,ys ,zs) are the source position in the transformed
space. It is tedious but straightforward to show that the in-
verse transformations ofx, y, and z can be determined ac-
cording to

x5Rc@ tan21~w/u!2ws#,

y5v, ~28!

z5Rc ln~R/Rc!.

Hence the source and receiver locations can be expressed in
terms of the original Cartesian coordinates (u,v,w) by
means of Eq.~28!.

By virtue of the conformal transformation@Eqs.~25! and
~26!#, the Helmholtz equation and the boundary condition
become

]2p~c!

]x2 1L
]2p~c!

]y2 1
]2p~c!

]z2 1k0
2Lp~c!

524pS0d~x2xs!d~y2ys!d~z2zs! ~29!

and

]pm
~c!

]z
1 ik0bp~c!50 at z50, ~30!

respectively. Hence, the problem of predicting the sound
field above a two-dimensional cylinder can be interpreted as
analogous to that of predicting the propagation of sound in
an upward refracting medium above an impedance ground.
The transformed wave equation differs from the Helmholtz
equation by the Jacobian factorL in the second term of the
left side of Eq.~29!, i.e.,]2p(c)/]y2. Nevertheless, this extra
term does not pose any analytical difficulty in solving the
transformed wave equation for the acoustic pressure above a
large cylinder.

Using the method of Fourier transformation on Eqs.~29!
and~30!, it is possible to show that the acoustic pressure can
be expressed in terms ofP(k,c,z), which is thez-dependent
part of the Green’s function, to give20

p~c!~x,y,z!5E
2p

p E
0

`

kP exp@ ikr cos~c2cs!# dkdc.

~31!

The z-dependent part Green’s function,P(k,c,z), satisfies
the following equation:

d2P

dz2 1kz
2~z;k!P524pS0d~z2zs!, ~32!

where

kz~z;k!51A~k0
22k2 sin2 c!exp~2z/Rc!2k2 cos2 c, ~33!

and the horizontal wave number is expressed in terms of the
polar coordinates~k,c!, with magnitudek, andc is the azi-
muthal angle in the plane of constantz. In addition,kz can be
interpreted as the vertical wave number, which is a function
of z. It follows, from Eqs.~32! and~33!, thatP no longer has
azimuthal symmetry as in the previous cases~such as sound
propagation over a large sphere!, but depends on azimuthal
angle. The integral overc in Eq. ~31! can be estimated
straightforwardly by the method of stationary phase provided
that P is a slowly varying function ofc. This condition is
satisfied ifc r is small as it would be if the propagation of
sound is approximately perpendicular to the longitudinal axis
of the cylinder. In other words, the theory will be less satis-
factory if the straight line joining the source and receiver is
almost parallel to the longitudinal axis of the cylinder.

It is straightforward to show that the inverse Fourier
integral of Eq. ~31! can be approximated by a sum of a
residue series as20

p~s!~r ,c r ,z!

'
S0eip/4

A2pr
(

n
H j̄sj̄

@ k̄z~zs!k̄z~z!#2J 1/4

3
AKn Ai ~2 j̄se

i2p/3!Ai ~2 j̄ei2p/3!eiK nr

@~ j̄01qn
2!~]j̄0 /]Kn!2~]qn /]Kn!#@Ai ~2 j̄0ei2p/3!#2 ,

~34!

where

qn5 ik0bAj̄0 /~k0
22Kn

2!, ~35a!

]qn

]Kn
5S 1

2j̄0

]j̄0

]Kn
1

Kn

k0
22Kn

2D qn , ~35b!

]j̄0

]Kn
52S Rc

Aj̄0
D FKnAk0

22Kn
2 sin2 c r

k0
22Kn

2 sin2 c r

1cosc r tan21S Ak0
22Kn

2

Kn cosc r
D G , ~35c!

if z<Re@zr#, then

j̄~z!5F3

2 E
zt

z

k̄z dzG2/3

5H 3

2
KnRc cosc rF k̄z~z!

Kn cosc r

2tan21S k̄z~z!

Kn cosc r
D G J 2/3

, ~35d!

and if Re(z).Re@zt#, then
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j̄~z!52F3

2 E
z

ztA2 k̄z
2~z! dzG2/3

52H 3

2
KnRc cosc rF2

A2 k̄z
2~z!

Kn cosc r

1tanh21S A2 k̄z
2~z!

Kn cosc r
D G J 2/3

, ~35e!

In Eqs. ~34! and ~35a!–~35e!, we set j̄[j̄(z), j̄0[j̄(0),
j̄s[j̄(zs), and k̄z(z)[kz(z;Kn). The horizontal wave num-
ber Kn is the solution of the eigenvalue equation

ei2p/3Ai 8~2 j̄0ei2p/3!2qn Ai ~2 j̄0ei2p/3!50. ~36!

The turning pointzr , which is determined by settingk̄z50,20

is given by

zt5Rc lnS Kn cosc r

Ak0
22Kn

2 sin c r
D . ~37!

Using the methods detailed in Refs. 18 and 20, we can
solve the eigenvalues equation numerically and, hence, the
sound field can be computed through the use of Eq.~34!.
Details of the numerical results will be presented in the next
sections. The solution given in Eq.~34! is the principal result
of the present paper and, to the best of our knowledge, it has
not been published elsewhere. It should be noted that the
analogy to propagation over a cylindrical surface is refrac-
tion in an exponential sound speed profile over a plane. On
the other hand, the bilinear profile should be used for the
corresponding analogy to propagation over a spherical sur-
face.

We remark that the differences between Eq.~28! of Ref.
20 and Eq.~34! do not support the statement10 that the sound
field behind a cylindrically curved surface is analogous to the
sound field over a flat ground in the presence of a wind-
induced linear sound speed gradient.

IV. COMPARISONS BETWEEN THEORETICAL
PREDICTIONS

In this section, we present numerical results that~a!
compare the prediction for an exponential sound speed pro-
file and the prediction for a bilinear profile in the shadow
zone above an impedance plane and~b! compare the predic-
tions for both profiles with the published data in the penum-
bra region.

A. Exponential and bilinear profile predictions in the
shadow zone

According to Secs. II and III, it is apparent that the
bilinear analogy is generally valid when predicting the sound
field behind a large sphere. On the other hand, we can ex-
amine the analogy that the sound field above an infinitely
long circular cylinder is equivalent to that in the exponential
sound speed profile@see Eq.~34!# rather than the bilinear
sound speed profile@see Eq.~9!# over a flat ground by com-
paring predictions in the shadow zone and in the penumbra
region.

Figure 6 shows the predictions calculated from these
two solutions in the shadow zone. The sound pressure is
presented in terms of transmission loss defined by

TL520 lgU p

p1
U, ~38!

wherep1 is the acoustic pressure at a distance of 1 m from
the source in the absence of the reflected wave. The angle of
the horizontal wave numberr axis with an angle, isc r in Eq.
~31!; for the bilinear analogy, the radiusRc will be replaced
by an effective radius

Reff5Rc /cos2 c r . ~39!

Figure 6 shows the transmission loss predicted by these two
solutions deep in the shadow zone withc r50 andp/4. Here,
whenc r50, the line linking the source and receiver is per-
pendicular to the cylinder axis~see Fig. 5!. The sound speed
gradient of20.1 s21 ~which corresponds to the cylinder ra-
dius of 3430 m!, the source frequency of 1 kHz, the source
and receiver heights of 1.5 and 1 m, respectively, and the
specific normalized admittance of~0.0428,0.0388! ~which is
a typical value for outdoor ground surfaces! are used in the
plots. Such a large cylinder is chosen to illustrate a represen-
tative atmospheric refraction. We have also compared the
sound fields for cylinder with smaller radii of curvature, i.e.,
stronger sound speed gradients, other source/receiver geom-
etries, and other ground admittance. However, these numeri-
cal results show a rather similar trend to that shown in Fig. 6
and, for brevity, they are not plotted here. As shown in Fig.
6, the two solutions show nearly identical results in the
shadow zone and the predictions agree to within 0.5 dB.
They are valid for both the sound fields behind a large sphere
and behind an infinitely long circular cylinder.

B. Predictions in the penumbra region

The agreement between the two models, the bilinear and
exponential sound speed profiles, is excellent in the shadow

FIG. 6. The predictions of transmission loss at 100 Hz above an impedance
ground~b50.042820.0388i!, with zs51.5 m andz51.0 m. The solid line
is the prediction for a bilinear profile (dc/dz520.1 s21) and the dash–dot
line is that for an exponential profile with the same sound speed gradient.
Two lines coincide as predictions for both profiles agree to within less than
0.5 dB. ~a! c r50 and~b! c r5p/4.
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zone. However, this is not the case along the line of sight in
the penumbra region. In this region, the predictions for these
two profiles fail to accord with each other. In Fig. 7, we
compare these predictions with Berry and Daigle’s experi-
mental results when the receiver was moved along the lim-
iting ray @see Fig. 1~b!# above a rigid cylinder with a radius
of curvature of 5.0 m in the penumbra region. Experimental
results were obtained with the source height of 0.43 m, re-
ceiver height of 0.38 m, and a separation of 3.85 m measured
along the rigid cylinder. The prediction~dash–dot line! cal-
culated from Eq.~34! shows much better agreement with the
experimental results@Fig. 6~b! of Ref. 8# than that~solid
line! from Eq. ~9!. The two residue series converge quite
rapidly up to a frequency of 10 kHz with no more than ten
terms. The relative sound pressure considered by Berry and
Diagle8 is used in the plot. This is the sound-pressure level
relative to free field plus pressure doubling~i.e., 6 dB!.
Berthelot9 suggested that interpreting the source–receiver
distancer in Eq. ~9! as the shortest pathd between the source
and receiver improves the predictions of the residue series
solution for the bilinear profile. However, no rigorous proof
is offered for this proposed modification in the definition of
r.9 The improved prediction usingd instead ofr is shown by
the dash line in Fig. 7. In this figure, we demonstrate that this
improvement may be achieved also by the more rigorous
prediction for the exponential sound speed profile~dash–dot
line! in the penumbra region of an infinitely long cylinder.

To investigate the problem in the penumbra region of a
cylindrically curved surface further, these three versions of
theory are compared to the experimental data obtained by
Berthelot and Zhou@Fig. 4~b! of Ref. 16# along the line of
sight over an absorbing cylinder. Figure 8 shows these re-
sults expressed in terms of the insertion loss, which is de-
fined as

IL520 lgUpd

p U, ~40!

wherepd is the sound pressure at an identical field point in
the absence of the cylinder according to Berthelot and
Zhou’s notation.16 The dimensionless distance isX
5(k0Rc)

1/3x/Rc , wherex is the distance along the limiting
ray from the apex of the cylinder, andRc52.5 m. The im-
pedance was calculated from the Delany–Bazley model23

with a flow resistivity of 1.6 MPa s m21 and frequency of 10
kHz. The solid line is the prediction based on Eq.~9!, the
dashed line is the calculated result of Berthelot9 usingd in-
stead ofr, the dash–dot line is predicted by Eq.~34!, and the
circles are the measured data.16 A source height of 0.24 m is
used24 in the residue series for the prediction of sound fields.
Again, it is obvious that the prediction for the exponential
profile shows much better agreement with the experimental
data than that for the bilinear profile in the penumbra region
over the absorbing cylinder. Moreover, it can be seen that
there is again a close agreement between the prediction for
the exponential profile~dash–dot line! and Berthelot’s im-
proved prediction~dashed line! up to a dimensionless dis-
tance of 3 from the apex. Beyond this distance, the discrep-
ancies between the predictions and the measurements are
almost equal for the dash–dot line and the dashed line.

V. CONCLUDING REMARKS

We have examined the diffraction of sound by spherical
and cylindrical surfaces of finite impedance. An analytical
expression has been derived for the sound field scattered by a
large sphere. It has been shown that the bilinear analogy is
adequate in predicting the sound field over a sphere, but a
correction factor is needed for those receivers deep in the
shadow zone. Furthermore, an analytical expression has been
derived for the sound field diffracted by a cylindrical surface

FIG. 7. Relative sound pressure level as a function of frequency for a
receiver placed on the limiting ray in the penumbra region behind a rigid
curved surface. The circles are the measured results@their Fig. 6~b!# in Ref.
8 with Rc55.0 m, r 53.85 m,zs50.43 m, andz50.38 m. The solid line is
the theoretical predictions with the use of the bilinear profile. The dash–dot
line is the predictions with the use of the exponential profile and the dashed
line is that due to Berthelot’s modification on the bilinear profile.

FIG. 8. Insertion loss at 10 kHz as a function of dimensionless distance
above an impedance surface~s516 kPa s m21!. The circles are the mea-
sured results taken from Fig. 4~b! of Ref. 10, with Rc52.5 m andzs

50.24 m. The solid line is the theoretical predictions with the use of the
bilinear profile. The dash–dot line is the predictions with the use of the
exponential profile and the dashed line is that due to Berthelot’s modifica-
tion on the bilinear profile.
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of a large radius of curvature. It is analogous to the sound
field above a flat ground in the presence of an exponential
sound speed gradient.

The residue solution for the exponential sound speed
profile has been compared to the residue series solution for a
bilinear profile, to Berry and Daigle’s experimental data, and
to Berthelot and Zhou’s experimental data. It has been found
that the predictions for both profiles agree well with the ex-
perimental results within the shadow zone. In the penumbra
region, however, there are considerable discrepancies be-
tween the prediction for the bilinear profile and the experi-
ments, while the prediction for the exponential profile shows
much better agreement with the experiments. For the predic-
tions of the sound field above an infinitely long cylinder, it
has been demonstrated that the exponential profiles are very
close to those resulting from Berthelot’s modification to pre-
dictions based on the bilinear profile which involves using
the shortest distance instead of an arc length measured from
the source to receiver.

The theoretical results reported in this paper justify the
use of a spherically curved surface for laboratory measure-
ments of the influence of outdoor temperature gradients on
sound propagation. On the other hand, they suggest that it
would be rather misleading to use a cylindrically curved sur-
face for indoor measurements as a valid model to study the
influence of wind speed gradients on sound propagation out-
doors.
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Point source propagation over a screen located on a finite impedance surface representative of
grass-covered ground is investigated under upwind and downwind conditions. The theoretical part
of the investigation involves extended use of parabolic equation methods~PE! allowing for the
changes in the vertical wind speed profile when the wind field passes the screen. The influence of
turbulence is also implemented. The experimental part of the investigation relies on a scale model
technique based upon a 1:25 scaling ratio and a triggered spark source. The main results relate to the
size of the insertion loss of a screen under windy conditions and to the acoustic importance of the
redirection of the flow before and after the screen. ©1998 Acoustical Society of America.
@S0001-4966~98!06511-4#

PACS numbers: 43.28.Fp, 43.20.Bi@LCS#

INTRODUCTION

The attenuation obtained by means of outdoor sound
barriers has been studied in detail for homogeneous and still
air.1–3 The influence of wind and temperature gradients and
turbulence has been investigated considerably for the case of
sound propagation over plane unobstructed ground,4–14 but
not for screens. In practice the insertion loss will often be
influenced by temperature gradients and wind, including tur-
bulence effects, but it appears that only few studies of this
exist.15–19

In the present work a screen on a finite impedance sur-
face representative of grass-covered ground is investigated
experimentally and theoretically under the influence of wind.
Upwind as well as downwind conditions are investigated.
The experimental data are the result of model experiments in
a 1:25 scale model within a boundary layer wind tunnel. The
experiments simulate the effect of noise screens located on
porous outdoor surfaces for monopole point source propaga-
tion. The sound field is measured using a triggered spark
source and averaging on a power basis in the frequency do-
main. The approximate wind field is determined by means of
hot-wire anemometry in positions on both sides of the
screen, as well as directly over the screen. While the wind
tunnel has been improved, the technique of acoustic mea-
surement and flow measurement is as previously described.19

The measured data are compared with calculated results
obtained by means of parabolic equation methods. Most of
the calculations are based upon assumptions of laminar flow
while gradual changes of the wind speed profile along the
propagation path are taken into account. To some extent the
measurements will be influenced by turbulence generated
near the ground and additional turbulence generated by the
screen. Additional calculations estimating the influence of
turbulence when a screen is present are included and the
influence of turbulence is discussed and interpreted.

I. ACOUSTIC PARABOLIC EQUATIONS THEORY

A. Theory for laminar flow

Starting from the Helmholtz equation the family of para-
bolic differential equations may be derived. For the case of
atmospheric propagation this was first done by Gilbert and
White.4 The main stages of the derivation are repeated here
for the sake of clarity.

In a constant density medium with symmetry around a
vertical axis through the source location we may write the
homogeneous Helmholtz equation in cylindrical coordinates,

]2p

]r 2 1
1

r

]p

]r
1

]2p

]z2 1k0
2n2p50, ~1!

where the refraction indexn(r ,z) is equal toc0 /c(r ,z) and
where the pressure is specified as a function of range and
height,p(r ,z). k0 is a reference wave number.

Using thee2 ivt time convention the solution may be
written as a product of two functions, one of which is the
Hankel function,

p~r ,z!5H0
1~k0r !f~r ,z!, ~2!

wheref represents the envelope of the outgoing cylindrical
wave given by the Hankel function. The envelope is assumed
to be slowly varying in range,r.

Under far field conditions this leads to a simplified el-
liptic equation,

]2f

]r 2 12ik0

]f

]r
1

]2f

]z2 1k0
2~n221!f50. ~3!

The elliptic wave equation may be further transformed. Con-
sidering the outgoing part of the field only and exploiting the
assumption that the medium is slowly varying with range,
the following equation may be obtained:13

]f

]r
5 ik0SAn21

1

k0
2

]2

]z221Df. ~4!

This equation is an exact one-way equation in the far field
for a range independent medium. However, the presence of

a!Present affiliation: CTBTO, IMS, Hydroacoustics, Vienna International
Centre, P.O. Box 1250, A-1400 Vienna, Austria.
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the square root, which is a pseudo-differential operator, ne-
cessitates further approximation. Different approximate solu-
tion methods exist and these are denoted parabolic equation
~PE! methods. The approach used in this work is the standard
Crank–Nicolson13,20 wide angle approximation which em-
ploys implicit finite difference for marching the solution in
range. This approach is slow in comparison with the fast-PE
methods21,22but it is well suited for treating range dependent
effects. The starter used for source representation is a Greene
starter.13,23,24

The screen was included in the calculations by means of
setting the field to zero on the screen surface as originally
suggested by Salomons.17

B. Theory for turbulent flow

For the sake of the present investigation an approach
estimating the influence of turbulence on the acoustic propa-
gation is needed. The approach used in this work was devel-
oped by Galindo13 which in turn follows the ideas from Gil-
bert et al.8 but with a different implementation.

From Eq. ~4!, our standard parabolic equation, the re-
fraction index n(r ,z) may be rewritten asnd1m(r ,z),
wherend is the deterministic component andm is the sto-
chastic component, and the pseudo-differential operator,Q,
may be expressed as

Q5A11q, q5~nd1m!21
1

k0

]2

]z221. ~5!

q may be written as

q5qd1m212mnd , qd5nd
21

1

k0

]2

]z221, ~6!

where the right hand equation definesqd . As a result the
parabolic equation may be written as

]f

dr
5 ik0~A11qd12ndm21!f, ~7!

where weak turbulence (m2!1) has been assumed. Expand-
ing the square root for small argument one obtains

A11qd12ndm511 1
2~qd12ndm!2 1

8~qd12ndm!21¯ .
~8!

Ignoring small terms one obtains the result

A11qd12ndm'11 1
2qd2 1

8qd
21ndm. ~9!

In this equation the first three terms represent the Taylor
expansion of (11qd)1/2. This means that the pseudo-
differential operator,Q, may be written as

Q'Qd1ndm, Qd5A11qd. ~10!

The Crank–Nicolson implicit difference scheme is applied
for marching the equation in range. This is a relatively slow
approach. This may perhaps be improved by means of the
split-step algorithm as proposed in Gilbertet al.8

In order to introduce the stochastic fluctuations into the
calculations it is necessary to introduce the assumption that
the two-dimensional autocorrelation functionBn(s) is
Gaussian:

Bn~s!5m0
2e2usu2/L2

. ~11!

L is the correlation length~turbulence scale!, s is the separa-
tion distance in ther -z plane, andm0

2 is the variance ofm
~turbulence strength!.

The wave number spectrumW(kr ,kz) is defined as the
Fourier transform of the autocorrelation function,

W~kr ,kz!5E E Bn~sr ,sz!e
i ~krsr1kzsz! dsr dsz , ~12!

wherekr andkz are the radial and the vertical components of
the wave number vector, andsr and sz are the radial and
vertical components of the spatial separation.

From integration of Eq.~12! one obtains the wave num-
ber magnitude spectrum,

AW~kr ,kz!5m0LApe2~1/8!~kr
2
1kz

2
!L2

. ~13!

m(r ,z) may be found from inverse Fourier transformation of
(W)1/2 multiplied by a uniformly distributed random phase
function,c,

m~r ,z!5
N

~2p!2 E E AW~kr ,kz!e
2 i ~kr r 1kzz!

3e2 ic~kr ,kz! dkr dkz , ~14!

whereN is a normalization factor given by the square root of
the area over whichm is defined. Different randomizations of
c represent different realizations of the turbulence.8

C. Implementation

Fluid mechanics research on flow over obstacles seems
to imply that while the velocity profile takes more than 50
screen heights after the screen to recover to the condition
before the screen, some sort of logarithmic profile is found
again as early as 6 step heights after the screen.25 Numerical
simulations may be carried out based on Navier–Stokes
equations taking viscosity into account. No analytical repre-
sentation of the development of the flow over a vertical
screen on a horizontal surface exists26 except for the ap-
proach based on Laplace’s equation valid for irrotational
flow only.27 This simplification leads to a flow which is sym-
metric with respect to the screen. Such a symmetry is by no
means present in experimental data as may be inferred from
the above statement concerning flow recovery reported by
fluid mechanics specialists.

In the present work, the flow is described by logarithmic
profiles all the way over the screen. The expression for the
sound speed profile is

c~z!5c01v0 lnS z

z0
D , ~15!

wherec0 is the sound speed in the absence of wind andc(z)
expresses the effective sound speed profile used in simula-
tions. Two different screens are considered, one 2.5 m high,
the other 1.25 m high.

An interpolation of the flow parametersv0 andz0 deter-
mining the sound speed profile is initiated 5 m before the
flow arrives at the screen. The vertical profile is gradually
modified so that the roughness length,z0 , is equal to the
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screen height at the screen position. The transition is based
on simple linear interpolation of the values of (v0 ,z0). The
interpolation is determined by (v0 ,z0)
5(0.4341, 0.000 108 3) at 5 m before screen, (v0 ,z0)
5(5.2, 2.5) at high screen or (v0 ,z0)5(5.2, 1.25) at low
screen. The values for the parameters (v0 ,z0) are determined
from flow measurements and~0.4341, 0.000 108 3! repre-
sents flow for unobstructed terrain, whereas the values given
at the screen position represent the flow at this position for
the two screen heights.

After the flow has passed the screen, a similar transition
is used but the interpolation is carried out in a zone extend-
ing to 15 m after the screen. Hence, the rate of change of the
profile is taken to be three times slower after the screen than
before the screen. At 15 m (v0 ,z0)5(0.7498, 0.1321).
These parameter values lead to the curves in Fig. 1.

It should be stressed that the transition of flow close to
the screen is only modeled in a very simplified way by these
considerations but a more accurate description is not easily
found.

The ground was characterized by flow resistivity and
layer thickness~full scale values! in the impedance model
described by Attenborough28 as the 2PA model. In the
present notation (e2 ivt) it reads thus:

Z~s,b!5As

f
0.4342~11 i !1 i

b

f
9.6485, ~16!

where convenient values have been inserted for sound speed
~340 m/s!, density ~1.204 13 kg/m3!, and ratio of specific
heats~1.4021!. The parameterZ denotes the relative charac-
teristic impedance andb denotes the rate of exponential de-
crease of porosity with depth. Alternativelyb may be inter-
preted as 2/de , where de is the effective thickness of a
porous layer of constant porosity on a hard backing.s is the
flow resistivity.

The PE calculations are based upon the use of 8 points
per wavelength horizontally as well as vertically and a total
of 4000 vertical discretization points.

II. RESULTS

A. Meteorological data from scale model

The meteorological data are obtained from Dantec
Streamline hot-wire anemometry equipment~using a type
55p11 single wire probe!. The wind speed is found as an
average over 54 s. A meteorological sampling rate of 300 Hz
was used; this rate was found to be more than sufficient. The
anemometer probes were positioned with a vertical wire to
obtain measured data that was insensitive to vertical flow.

The wind speed profile was measured in positions~con-
verted to full scale! 12.5 m before the flow reaches the
screen; another profile measurement was made just above the
screen and in positions 12.5 m after the screen. The logarith-
mic wind speed profiles obtained by curve fitting are shown
in Fig. 1. Note that the speed above the screen is higher than
before and after the screen as a consequence of the redirec-
tion of the flow caused by the screen.

B. Comparison with acoustical data from scale model

The acoustic measurements are based on energy averag-
ing in the frequency domain of 12 pulses, each of which has
been edited in the time domain so that reflections from tun-
nel walls, etc. are removed. Energy averaging is necessary
because of the stochastic process involved in propagation
under the influence of wind. The frequency range of the mea-
sured data is limited to between 125- and 3000-Hz full
scale—the frequency range where the signal-to-noise ratio
was satisfactory. The basic setup involving the screen is
shown in Fig. 2. The thickness of the model screen was 9
mm corresponding to 22.5 cm in full scale. Equation~16!
was used to describe the acoustic impedance of the ground
surface~which was a layer of very open synthetic material on
top of a thin cotton material on hard backing! with s
57 kNsm24 andb5125 m21 for full scale frequencies. The
value of b corresponds to a homogeneous porous layer of
thicknessde52/b50.0160 m on a hard backing. This full
scale thickness is approximately 25 times the physical thick-
ness of the material used in the scale model. The choice of
parameter values in the 2PA model is the result of curve-
fitting sound pressure level results as a function of full scale
frequency for the case without wind and for unobstructed
terrain.

The measured results shown in the figures are all scale
model data which are shown in a full scale context. Hence,
all frequencies and heights and distances refer to full scale
conditions. The source height is 1.5 m in all cases. Figure 3
shows relative sound pressure levels for an unscreened case
with a wind speed profile as shown in Fig. 1~curve labeled
‘‘before screen’’!. The agreement between measured data
and calculated values is seen to be quite good except for

FIG. 1. Analytical approximations for wind speed profiles.

FIG. 2. Full scale geometrical parameters.hs51.5 m in all cases.
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frequencies where the level has a sharp minimum.~Results
without wind and measured over a similar acoustic surface
may be found in previous work3 and they also agree well
with calculated data from the 2PA model.!

In Fig. 4 the distance from source to screen is 25 m and
from screen to receiver 35 m. The screen height is 1.25 m
and the receiver height is 0.5 m. The calculations are for
laminar wind flow. The agreement between measured and
calculated data is good, especially for no wind.

In Figs. 5 and 6 the distances and heights are the same as
in Fig. 4 except for the screen height which is now increased
to 2.5 m and the receiver height which is increased to 2.5 m.
It should be noted that Figs. 5 and 6 show results of two

slightly different calculations. Either a transition zone of 5 m
before and 15 m after the flow passes the screen is included
in the simulations taking the wind into account, or the wind
profile is considered to change abruptly at the screen loca-
tion. The former approach is a simulation of the actual flow
conditions near the screen, whereas the latter approach treats
the wind speed profiles as constant from source to screen and
again from screen to receiver. The results indicate that the
simple discontinuous approach is insufficient for higher fre-
quencies, and also that better agreement is obtained for up-
wind than for downwind. This is a general trend and is re-

FIG. 3. Sound pressure level relative to free field.hscr50, hr52.5 m, d1

1d2560 m. Full line, measured for downwind;1, calculated for down-
wind; dashed line, measured for upwind;n, calculated for upwind.

FIG. 4. Sound pressure level relative to free field.hscr51.25, hr50.5 m,
d1525 m, d2535 m. Full line, measured for downwind;h, calculated for
downwind; dashed line, measured for nowind;s, calculated for nowind.
Calculations for wind based on 5-m flow transition zone upstream of screen
and 15-m transition zone downstream of screen.

FIG. 5. Sound pressure level relative to free field.hscr52.5, hr52.5 m,
d1525 m, d2535 m. Full line, measured for downwind; calculated for
downwind ~h! based on 5-m flow transition zone upstream of screen and
15-m transition zone downstream of screen. Additional calculations~>! for
discontinuous wind speed profile~no transition zone!.

FIG. 6. Sound pressure level relative to free field.hscr52.5, hr52.5 m,
d1525 m, d2535 m. Interrupted line, measured for upwind; calculated for
upwind ~h! based on 5-m flow transition zone upstream of screen and 15-m
transition zone downstream of screen. Additional calculations~3! for dis-
continuous wind speed profile~no transition zone!.
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lated to the asymmetry of the flow pattern close to the
screen. When the extended transition region is on the re-
ceiver side~i.e., for downwind! the acoustic results become
sensitive to the lack of a precise flow representation in the
region.

An additional example is shown in Fig. 7 representing
the case where the distance from screen to receiver is re-
duced to 25 m. The low screen height of 1.25 m is used and
the receiver height is only 0.25 m. The distance from source
to screen is still 25 m.

Experimental evidence obtained using the anemometer
equipment and correlation analysis as suggested by Daigle
et al.6 shows that the full scale correlation length,L, is ap-
proximately 0.4 m, and thatm0

2 is of the order 331026 mea-
sured as the variance of the wind speed divided by the sound
speed squared. Strictly speaking, the scale modeling tech-
nique is not applicable when turbulence is considered, since
turbulence effects do not scale. The primary reason for this is
that the viscous properties of the fluid are not scaled.27 It
must be added, however, that the correlation length usually
found in outdoor experiments without screens is around 1.1
m, andm0

2 is usually close to 231026, values that are close
to those obtained from the scale model experiment. Numeri-
cal simulations according to the method described in Sec. I B
have shown negligible influence from turbulence using the
abovementioned values. The turbulence calculation example
included as Fig. 8 is made for exaggerated turbulence values
in order to show the qualitative influence. It is seen that the
interference minima are affected as could be expected.

The measured and calculated insertion loss of the
screens are displayed directly in Figs. 9 and 10 valid for
downwind and upwind, respectively, for a 2.5-m screen. The
agreement between measured and calculated results is quite
good, especially for upwind. For downwind the results show
that the insertion loss fluctuates around zero. This is in agree-

ment with findings of Scholeset al.16 who measured the in-
fluence of screens~full scale measurements! and who found
that in a downwind situation the insertion loss was not al-
ways positive.

III. CONCLUSIONS

The primary conclusion of the present work is that the
experiments infer that the applied PE method is applicable to
the combined effect of screens and wind provided that suffi-
cient information about the wind field is present. This result
is not trivial since a number of approximations are inherent

FIG. 7. Sound pressure level relative to free field.hscr51.25,hr50.25 m,
d1525 m, d2525 m. Full line, measured for downwind;h, calculated for
downwind. Calculations for wind based on 5-m flow transition zone up-
stream of screen and 15-m transition zone downstream of screen. Interrupted
curve, measured for no wind;s, calculated for no wind.

FIG. 8. Sound pressure level relative to free field.hscr52.5, hr52.5 m,
d1525 m, d2535 m. Interrupted line, measured for upwind;3, calcula-
tions for discontinuous wind speed profile~no transition zone!. Triangles
denote calculations including turbulence effect for ten realizations. Turbu-
lence is assumed to originate from the screen and is taken into account until
10 m after the flow has passed the screen.m0

250.0002. Triangles base down:
correlation lengthL51.1; base up:L50.4.

FIG. 9. Insertion loss for downwind based upon data from Figs. 3 and 5.
Full line, measured;h, calculations for wind based on 5-m flow transition
zone upstream of screen and 15-m transition zone downstream of screen.
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in the numerical approach used, namely one-way propaga-
tion only, decreasing accuracy as the acoustic emission angle
reaches around 40 degrees measured from horizontal~this is
a combination of the PE approach and the choice of starter
representing the source field!. These are the fundamental PE
limitations. In addition to that the screen is included in the
calculations in a nonrigorous manner and the mere presence
of the screen is in conflict with the assumption included in
the PE approach that the topography must only change
slowly.

Additional problems are related to the wind field. It is
very difficult to make an accurate implementation of a wind
speed profile which develops with distance in a realistic
manner. And lastly the turbulence is taken into account in
~some of! the calculations but based on assumptions of
Gaussian distributions and of weak turbulence only.

The most important problem is believed to be the prob-
lems related to the wind field. Results in other
publications1–3 have shown that when no wind is present,
very satisfactory results for the sound pressure level behind
screens may be obtained. Trying to understand the details of
that limitation, it may be said that the complicated flow pat-
tern ~laminar flow! was more important to the results than
hitherto supposed, and for the results presented here the tur-
bulence seems to play a less significant role than previously
believed.18

The experiments presented in this work are meant to be
representative of full scale noise barriers. Such a transforma-
tion of results is likely to cause inaccuracies, and for the case
of turbulence it is in fact known to be inaccurate since the
viscous properties of the fluid are not scaled. It is unlikely,
however, that the deviations related to the incomplete scaling
will affect the overall tendencies in the results obtained for
flow. On the basis of the results obtained in this work it

therefore is reasonable to expect the exact flow pattern close
to a noise screen to be important for the insertion loss. This
means that the flow pattern associated with a specific noise
screen design could be an important parameter. Previous
studies of the influence of the screen shape in a still and
homogeneous atmosphere1 should in the future be supple-
mented by studies taking the wind flow over the screen into
account.
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A nuclei size measurement technique is developed, based on a dispersion relation for propagation
of sound waves through a bubbly liquid. This is used to relate the attenuation and phase velocity of
a sound wave to the bubble population, leading to two integral equations. These equations are ill
posed, and require special treatment for solution. Algorithms based on a minimization method that
imposes a number of physical constraints on the solution, rendering the equation well posed, are
developed. The procedure is first tested on analytical data with varying artificial noise added, and
found to be successful in recovering the bubble density function, and to perform much better than
other published solution techniques. Then, bubbles were generated using electrolysis and air
injection through porous tubes, and bubble populations measured. Short monochromatic bursts of
sound at different frequencies were emitted and received using hydrophones. The received signals
were then processed and analyzed to obtain the attenuation and phase velocity. The void fraction
and known experimental errors were also obtained and were fed as constraints to the inverse
problem solution procedure. This resulted in bubble populations which compare favorably to those
obtained by microphotography. ©1998 Acoustical Society of America.@S0001-4966~98!05811-1#

PACS numbers: 43.30.Es, 43.30.Pc, 43.20.Ye, 43.25.Yw@SAC-B#

INTRODUCTION

Determination of the bubble population in a sample of
liquid is an important problem in many fields. A significant
amount of experimental work has been performed to deter-
mine the bubble size distribution in given samples of water
~e.g., Refs. 1–11!. These experiments can be divided into
optical studies~including scattering, photographic, and holo-
graphic!, acoustical studies~including scattering, attenuation,
and dispersion!, and others~including electrical impedance12

and cavitation susceptibility13!.
Acoustical methods are inverse methods, relying on the

fact that bubbles have a strong effect on the propagation of
acoustic waves. The acoustical cross section of a bubble is
three to four orders of magnitude greater than its geometrical
cross section.2 Acoustical techniques are relatively simple,
and applicable to much larger liquid samples. Additionally,
the ocean is much more transparent to the passage of acous-
tic waves than it is to light.

The predictions of existing acoustical and optical tech-
niques differ widely;14 for instance, the acoustical method of
Wildt15 overpredicts the bubble population density by as
much as two orders of magnitude at small radii, and under-
predicts it significantly at larger radii. The error lies in the
procedures used to infer the bubble population from the mea-
surements. In this paper we present a consistent method for
obtaining the bubble population from measurements.

Using a set of effective equations, derived by taking the
limit of the complete equations of motion to small bubble
volume fractions,16 a dispersion relation for bubbly fluids
was developed by Commander and Prosperetti.17 This rela-
tionship was used to obtain the attenuation and phase veloc-
ity for given bubble populationsand was compared very fa-
vorably with measurements. They also found that the

computed attenuation and phase velocity were quite sensitive
to the bubble population distribution. Here, we use the in-
verse procedure and obtain two integral equations for the
bubble population density in terms of the phase velocity and
attenuation. Solution of these equations usingmeasuredval-
ues of the attenuation and change in phase velocity will al-
low computation of the bubble population. The problem
faced in the solution of these equations is that the equations
are ill posed. We considered in Refs. 18 and 19 several ap-
proaches for solving this ill-posed problem, and found that
among the approaches tested one based on constrained mini-
mization worked best.

In Sec. I we describe the governing equations of the
problem and their characteristics. In Sec. II we present the
details of our algorithm. In Sec. III we apply the algorithm to
synthetic data obtained from assumed bubble populations
and show that the algorithm is successful in recovering the
bubble population. In Sec. IV, we describe experiments con-
ducted to validate the method for measurement of the bubble
population. The signal processing procedures used to analyze
the signals are described in Sec. V. The method is applied
to obtaining bubble populations from experiments in Sec. VI,
and the resulting bubble populations validated against
photographic data in Sec. VII. Conclusions are presented in
Sec. VIII.

I. GOVERNING EQUATIONS

Consider a bubbly medium consisting of a pure liquid of
sound speedcl containing spherical bubbles of different ra-
dii. The bubble size distribution in the liquid is characterized
by the bubble population density,N(a), defined such thata!Electronic mail: ramani@dynaflow-inc.com
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E
a1

a2
N~a! da5number of bubbles with radii

in @a1 ,a2# per unit volume. ~1!

Herea denotes the equilibrium radius of the bubbles.N thus
is a densityand has SI units: number/m24.

When sound of frequencyv propagates through the bub-
bly medium, the bubbles oscillate, and extract and reradiate
energy into the medium, thereby making it dispersive. Each
bubble may be treated as an oscillator with a characteristic
natural frequencyv0 and a damping constantb that depend
upon the frequency of the insonifying wave and the radius of
the bubble. The effect of this dispersive behavior is to make
the sound speed in the mixture,Cm , complex.

A dispersion relation relating the complex sound speed
in the mixture to the sound speed in the pure medium, as a
function of the bubble density function, was derived by
Commander and Prosperetti,17 on the basis of effective equa-
tions for sound propagation in bubbly liquids~valid at low
bubble void fractions! obtained by Caflischet al.16 This
equation is the starting point of our work, and is

cl
2

Cm
2 5114pcl

2E
alo

ahi aN~a!

v0
22v212ibv

da, ~2!

wherei represents the imaginary unit.
Equation~2! enables computation of the complex speed

of sound in the bubbly mixture,Cm , for a monochromatic
wave of frequencyv/2p for known bubble population distri-
bution and known bubble natural frequencies and damping.
We use the expressions obtained in Ref. 20 for the bubble
natural frequency and the damping. These are obtained on
the basis of a linearized study of the oscillation of a single
gas bubble in response to a monochromatic wave, and are

v0
25

p`2pv12s/a

ra2 S R~F!2
2s

ap0
D , ~3!

b5
2m

ra2 1
p0

2ra2 I~F!1
v2a

2c
5bv1bth1bac . ~4!

Here, p` refers to the liquid equilibrium pressure,pv the
liquid vapor pressure in the bubble,s is the surface tension,
and the quantityp0 is the gas pressure in the bubble at equi-
librium and is given by

p05pg01pv5p`1
2s

a
. ~5!

Herepg0 is the pressure due to noncondensible gases in the
bubble; R and I, respectively, refer to the functions that
yield the real and imaginary parts of a complex quantity. The
three parts making up the expression forb are the damping
due to viscosity, thermal effects, and acoustic reradiation.
The quantityF is given by

F5
3g

123~g21!ix@~ i /x!1/2 coth~ i /x!1/221#
, ~6!

whereg is the ratio of specific heats for the gas in the bubble,
and where

x5
D

va2 , ~7!

with D the gas thermal diffusivity.
The dispersion relation~2! can be separated into its real

and imaginary parts to obtain two new equations forN(a),
as

cl

CM
5u2 iv. ~8!

Doing so, one obtains

FIG. 1. The kernel functionsuk1u and k2 are plotted against the bubble
radius for different insonification frequencies. The functionk2 is peaked at
the radius corresponding to resonance at the insonification frequency, but
has a strongly growing tail which can be of the same order of magnitude as
the peak. Since the functionk1 is zero at the resonant radius and negative for
larger radii these values are shown with a dotted line.

2700 2700J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 Duraiswami et al.: Bubble counting by inverse scattering



4pcl
2E

alo

ahiF ~v0
22v2!a

~v0
22v2!214b2v2GN~a! da

5E
alo

ahi
k1~a,v!N~a! da5u22v221, ~9!

4pcl
2E

alo

ahiF bva

~v0
22v2!214b2v2GN~a! da

5E
alo

ahi
k2~a,v!N~a! da5uv, ~10!

where we have introduced the notationk1 andk2 to denote
the kernels of the two integral equations. These kernels are
the crucial input of this model to the computations. These in
turn depend upon accurate evaluation of the bubble reso-
nance frequency,v0 , and the damping,b. As a check on the
procedure for evaluating the resonance frequency and the
damping we have reproduced all the results presented for
them in Ref. 20. Figure 1 shows the two kernel functions.

The quantitiesu and v may be obtained by measuring
the phase velocitycm and the attenuationA of the wave in
the bubbly liquid. We note that for a wave propagating with
the mixture speedCm , quantities are proportional to

exp ivS t2
x

CM
D5exp ivS t2

x

cl
~u2 iv ! D

5expS 2
vvx

cl
Dexp ivS t2

x

cl /uD .

~11!

The phase velocitycm of the sound wave is given by

cm5cl /u, ~12!

while the attenuationA, in dB per unit length, is given by

A520 log10 eS vv
cl

D , ~13!

wheree52.71828 is the base of the natural logarithms.

FIG. 2. ~a! Assumed bubble density function,~b! correspondingu and ~c! correspondingv curves produced by using the dispersion relation.
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In our experiments, where we emit short bursts of mono-
chromatic waves. These quantities are calculated as follows:

u~ f !5
clDt

dER
, v~ f !52

cl log@ p̄2~ f !/ p̄ref
2 ~ f !#

4p f dER
, ~14!

where

p̄2~ f !5
1

T E
0

T

p2 dt, ~15!

where p(t) is the raw pressure signal at the measurement
location. This quantity is referred to as the mean square am-
plitude ~MSA! of the pressure signal. The other quantities
are described below:

f 5v/2p frequency of the insonifying wave
dER distance between emitter and receiver
cl speed of sound in the pure liquid~water!
Dt time for signal to travel between hydrophones

p̄ref
2 ( f ) MSA of the pressure signal at a distancedER

in pure water
p̄2( f ) MSA of a pressure signal at a distancedER in

the bubbly medium

A. Comments on the equations

Integral equations relating the bubble population to at-
tenuation, or to backscattering, were presented in Ref. 15 in
1945, and have been used by several investigators. Sarkar
and Prosperetti21 showed that the earlier equations can be
obtained from the dispersion relation~2! by making a bino-
mial expansion valid at low void fraction. In this case the
phase velocity can be taken to be that in the pure liquid, and
the integral equation withk1 kernel becomes of higher order,
while that with thek2 kernel survives. The present equations
thus must be considered to hold at higher void fractions than
these earlier equations.

It should be noted that the present procedure for obtain-
ing the bubble densityrequiressimultaneous knowledge of
the attenuation and phase velocity. However, if these are
known, each equation,~9! or ~10!, can be used independently
to solve for the bubble population. In the method developed
below we find a population that satisfies best both equations
simultaneously.

It is useful to restate the assumptions inherent in these
equations before designing an experiment that uses them.
The theory of Caflischet al.16 is valid at low void fraction,
and the bubbles are assumed to oscillate spherically. The
analysis used to obtain the natural frequencies and attenua-
tion also assumes spherical oscillations, with small devia-
tions of the bubble instantaneous radius from the mean
value. This requires that the pressure fields experienced by
the bubbles be of small amplitude. Further, the bubbles are
assumed to oscillate in a linear fashion~without exciting
subharmonics or higher harmonics!. The derivation of the
expression forF also requires the insonifying waves to be
monochromatic. Thus in the experiments, we must make
sure that these criteria are satisfied.

II. INVERSE PROBLEM SOLUTION

Equations~9! and~10! obtained for the bubble distribu-
tion areFredholm integral equationsof the first kind~IFK!
with analytic, compact kernels, and are consequently ill
posed.22 The ill posedness exhibits itself by making solutions
to the equations discontinuous with respect to the problem
data. Continuity of the solution of a mathematical model
with respect to data is important for practical reasons, since
experiments are prone to measurement errors and numerical
computations are subject to round-off and other errors. For
an ill-posed problem this may result in the error in the solu-
tion oscillating wildly when refining discretization until fi-
nally the ‘‘solution’’ has little relation to the original data. It
is then necessary to look for the solution of a stable approxi-
mate problem, which in some sense is the closest to the exact
solution, and is achieved by constraining the possible solu-
tions of the problem. This process is termedregularizingthe
problem.

FIG. 3. Inverse problem solution for the bubble densityN(a) using the
non-negativity and noninfinity constraints and~a! K1 terms alone as objec-
tive functions and~b! K2 terms alone as objective functions.
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A. Constraints on the bubble density function

An ill-posed problem can be regularized by imposinga
priori constraints on the solution. Imposition of these con-
straints explicitly restricts the solution set, and can restore
uniqueness and/or well posedness to the solution. Two tech-
niques for accomplishing this task have been suggested in
Ref. 23. These are based on the concepts of ‘‘prior knowl-
edge’’ and ‘‘parsimony.’’ The first requires that all prior
physical knowledge about the solution be included in the
modeling, while the second requires that of all solutions not
eliminated by the first principle, the one that adds the least
amount of ‘‘new information,’’ be selected. The second con-
dition prevents the introduction of nonphysical phenomena,
which are artifacts of the solution technique.

For the bubble-counting problem the following informa-
tion about the expected solution is known:

~1! The functionN(a) is strictly positive or equal to zero.
~2! The function is expected to be a piecewise smooth con-

tinuous function ofa.

~3! The limits of integration, and discretization, for the ra-
dius can be set to some expected minimum and maxi-
mum radius, sayalo , ahi .

~4! The solution should depend continuously on the data,
e.g., small changes in the measured attenuation should
be associated with small changes in the bubble density.

~5! The distributions obtained from the solution of one of
the equations~9! and~10! should satisfy the other equa-
tion.

~6! The volume fraction and surface area per unit volume of
bubbles is bounded.

While these conditions might seem ‘‘obvious,’’ in the
case of an ill-posed problema priori imposition of such
conditions during the solution process is essential to restore
well posedness.

B. Discretization of the integral equation

Numerical solution of the integral equations involves
discretization, interpolation of the unknown functionN(a)

FIG. 4. Inverse problem solution checkout on four assumed bubble distributions using two methods of distributing collocation points: radii based on the peaks
of k2 , and evenly spaced radii.~a! Single peak distribution with the peak at 40mm and standard deviation510 mm. ~b! Single peak distribution with the peak
at 500mm and standard deviation510 mm. ~c! Single peak distribution with the peak at 300mm and standard deviation5100mm. ~d! Double peak distribution
with peaks at 40 and 400mm and standard deviation510 mm for both peaks. The method based on evenly spaced radii is able to capture the correct solution
in all cases. Twenty-eight frequencies between 5 and 190 kHz were used for interrogation.
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using a parametric interpolant, numerical quadrature to per-
form the integrals, and solution of the systems of linear equa-
tions and inequality constraints thus obtained. The method
we found to be most robust for the present problem17 was to
divide the range over which the integral was done,@alo ,ahi#
into M subdomains, with the unknown function interpolated
linearly as follows:

N~a!5Ni

a2ai 11

ai2ai 11
1Ni 11

a2ai

ai 112ai

5NiA~a!1Ni 11B~a!, ~16!

whereA(a) andB(a) represent the linear spline basis func-
tions. The discretized equations then are

(
i 51

M F E
ai

ai 11
k~v,a!A~a! da1E

ai 21

ai
k~v,a!B~a!daGN

5a~v!.

The integrations over the subdomains are performed using a
12-point Gauss–Legendre scheme. The equations are then
written in linear system form by using collocation at the
breakpoints between the subdomains. The data obtained at
each frequencyv j results in a new equation, and these equa-
tions can be combined in a standard linear system as

KN5a. ~17!

In all our computations we scale the matrices and the inter-
vals of integration by the corresponding leading term to en-
sure thatO(1) quantities are dealt with throughout.

FIG. 5. Comparison of the present technique with the Wildt technique for four assumed bubble distributions.
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C. Solution via constrained minimization

Several techniques for achieving well-posed solutions to
the inverse problem were considered in Ref. 18. Of these, the
following method based on linear optimization was found to
be most successful.

The motivation for using this technique was that classi-
cal techniques such as the Tikhonov regularization
method22,24 do not allow imposition of all available physical
constraints. Rather, they only impose some mathematical
constraints such as smoothness or bound on the norm of the
solution. Here, since we have two sets of equations for the
bubble population~9! and ~10!, in the Tikhonov method the
equations have to be solved separately, and the error in the
residue of the second equation can only be checkeda poste-
riori .

The methods used in the field ofconstrained optimiza-
tion seem particularly appropriate for this problem. In Refs.
18 and 19 we cast the integral equations as a linear optimi-
zation problem by using a simplex method.25 This method
seems very useful for the present problem because

~1! The solution is guaranteed to be positive, without having
to impose non-negativity as an explicit constraint.

~2! Upon solution, constraint errors are immediately avail-
able.

~3! The solution is minimized in theL1 norm.
~4! Imposition of additional constraints does not require re-

formulation of the problem.
~5! Additional regularization techniques such as Tikhonov

regularization, which provide further linear equations,
can be easily introduced in the framework.

In this approach our objective function for minimization
is uK2N2a2u, subject to the constraints

K1N5a1 , N~a!>0,
~18!

E
alo

ahi
N~a!a2 da,C1 , E

alo

ahi
N~a!a3 da,C2 .

Here, the objective function comes from Eq.~10!, and the
first constraint comes from the fact that Eqs.~9! and ~10!
must be simultaneously satisfied. Also,C1 andC2 are con-
stants which are larger than the expected surface area per
unit volume and the volume fraction of bubbles. If informa-
tion about these parameters is not available, they can be set
to very large numbers. Incorporation of further experimental

constraint information in the solution procedure can be
made.

If the data is available forM frequencies, we usually
compute the matrices on the right-hand side at up to 1.5M
different radii, to reduce the quadrature errors in the repre-
sentation of theKi j . The use of the constrained optimization
formulation lets us accurately calculate the bubble density
function at more points than insonification frequencies.

III. ANALYSIS OF THE SOLUTION PROCEDURE

Direct solution of an ill-posed inverse problem can give
large errors if the input data contains small errors. The accu-
racy of a regularization scheme will depend upon the con-
straints used in the procedure, as well as numerical errors in
the solution. In the following we performed a series of cal-
culations to study the effect of these constraints on the accu-
racy of the obtained bubble distribution by using synthetic
input data corresponding to a known bubble distribution. In-
put dispersionu and v data were generated using a given
bubble distribution and the inverse problem solved using this
data. This data was also used with the conventional method

FIG. 6. Sketch of signal paths in a finite size tank.

FIG. 7. Signal analysis procedure used in the acoustic bubble spectrometer
~ABS!.
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of solving the bubble counting problem, and a systematic
comparison performed.

A. Effect of imposing different constraints on the
solution

A bubble distribution was assumed, and used with the
dispersion relation to obtain correspondingu and v curves.
Figure 2~a! shows the distribution and Fig. 2~b! and ~c!
shows the correspondingu andv curves.

Figure 3~a! and ~b! shows the results of solving the
problem using equations corresponding to eitherK1 andK2

as objective functions separately and imposing the non-
negativity of N(a) and noninfinity constraints on the void
fraction and surface area free unit volume. The figure shows
that in this case the inverse problem solution procedure is
able to obtain the assumed solution with either of the kernels
K1 or K2 .

However, on some data with input errors of the order of

1%, we found that use of theK1 equations resulted in im-
possibility of satisfaction of the system of equations and con-
straints. For such problems we substantially relax theK1

constraints and effectively only use the equations involving
K2 and the remaining constraints.

B. Effect of the selection of the collocation points

The accuracy of the inverse problem solution depends
upon the accuracy of the discretization—since the kernel
functions at a particular frequency of insonification have
peaks near the resonant radius corresponding to that fre-
quency~see Fig. 1!. More points near that radius are needed
to adequately resolve the integral. Resonant radii not being
the same for different frequencies one would need very many
points for adequate resolution of the integral for all kernels.
Thus there is a tradeoff in choosing more points to resolve
the integral and ending up with too large and unstable a

FIG. 8. Example emitter excitation and receiver response signals at three frequencies recorded during experiments performed with bubbles being generated
using electrolysis with stainless steel wires of diameter 0.4 mm. Amplitude scale is arbitrary.
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linear system. To decide on an optimal strategy the solution
quality was studied on three sample bubble populations, con-
structed from an exponential distribution:

A. a single peak distribution with the peak at 40mm, and
a standard deviation of 10mm,

B. a single peak distribution with the peak at 500mm,
and a standard deviation of 10mm,

C. a single peak distribution with the peak at 300mm,
and a standard deviation of 100mm, and

D. a bimodal distribution with one peak at 40mm and
the other at 400mm, with a standard deviation of 10mm for
each peak.

The inverse problem in each case was solved using two
different ways to choose the discretization radii:

~1! using the radii corresponding to the peaks of the kernel
k2(a,v i) curve at each insonification frequency,v i , and

~2! using radii evenly distributed in the range (alo ,ahi).

Figure 4 shows the results obtained on solving the in-
verse problem using the two methods. On distributions A

and D both methods achieved satisfactory reconstructions.
However, on distributions B and C the method with evenly
spaced radii was remarkably better. We suspect this is due to
the fact that the collocation points become very far apart in
the region of large radii, unless the frequencies of insonifi-
cation are chosen to be very close to each other~fractions of
a kilohertz!, and consequently the integrals cannot be re-
solved accurately. Through the matrix formulation this error
is propagated to all radii and causes the whole method to
become inaccurate.

Based upon these results we chose distributions of radii
that were relatively even, and with the insonification fre-
quencies that yield resonant radii corresponding to the collo-
cation points, subject to a minimum separation in frequencies
of 1 kHz.

C. Comparison of the results of the present method
with previous solution methods

The present results were compared with the solution
procedure of Wildt.15,26 In this approach a low volume frac-

FIG. 9. Example fast Fourier transform results for received signals at three typical frequencies with generation of bubbles by electrolysis. Note that the signal
remains monochromatic despite the presence of bubbles and indicates that we are operating in the linear acoustic regime of theory. Amplitude scale is
arbitrary.
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tion argument is used to setu to unity, and only the integral
equation with kernelk2 is considered. This equation is
solved by using the argument that the primary contribution to
the integral arises from bubbles that are close to the fre-
quency of insonification, and allows replacement of many
components in the kernel by their values at resonance.21 The
final formula obtained for the bubble size distributionN(a)
is

N~aR!5
4 f 2v

cl
2aR

2 , ~19!

whereaR is the resonant radius corresponding to the insoni-
fication frequency,f. Thus this formula predicts a bubble
population that is essentially a scaled version of the attenu-
ation curve. This formula has been used by several research-
ers over the last five decades.1–6,8 Deficiencies in its ability
to capture the solution were pointed out in Ref. 26.

The solutions obtained by this method and by the
method developed were compared for the four bubble popu-
lation distributions of Fig. 4. Figure 5~a!–~d! shows that for
case ~a! the Wildt method show bubble distributions that
follow the general trend of the assumed curve, and produce
bubble populations which have the same order of magnitude.
However, for the other three distributions a wide departure
from the assumed solution is seen especially for very small
radii where the predicted populations are several orders of

magnitude higher. In each case the present constrained opti-
mization solution is able to capture the correct solution.

The variance of the results of these methods from the
current one can be explained by observing the nature of the
kernel functionk2 ~see Fig. 1!. At a given frequency this
function is characterized by a sharp peak at the resonant
radius with decay in each direction away from the radius.
However, at larger radii the function grows, and the ‘‘tail’’
of the function corresponding to these larger radii ap-
proaches the values at the peak. Comparing the functions
corresponding to different frequencies of insonification we
see that the magnitude of the function for larger frequencies
is much smaller than that for smaller frequencies. In the con-
ventional methods the attenuation in the signal at the higher
frequency is wrongly attributed to small bubbles. Further,
many more small bubbles are needed to achieve the same
attenuation in the signal. The cumulative result of the pres-
ence of bubbles of several sizes is the overestimation of
bubbles of smaller sizes. We speculate that the widespread
adoption of power law profiles for bubble population densi-
ties can, at least in part, be attributed to this feature of the
solution, as has also been noted in Refs. 14 and 26.

IV. EXPERIMENTAL SETUP

The basic experimental procedure consists of emitting
signals of various frequencies using a hydrophone located in

FIG. 10. ~a! Input square wave used to excite the emitting hydrophone.~b! Signal received in response to the square wave.~c! Signal deconvolved with the
response to a square wave of the system to a square wave.~d! Response function of emitter-receiver hydrophone system@a blow up of~b!#. ~e! The FFT of
the response to a square wave. Amplitude scale is arbitrary.
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a bubbly medium and receiving the signal with a second
hydrophone. The emitted and received signals are acquired
and stored. They are then analyzed to obtain the attenuation
and sound speed as a function of frequency, and the bubble
distribution is deduced. The objective of the experiments is
to use these measurements and obtain the sound speed ratio
u( f ) and the attenuationv( f ) which form the right-hand
sides of Eqs.~9! and ~10! in the inverse problem.

In order to achieve the above purpose, we use two hy-
drophones, an IBM-compatible PC, a data acquisition board,
a signal generator, a digital delay generator, and bubble gen-
erators. The experiments were performed in a cubic plexi-
glass tank of side 1.83 m.

Two model 8103 Bru¨el & Kjaer hydrophones were used
in the experiments. The hydrophones can be operated over a

FIG. 11. Example results from cross correlating the emitter excitation signal with the received signal deconvolved with the response of the hydrophone to a
square wave. Amplitude scale is arbitrary.

FIG. 12. Example where it is hard to distinguish the highest peak in the
result of cross correlating an emitter excitation signal of frequency 50 kHz
with the corresponding received response deconvolved with the response of
the hydrophone system to a square function. Amplitude scale is arbitrary. FIG. 13.
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range of frequencies from 15 to 190 kHz. The hydrophones
are calibrated for sensitivity in both emission and reception,
and have a maximum sensitivity at around 120 kHz, which
corresponds to their resonant frequency. The frequency of
the signal generated was precisely controlled using a
voltage-controlled signal generator.

Two types of bubble generators were manufactured and
used. Electrolysis at stainless steel wires generated bubbles
between 10 and 80mm. A second technique was based on
injecting compressed air through pores in microporous tubes
~DYNAPERM®!. This produces bubbles of size larger than
those generated using electrolysis~10–300mm!.

The finite size of the tank prohibits the use of continuous
signals in the experimental procedure~see Fig. 6!. If the
duration of emission is too long, reflections from the walls of
the tank interfere with the signals emitted, thereby producing
composite signals which make data analysis complicated. In
order to avoid reflections, the time during which a signal is
emitted needs to be shorter than the return time of the first
reflected signal. The duration of the emissionte is given by

te,~dm2dER!/cl , ~20!

wheredm is the distance to the closest reflecting boundary.
For example, in our experimentsdER50.3048 m, dm

50.9144 m, and forcl51450 m/s, te,0.42 ms. This re-
quirement imposes a certain amount of low frequency con-
tent in the signal. However~as shown by the spectrum of the
received signal in Fig. 9 below!, this contamination is low. In
any case, this defect would be eliminated in the case of mea-
surements in natural waters using this technique, where
longer signals could be used.

The signal is received by the other hydrophone and is
acquired using the A/D channel 1 of the board. This whole
process is repeated successively, thus spanning the interest-
ing range of frequencies~usually 38 values!. We experimen-
tally determined that signals generated in one emission die
down sufficiently quickly, and that the whole frequency

range could be covered in less than 1 s. Our observations
showed that the repeated signals received at any particular
frequency changed very little between experiments per-
formed within that interval.

Since the hydrophones have different emitting and re-
ceiving sensitivities at different frequencies, an automatic
procedure for determining the necessary gain factor for a
particular measurement was developed. A preliminary mea-
surement is made at the desired frequencies prior to each
experiment, and from the magnitude of the received signal
the gain is determined. This procedure was automated and
coded, and ensured that the best value of the gain was used
for each measurement.

V. SIGNAL PROCESSING PROCEDURES

Signal processing software was developed to analyze the
data acquired and stored during the experiments. The flow
chart for the analysis procedure is depicted in Fig. 7.

For each frequency, the received signals are read, and
any constant dc components removed using

si5si82
( i 51

i 5Nsi8

N
. ~21!

More sophisticated methods for removing the background
noise could be incorporated in acoustically noisy environ-
ments. Example emitted and received signals for three dif-
ferent frequencies are shown in Fig. 8 with bubbles gener-
ated using electrolysis.

A fast Fourier transform~FFT! of the signal is then per-
formed. Example FFT results using emitter excitation and
receiver response signals at three typical frequencies~20,
120, and 190 kHz! are shown in Fig. 9 with bubbles being
generated. These results show that the received signals are
quite pure.

FIG. 14. The MSA power in received signals for experiments performed on
different days with no bubbles generated.

FIG. 15. ~a! Synthetically generated received signals assuming a bubble
population density and a given emitter frequency.~b! Actual received signal
recorded during an experiment for the same conditions and at the same
distance.
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A. Processing for phase speed determination

In order to compute the wave speeds a cross correlation
is performed between the emitted and received signals. The
peak of the cross correlation provides the time,Dt, required
for the signal to travel between the emitter and the receiver.
The phase speed can then be obtained using the known dis-
tance between the emitter and receiverdER,

cm5dER/Dt. ~22!

Nominally the accuracy of the cross correlation is given
by the sampling time, equal to 1ms for our experiments.
However, in the presence of real effects such as ringing of
the hydrophone or background noise, this estimate may be
substantially in error. These errors are removed following the
procedure described below.

A sudden change in voltage is rich in high frequencies
and leads to a ‘‘ringing’’ of the hydrophone and a finite
amount of time to respond. This time affects the results of
the cross correlation, and could result in large errors in the

speed of sound calculated unless accounted for. This is done
using a deconvolution procedure with the response of the
hydrophone to a step function.

Figure 10~a! shows a square wave generated using a
function generator that was used to excite the hydrophone.
Figure 10~b! shows the signals received by the other hydro-
phone. The resulting signal after deconvolving the received
signal with the response function of the hydrophone is shown
in Fig. 10~c!. Figure 10~c! shows two impulse functions
which are the derivatives of the square wave that was sent.
Figure 10~d! shows a blow-up of the initial part of the re-
ceived signal and is the response of the hydrophone system
~emitter and receiver pair! to a step function. The figures
illustrate the fact that the hydrophones are not perfect. Figure
10~e! shows the FFT of the response curve and exhibits two
dominant frequencies, i.e., around 120 and 240 kHz, which
correspond to the resonant frequency of the hydrophone sys-
tem and the first harmonic.

A typical result of cross-correlating an emitter excitation

FIG. 16. ~a! Original and back-calculatedu curves.~b! Original and back-calculatedv curves.~c! Original and back-calculated bubble distributions.
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and deconvolved received signal pair is shown in Fig. 11.
Figure 12 illustrates that the difference in correlation

amplitudes between the highest and second highest peaks
could be rather small. If a neighboring peak is chosen, an
error of order 1/f will be made in the time estimate. For the
smaller frequencies~15 kHz! this peak uncertaintycan intro-
duce significant errors~66 ms!, while the possible uncertainty
error is lower at higher frequencies~5 ms at 190 kHz!. Con-
sidering the very small times and distances involved in the
problem, this choice of peaks could result in substantial er-
rors in sound speed evaluation. As a result, the computed/
measured curve of sound speed as a function of frequency
may not be smooth. To overcome this problem and minimize
the probability for error, a condition for smooth curve of
sound speed as a function of frequency is used.

The following a priori conditions are imposed:

~a! Values of the speedcm obtained using signals that have
the lowest signal/noise ratio are given minimum
weight.

~b! Speeds cannot be higher than 1.25 times the speed in
pure water.

~c! Speeds cannot be less than 0.5 times a value based on a
low-frequency estimate based on the void fraction.

This procedure enables use of information at all frequen-
cies to select a correct value for the correlation peak at a
given frequency, and eliminates the peak uncertainty error.

B. Processing for v

For a given frequency, the mean square amplitude of the
pressure wave is estimated using the hydrophone sensitivity
calibration data digitized from the charts provided by the
manufacturer.

The start and end of emission/reception are determined
using the timeDt calculated above. A certain percentage
~.5%! of the signal near the start and end is removed to
eliminate the influence of the unwanted transients due to the
hydrophone response. The remaining portion which has an
approximately constant amplitude is used to compute the
MSA in the bubbly liquid.

To obtain the quantityv we need to obtain the MSA
under conditions of transmission through pure water. Two

FIG. 17. Results from experiments performed at two different times~2 h apart!. ~a! v calculated using emitter sensitivity data and assumption of sphericity
to get reference power.~b! u calculated using deconvolution and curve-fitting.~c! Bubble distribution curves.
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methods to obtain the reference MSA were used.
In the first method, using the manufacturer’s calibration

for the hydrophone along with the assumption that the waves
are emitted spherically enabled calculation of the reference
MSA. This method was tested by performing experiments in
the tank with no bubbles being generated. The comparison of
the expected and measured MSA is shown in Fig. 13. While
the two curves are relatively close, the difference in the
quantity could result in substantial amounts of spurious
bubbles being predicted.

In the second technique a calibration phase of the ex-
periments is performed in ‘‘pure’’ water~i.e., with no
bubbles being injected!. The reference MSA is calculated
using the recorded received signal data. This approach has
the advantage of eliminating sources of error that are com-
mon to the two measurements. Experiments with no bubbles
generated were performed on different days and the MSA of
the different received signals computed as a function of fre-
quency is shown in Fig. 14. The fact that the different ex-
periments without bubbles are repeatable indicates that the
already existing bubble nuclei population in the tank water is
very stable. Based on the repeatability of these experiments

we decided to use a comparison method for the calculation
of the attenuation factorv. It was felt that such a procedure
would not cause a large error in the measurements when
bubble populations were being generated, as the microscopic
population already in the tank was likely to be much smaller
than the bubble population being generated, and have negli-
gible influence on the attenuation and phase velocities at the
frequencies considered.

C. Verification of solution procedure with synthetic
data

The various steps used to extract theu andv data from
the various digitized signals and the possible errors intro-
duced could have a bearing on the inverse problem accuracy.
We thus performed using synthetic data an end-to-end
checkout of the developed algorithms for consistency. The
synthetic data were generated by assuming a bubble distri-
bution ~shown earlier in Fig. 2!. Then the various numerical
steps were calculated as follows.

~1! u andv were obtained as functions of frequency by solv-
ing the forward problem.

FIG. 18. Comparison of results analyzed using two different methods to getu andv curves: a deconvolution method, and comparison with no injected bubble
test.
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~2! The excitation signal was convolved with the response
of the hydrophone system to a step function.

~3! The resulting convolved voltage signal was converted to
pressure using the emitter sensitivity curve at the given
frequency.

~4! Using u, the time elapsedDT between the emitter exci-
tation and synthetic receiver response signals was ob-
tained.

~5! The attenuation due to the bubbles was obtained using
the v value at the given frequency.

~6! The emitter excitation signals and the synthetically gen-
erated received signals were used by the signal analysis
program to yield backu and v curves as functions of
frequency. Theseu andv curves are used by the inverse
problem program to obtain back the desired bubble dis-
tribution curve.

Figure 15 compares a synthetically generated received
signal with a frequency of 120 kHz for the emission with an
actual received signal recorded during an experiment. The
figure clearly illustrates the closeness of the synthetically
generated received signals to the actual received signals. Fig-
ure 16~a! and~b! compare theu andv curves obtained after
performing signal analysis using the synthetic data with the
corresponding original curves that were used to generate the
data. Figure 16~c! compares the back calculated bubble dis-
tributions with the original assumed distributions.

These figures show that the back calculatedu curve fol-
lows the originalu curve. The small discrepancy between the
two can be related to the inaccuracy resulting from the lim-
ited sampling frequency of the data acquisition board which
results in a margin of error onu of 60.005. For the particular
experimental setup,u is better estimated at large distances
between the emitting and receiving hydrophones. However,
the larger the distance, the greater is the attenuation and the
smaller the amplitude of the signals. The resolution inv
decreases with decrease in amplitude of the signal if the volt-
age gain factor of the data acquisition board is kept un-
changed. As discussed before, the distance between the hy-

drophones is also limited by the finite size of the tank and the
reflections which could combine with the direct signal.

VI. BUBBLE SIZE MEASUREMENT EXPERIMENTS

The two hydrophones were placed at the same vertical
level at the center of the tank, with a separation distance
between them of 0.152 m. In order to minimize noise, the
same emission frequency was repeated many times, the sig-
nals were stored, and an average generated. Experiments
were first performed with no artificial bubbles injection.

Bubbles were generated using electrolysis on stainless
steel wires of diameter 0.4 mm. Figure 17 shows typical
analysis results corresponding to data obtained in this case.
The duration of emission of the sinusoidal signals was cho-
sen to be 0.4 ms based on Eq.~20!. Figure 17~a! shows thev
curves computed at two different times about 2 h apart and
Fig. 17~b! shows the correspondingu curves. Thev data
were computed using the calibration curves and theu data
were computed using the combination of deconvolution and
curve fitting procedures described earlier. Figure 17~c! shows
the corresponding bubble distribution curves. The bubble
distribution curves from the inverse problem were grouped
by dividing the guesses for minimum and maximum radiialo

andahi into 100 bins. In this case the size of a bin was about
10 mm. It can be seen from the figures that the data are
repeatable, but that the experimental and analysis procedure
limits the measurements to bubble sizes larger than 15mm.
This can be improved with better instrumentation.

Figure 18~a! and ~b! compares theu and v curves ob-
tained using two different methods. The solid lines with
circles show results obtained using a method similar to that
of Fig. 17. The lines with stars represent results obtained by
using the difference between data with and without bubbles
to computeu and v as described earlier. The bubble size
distributions obtained in each case are shown in Fig. 18~c!,
and appear to be very close except at the low bubble radii
where the experimental errors are the largest.

VII. VALIDATION OF RESULTS

Some of the results obtained using the acoustic tech-
nique were attempted to be validated using microphotogra-
phy. Results are presented here for one case using the elec-
trolysis bubble generator and one case using theDYNAPERM

bubble generator. Figure 19 shows the void fraction distribu-
tion corresponding to these two types of generators.

The image processing technique we used to obtain the
bubble population from the photographs is as follows: A
photograph of the generated bubbles with a reference scale
was taken while the experiments were performed. The pho-
tograph was then scanned at 150 dots per inch~dpi!. A
threshold level for the gray-scale image was determined
based on the closeness of comparison between the thresh-
olded image and the gray-scale image. The width and height
in pixels, the dpi, and the threshold level for the image were
noted. From the resulting raw image the area in pixels for
each bubble detected was obtained using developed image
processing software, and converted to an equivalent radius.
The resulting radii were then grouped into a number of bins

FIG. 19. The volume fraction density of bubbles at a given radius versus the
radius of bubbles is shown for the electrolysis and porous tube bubblers with
flow. The density was computed by integrating the bubble density function
over bins of size 10mm.
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obtained by subdividing the range spanned between the
maximum and minimum radius of the bubbles, and using the
area of the scanned image were converted to numbers per
square meter. The data was extrapolated to numbers per cu-
bic meter by using the depth of field of the photograph.

Figure 20~a! shows an example photograph taken of the
bubbles generated usingDYNAPERM tubes without shear
flow. Figure 20~b! shows the result of image analysis of the
photograph using different threshold levels and a depth of
field of 7.5 cm. As can be seen from the figure, the number
of bubbles detected is very sensitive to the threshold level
selected. However, the shape of the bubble distribution curve

remains the same. A threshold level of 70 was selected on
the basis that it yielded a binary image that compared best
with the original grayscale image.

Figure 20~c! compares the bubble distribution curve ob-
tained from processing the photograph at a threshold level of
70 with that from the present solution. The figure illustrates a
reasonable comparison between the two methods. One draw-
back of the photograph shown is that it sampled a very small
area~.2 cm2! relative to the size of the bubbles involved
and as a result is prone to substantial variance in the bubble
population estimates.

Figures 21~a! shows an example photograph taken dur-

FIG. 20. ~a! Example photograph of bubbles generated using theDYNAPERM tubes with no shear flow.~b! Results of analyzing the photo using image
processing software with threshold levels of 70, 80, 90, and 100.~c! Comparison of bubble distribution from photography with that from the present
procedure.
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ing experiments performed with bubbles being generated us-
ing electrolysis. Figure 21~b! shows the result of analyzing
the photo using different threshold levels to convert the gray
scale to a binary image. A threshold level of 60 was selected
on the basis that it yielded a binary image that compared best
with the original gray scale image. Figure 21~c! compares
the bubble distribution curve obtained from processing the
photograph at a threshold level of 60 with that from the
present solution. The figure illustrates again a very good
comparison between the two techniques.

Because of the subjectivity in the choice of the thresh-
old, these results only validate the fact that the shapes of the
bubble populations are similar. Because of the difficulties

associated with different methods, the absolute validation of
any technique for measuring microscopic bubbles remains an
unsolved experimental problem.

VIII. SUMMARY AND CONCLUSIONS

The dispersion relation for propagation of monochro-
matic waves in bubbly liquids was used to obtain two equa-
tions for the bubble population density. These equations,

FIG. 21. ~a! Example photograph of bubbles generated with the electrolysis bubbler.~b! Results of analyzing the photo using image processing software with
threshold levels of 60, 70, 80, 90, and 100.~c! Comparison of bubble distribution from photography with that from the present procedure.
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which are ill posed, were regularized by imposing different
constraints on the solutions, including the fact that the equa-
tions must be satisfied simultaneously, that the bubble num-
ber density has to be positive, and that the volume fraction is
bounded. A constrained minimization procedure based on
the simplex method was used to solve these equations.

The accuracy of the solution for different problem dis-
cretizations was studied and a discretization that resulted in
uniform accuracy of the solution for different test problems
developed. The effect of choices of different objective func-
tions and constraints was also studied. Based on these results
a procedure for the solution of the ill-posed equations of
bubble counting was developed. This procedure was com-
pared with conventional formulas for estimating bubble and
was found to be much more accurate. While the developed
procedure for the solution of the inverse problem is more
intensive computationally than the conventional formula, the
algorithms we have developed are efficient and can achieve
solution relatively quickly.

Experimental procedures were developed to measure the
phase velocity and attenuation simultaneously for monochro-
matic acoustic waves in bubbly liquids. A signal analysis
procedure was developed that enabled deduction of these
quantities from the measurements, and that accounted for the
effect of the ringing of the transducers by using deconvolu-
tion. The analysis procedure was also verified on synthetic
signals.

Several experiments were performed with artificially
generated bubbles, and the resulting bubble populations ob-
tained. For some of the experiments simultaneous micropho-
tography was performed. A procedure to obtain bubble size
distributions from the photographs was also developed.
Comparisons of the populations indicate that the bubble size
distribution obtained by the two techniques are similar.

In ongoing work, the developed method is being pack-
aged into a user friendly Windows-based application that
integrates the different components of the system, and pro-
duces near real-time estimates of bubble distributions. Ef-
forts are underway to produce instrumentation for bubble
detection, void-fraction measurement, and bubble population
measurement using the developed techniques. This
instrument—theAcoustic Bubble Spectrometer—is being
commercialized.
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broadband acoustic propagation in a shallow continental sea
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Low-frequency~6.3–630 Hz! acoustic broadband propagation loss data collected in areas of a
shallow continental sea where the seabed is composed of hard substrates covered by thin~less than
40 m! deposits of unconsolidated sediment are presented. Data are shown to exhibit characteristics
consistent with loss due to coupling to interface waves at the sediment–substrate interface@K. E.
Hawker, J. Acoust. Soc. Am.65, 682–686~1979!#. In instances of a physically thin sediment cover,
loss is also attributed to coupling to guided elastic waves in the sediment@S. J. Hugheset al., J.
Acoust. Soc. Am.88, 283–397~1990!#. Interpretations are supported by numerical modeling of
propagation loss using a recently developed wave number integration code for horizontally layered
fluid–solid media, and geoacoustic models consistent with geophysical data from the sites of
acoustic experiments. ©1998 Acoustical Society of America.@S0001-4966~98!05211-4#
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INTRODUCTION

Low-frequency acoustic propagation in shallow waters
may be strongly affected by interaction with the bottom.
Over a homogeneous solid bottom, conversion to shear
waves may be an important effect,1 especially for sediments
with small degree of consolidation. In many coastal and con-
tinental shelf areas, the seabed consists of several layers of
sediment of varying degrees of consolidation. Additional
loss effects may then come into play and trap energy away
from propagation in the water column. Vidmar2 showed that
in a thin sediment layer between the water column and bed-
rock, high loss may be experienced due to the excitation of
guided shear waves in the sediment. This mechanism was
proposed by Hugheset al.3 as an explanation to observed
high loss in field data from several sites at the Canadian
continental shelves. Hawker4 and later Hovem and
Kristensen5 studied loss due to an interface wave propagat-
ing at the boundary between a fluid sediment layer and a
solid substrate. High propagation loss has been reported in
broadband field data in shallow water by several
investigators,6–10 but the identification of the principal loss
mechanisms in such data is not always straightforward. Sub-
sequent studies11–15 have further addressed the issue of
shear-wave-induced loss, but to date little new broadband
field data from shallow water exhibiting high loss have been
presented.

This continued interest in low-frequency shallow water
propagation has inspired our consideration of field data col-
lected by the Norwegian Defence Research Establishment.
High loss is reported in data below 1–200 Hz, so in this
respect we address an expectation that thin-sediment conti-
nental shelf areas other than those surveyed by Hugheset al.
should have propagation characteristics similar to what was
reported in Ref. 3.

This paper is organized as follows. Shallow water acous-
tic data are presented in Sec. I, with geoacoustic models for
the sites of acoustic experiments developed in Sec. II. In Sec.
III some characteristic features associated with two shear-

dependent loss mechanisms in thin-sediment seabed environ-
ments are elucidated. In Sec. IV results from numerical mod-
eling of propagation loss using a wave number integration
code are presented. In Sec. V we finish with some conclud-
ing remarks.

I. PROPAGATION LOSS DATA

The shallow water region considered extends from the
continental shelf of the eastern Norwegian Sea to the western
part of the Barents Sea, north to the Svalbard archipelago.
The seabed of this region~mean water depth 230 m! is of
varying composition, ranging from basins with up to several
kilometers of layered consolidated sediment above bedrock
to shallow banks and coastal areas with exposed bedrock or
hard substrate covered by thin~less than 40 m! layers of
unconsolidated sediment.16 Acoustic data from the region
has previously been presented by Hug,9 who observed high
loss associated with basement outcrop at a basin site, and by
Jensen10 who considered high loss in data obtained at a shal-
low bank.

Our data were collected using 0.86 kg explosive~SUS!
charges detonated at standard depths~18 or 91 m!, received
on a single hydrophone suspended approximately at midwa-
ter depth from a deployed sonobuoy. Source levels were ob-
tained from a compilation of tabulated depth-dependent
values,17 with the shot depth estimated from the bubble pulse
period. Data were processed for propagation loss in1

3-octave

TABLE I. Water depth, source–receiver depths~nominal!, and source–
receiver range at four shallow water sites.

Site

Water
depth
~m!

Source–
receiver

depths~m!
Range
~km!

I 200 91–91 8.4
II 175 91–91 5.1
III 50 18–18 8.1
IV 190 91–91 26.5
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FIG. 1. Propagation loss versus
1
3 octave center frequency at site I. Data

~filled squares! and modeled propagation loss with fluid sediment–fluid sub-
strate seabed model~open triangles!. Source-to-receiver range is 8.4 km;
water depth is 200 m.

FIG. 2. Propagation loss versus
1
3 octave center frequency at site II. Data

~filled squares!, and modeled propagation loss with fluid sediment–fluid
substrate seabed model~upward pointing triangles; upper! and solid
sediment–solid substrate seabed model~upward pointing triangles; lower!.
Source-to-receiver range is 5.1 km; water depth is 175 m.

FIG. 3. Propagation loss versus
1
3 octave center frequency at site III. Data

~filled squares! and modeled propagation loss with solid sediment–solid
substrate seabed model~open triangles!. Source-to-receiver range is 8.1 km;
water depth is 50 m.

FIG. 4. Propagation loss versus
1
3 octave center frequency at site IV. Data

~filled squares! and modeled propagation loss with solid sediment–solid
substrate seabed model~open triangles!. Source-to-receiver range is 26.5
km; water depth is 190 m.
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frequency bands centered at 6.3 Hz to 1 kHz for deep sources
~nominal detonation depth 91 m! and from 12.5 Hz for shal-
low sources~nominal detonation depth 18 m!.

Data from four sites are presented in this paper. Water
depths, source–receiver depths, and ranges for the sites and
shots presented are summarized in Table I. By a delineation
proposed by Weston,18 the signals at sites I and II would be
‘‘raylike’’ whereas at sites III and IV signals are ‘‘mode-
like’’ at the respective ranges and frequencies of interest.
Processed data from these shots are presented in Figs. 1–4.
The figures show1

3-octave frequency band-averaged propa-
gation loss~in dB re: 1 mPa at 1 m! versus frequency, and
data are plotted with filled squares.

Figure 1 shows data from a deep shot~91 m! received at
a range of 8.4 km at a basin site~site I! at water depth of 200
m. Loss is seen to increase with frequency, and no abnor-
mally high loss is reported. This contrasts to data collected at
a site ~site II! approximately 100 km from site I. In Fig. 2
results from a deep shot detonated at 86-m depth and re-
ceived at 91 m at a range of 5.1 km are presented. Loss
increases from a value of 65 dB at 100 Hz to a maximum of
82 dB at 20 Hz, with a sharp decrease in loss in the 10- and
12.5-Hz bands. Signal-to-noise ratios were less than 3 dB in
the 16-Hz band and below the 10-Hz bands, where data are
not plotted. Water depth at the site was 175 m. Data at site II
were collected in two subsequent years in early and late sum-
mer season, respectively, with the loss pattern consistent be-
tween the years.

Further observations of high loss were made at a shallow
bank site~site III, Fig. 3! and an Arctic site~site IV, Fig. 4!.
At the shallow bank site~water depth 50 m! there is a sharp
increase in loss from a level of 73 dB above 200 Hz to a
maximum of 97 dB at 80 Hz, with data in lower frequency
bands indicating a resonant structure with nulls in the 40–
80-Hz bands and in the 16-Hz band, and a peak in the 20–40
Hz bands. The shot presented in Fig. 3 is for source–receiver
depths of 18 m. Two runs were performed in perpendicular

directions, and a resonant structure was observed in several
shots from this site.

Data in Fig. 4~site IV! are from a deep shot received at
a hydrophone at similar depth at a distance of 26.5 km. Good
data were here obtained from 6.3 Hz. There is a pronounced
high loss ‘‘dip’’ centered at 12.5 Hz, with loss increasing by
15 dB from a level of 70 dB above 40 Hz to a maximum of
83 dB at 12.5 Hz, then decreasing to 67 dB at 6.3 Hz. A
similar loss versus frequency pattern was observed over the
range of the experiment, from 5 to 30 km. Water depth at the
site was 200 m.

II. GEOACOUSTIC MODELS

Geoacoustic models~Tables II–V! for the sites of acous-
tic experiments were compiled using Hamilton’s methods19

based on regional and site geophysical data16,20–25 and,
where collected, our own geophysical data. Substrate rock
type was taken from a geological map,20 with compressional
speed estimates based on a sonobuoy refraction velocity
technique by Houtz21 and data from Refs. 16 and 21. Sub-
strate shear speeds were assigned using a shear speed (cs) to
compressional speed (cp) ratio of b50.58. Sediment thick-
ness was based on data from our own seismic profiling
equipment~a sparker, and a TOPAS PS 018 Parametric Sub-
bottom Profiler from Kongsberg Simrad AS! where in use.
Compressional and shear speeds and density of sediment
were based on mean values for categories of sediment in a
regional analysis of shallow cores in the Barents Sea,22 the
sediment category taken from regional geophysical
maps.23,24 Sediment shear and compressional speed varia-
tions with depth were introduced using the relations

cs~D !5cs
~1!D0.28, ~1a!

cp~D !5cp
~1!D0.015, ~1b!

with cs,p
(1) the surficial speeds in m/s from Ref. 22 andD the

sediment layer thickness in meters, the relations adapted
from Ref. 19. In the models, a homogeneous sediment layer
was assumed, with the speeds set to the maximums as ob-
tained from Eqs.~1!. Attenuations were assigned within a
range of values suggested by Hamilton.19 No reported mea-
surements of sediment attenuation from the region were
found. Details of the site-specific models are outlined below.

At the basin site~site I!, located at water depth of
200 m, a refraction measurement yielded a substrate com-

TABLE II. Geoacoustic model for site I. Values are given for compressional
~p! and shear waves~s!.

Layer
Thickness

~m!
Sound

speed~m/s!
Attenuation
~dB/m/kHz!

Density
~g/cm3!

Water 200 p 1470 ¯ 1.00
Sediment 20 p 1600 p 0.30 1.50
~sandy clay! s ¯ s ¯

Substrate p 3100 p 0.02 2.45
~claystone! s 1800 s 0.06

TABLE III. Geoacoustic model for site II. Values are given for compres-
sional ~p! and shear waves~s!.

Layer
Thickness

~m!
Sound

speed~m/s!
Attenuation
~dB/m/kHz!

Density
~g/cm3!

Water 175 p 1470 ¯ 1.00
Sediment 18 p 1600 p 0.63 1.65
~clayey sand! s 170 s 11.7
Substrate p 5300 p 0.01 2.60
~limestone! s 3074 s 0.03

TABLE IV. Geoacoustic model for site III. Values are given for compres-
sional ~p! and shear waves~s!.

Layer
Thickness

~m!
Sound

speed~m/s!
Attenuation
~dB/m/kHz!

Density
~g/cm3!

Water 50 p 1450 ¯ 1.00
Sediment 3 p 1700 p 0.59 1.80
~sand! s 200 s 5.0
Substrate p 3850 p 0.01 2.48
~sandstone! s 2250 s 0.04
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pressional velocity of 3.1 km/s. Seismic profiling showed a
sediment layer of thickness 20–40 m, assumed to be of a
sandy clay type with negligible shear speed.

In the area of site II bedrock emerges as a strong seismic
reflector close to the seabed. Compressional speed is typi-
cally 4.5–5.8 km/s for the type of rock~limestone! in this
area, and a value of 5.3 km/s is used in the model~Table III!.
A seismic profile showed a sediment layer of thickness be-
tween 12 and 20 m along the experiment track, a more pre-
cise determination prevented by the finite penetration length
of the sonar signal and the resolution of the sparker signal. In
the model, a homogeneous layer of 18-m thickness is as-
sumed. Refraction velocity measurements gave values of
1.65–1.75 km/s for the sediment layer. The sediment is as-
sumed to be of a ‘‘clayey’’ sand composition, with an esti-
mated surficial shear speed of 75 m/s. From Eq.~1a!, for a
depthD of 18 m a value of 170 m/s at the bottom of the layer
is obtained. A water depth of 175 m is used along the ex-
periment track. The sound speed in water was 1.47 km/s.

The shallow bank at site III consists of consolidated
sediment of sandstone or siltstone type. Refraction measure-
ments from the area21 give velocities of 3.35–4.3 km/s, and
in the model~Table IV! a value of 3.85 km/s is used. A thin
sediment layer of 1–3 m thickness covers this bank.23 A core
sample in the vicinity of the site reported sediment to be of
high sand and gravel content. A compressional wave speed
of 1.70 km/s is used. Assuming a surficial shear speed of 150
m/s, using Eq.~1a! a shear speed of 200 m/s is obtained at a
depthD of 3 m. Water depth varied from 48 to 52 m. The
sound speed in water was 1.45 km/s.

A general model for the area of site IV24 reports a thin
‘‘soft muddy’’ sediment layer over a layer of consolidated
glaciomarine sediment of thickness less than 15 m. Compres-
sional speeds of up to 2.4 km/s are reported for the upper
1–3 m of consolidated sediment. In the geoacoustic model
~Table V! a value of 2.0 km/s is used and the soft top layer is
ignored. Sediment is reported to be of high shear strength,
thus a shear speed of 600 m/s is not unrealistic. Sediment
thickness was taken from a detailed map based on an inter-
pretation of sparker profiles, with 12 m the average over the
track. The bedrock is probably silicified limestone,20 with a
compressional speed set at 5.3 km/s. Mean water depth was
190 m. The sound speed in water was 1.45 km/s.

In the geoacoustic models of Tables II–V, range inde-
pendence is assumed in environments which are moderately
range dependent even at the ranges for which we have pre-
sented acoustic data. The control of sediment thickness was
best at sites I and II where our own seismic profiling equip-

ment was carried. In the models and in the subsequent dis-
cussion, oceanographic effects are neglected and a constant
sound speed in water is used.

III. BOTTOM LOSS

The influence of the seabed on the acoustic pressure
field in an ocean waveguide@e.g., Ref. 26, Eq.~5.2.4!# is
specified by the reflection coefficient for plane waves inci-
dent on the water–sediment interface at a given grazing
angle. A qualitative assessment of the influence of the seabed
on broadband propagation loss is thus facilitated by plots of
the plane-wave reflection loss RL5220 log10uV(u,f)u, with
V(u, f ) ~the reflection coefficient! a function of frequencyf
and grazing angleu, as easily computed, e.g., by theSAFARI

code.27

In Figs. 5 and 6, the plane wave reflection loss is plotted
versus grazing angle and frequency for the geoacoustic mod-
els of Tables III and IV, respectively. In Figs. 5~a! and 6~a!
the shear parameters of the sediment have been omitted, in
Figs. 5~a! and 6~b! the full set of parameters has been in-
cluded. The plots exhibit regions of high loss for grazing
anglesbelowthe critical angles associated with conversion to
compressional and shear waves in the bottom. As seen from
Fig. 5~a!, loss is dominated by a region of high loss at graz-
ing angles less than critical over a broad span of frequencies
from less than 10 Hz to above 100 Hz. In Fig. 6~a!, a similar
high-loss region is seen to extend from about 100 Hz to a
few hundred Hz.

A. The sediment–substrate interface wave

The mechanism causing these regions of high loss at
grazing angles below critical was proposed by Hawker,4 and
attributed to the excitation of an interface wave~of the
Stoneley type, the sediment treated as a fluid! propagating
along the boundary between a fluid sediment and a solid
substrate. In a more recent paper, Hovem and Kristensen5

extended the discussion to a three-layer medium. They ana-
lyzed the dispersion equation of the interface wave to derive
the combinations of seabed parameters required to support
the loss mechanism. In the large argument limit (f D→`,
with f the frequency andD the sediment layer thickness! this
analysis condenses nicely into a single curve. In Fig. 7 this
curve is reproduced for two values of substrate shear-to-
compressional speed ratiob. The curves give, for a given
relative sediment compressional speed~to the sound speed in
water!, the minimum relative substrate shear speed~to the
sound speed in water! required to excite an interface wave.28

An additional environmental condition arises from the
requirement that the compressional wave field in the sedi-
ment must have a nonvanishing amplitude at the sediment–
substrate interface. In Ref. 5, it was argued that this condi-
tion effectively restricts the thickness of the sediment layer
to less than one wavelength of the sediment compressional
wave, corresponding to frequencies

f ,cP /D, ~2!

with cP the sediment compressional speed. Thus a simple
tool for predicting thehigh-frequencylimit for onset of high

TABLE V. Geoacoustic model for site IV. Values are given for compres-
sional ~p! and shear waves~s!.

Layer
Thickness

~m!
Sound

speed~m/s!
Attenuation
~dB/m/kHz!

Density
~g/cm3!

Water 190 p 1450 ¯ 1.00
Sediment 12 p 2000 p 0.50 2.00
~glaciomarine! s 600 s 2.5
Substrate p 5300 p 0.01 2.60
~limestone! s 3074 s 0.03

2721 2721J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 Dag Tollefsen: Thin-sediment shear-induced effects



bottom loss is provided by Eq.~2!, for combinations of sea-
bed parameters to the right of the appropriate curve in Fig. 7.

By application of this prediction tool to the geoacoustic
models of Tables II–V, we find that, for the model of Table
II, high loss is not predicted due to a low substrate shear
speed, while for the models of Tables III and V, high loss is
predicted due to a high relative substrate shear speed. For the
model of Table IV, high loss is predicted when a shear-to-
compressional speed ratiob50.58 is assumed. However,
with a lower ratio ofb50.50, the transition curve now rep-
resented by the dashed line in Fig. 7, high loss isnot pre-
dicted. In this sensitive regime, high loss is also strongly
dependent on the relative sediment compressional speed.

Additional properties of the interface wave loss mecha-
nism were derived and discussed in Ref. 5. It was pointed out

that for a sediment layer of finite thickness, there are actually
two types of interface waves. Each of these arises as a propa-
gating solution of its respective dispersion equation when
certain constraints on the horizontal phase velocity@Eq. ~15!
of Ref. 5# are met. These constraints also define alow-
frequencylimit ~one for each of the interface waves! below
which the interface wave cannot exist and the loss mecha-
nism vanishes.

These solutions were exhibited in Fig. 4~a! and ~b! of
Ref. 5 for a particular choice of sediment parameters. In Fig.
8 the low-frequency limit is plotted versus relative substrate
shear speed~to the sound speed in water! for one of the
interface waves, for four values of sediment compressional
wave speed in the interval 1600–2000 m/s, in the limit where
the interface wave velocity reaches the sound speed in
water.29 The curves give a low-frequency limit, with high

FIG. 5. Plane wave reflection loss at the water–sediment interface~in dB!
versus grazing angle and frequency for a thin fluid sediment over solid
substrate seabed model. Geoacoustic parameters as in Table III, elastic pa-
rameters of sediment omitted.~b! Plane wave reflection loss at the water–
sediment interface~in dB! versus grazing angle and frequency for a thin
elastic sediment over solid substrate seabed model. Geoacoustic parameters
as in Table III.

FIG. 6. Plane wave reflection loss at the water–sediment interface~in dB!
versus grazing angle and frequency for a fluid sediment over solid substrate
seabed model. Geoacoustic parameters as in Table IV, elastic parameters of
sediment omitted.~b! Plane wave reflection loss at the water–sediment in-
terface~in dB! versus grazing angle and frequency for a solid sediment over
solid substrate seabed model. Geoacoustic parameters as in Table IV.
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loss predicted for parameter combinations to the right of the
respective curve~also restricted by the high-frequency limit
discussed above!. It is noted that this limit decreases with
increasing sediment compressional speed, and also decreases
with a decreasing sound speed in water. In Ref. 5, the low-
frequency limits for both of the interface waves were dis-
cussed in more detail.

Combining the high- and low-frequency limits, a fre-
quency regime

f b, f ,cp /D ~3!

~with f b a low-frequencylimit !, where high loss due to the
sediment-substrate interface wave loss mechanism is pre-
dicted, has been delineated. Using Eq.~3! with f b taken from
Fig. 8, we find that for the geoacoustic model of Table III,
high loss is predicted for frequencies of about 10–100 Hz,
while for the model of Table IV, high loss is predicted for a
span of frequencies 100–550 Hz. This is in good agreement
with the high-loss regions as observed in Figs. 5~a! and 6~a!.

The low-frequency limit of the interface wave loss
mechanism could imply a ‘‘reopened acoustic window’’ at
low frequencies where the acoustic field could be expected to
propagate without significant bottom loss@cf. also Fig. 2~c!
of Ref. 14 in this respect#. However, this treatment does not
account for elastic properties of the sediment.

B. Sediment shear waves

For an elastic sediment, additional bottom loss can be
induced by conversion to sediment shear waves at the
sediment–substrate interface,2 which introduces a second
important loss mechanism. An illustration of additional bot-
tom loss induced by sediment shear is seen in Figs. 5~b! and
6~b!, where sediment shear parameters have been reintro-
duced in the seabed models.

High loss due to sediment shear waves is most distinct at
regularly spaced resonance frequencies centered at

f n5~2n11!cs/4D ~4!

with n50,1,2,...,cs the sediment shear speed, andD the sedi-
ment layer thickness. At these resonance frequencies, energy
converted to sediment shear waves is eventually lost due to
absorption, and high propagation loss is predicted. This loss

mechanism was studied by Vidmar2 and later by Hughes
et al.3 in interpretation and modeling of data exhibiting a
resonant loss structure.

For the geoacoustic model of Table III, loss due to sedi-
ment shear waves is by Eq.~4! predicted to be centered at 7,
11.8, 16.5, 21.2 Hz and higher. As seen from Fig. 5~b!, all
but the lowest-order resonances are blended into and masked
by the high-loss region associated with the interface wave
loss mechanism. For the geoacoustic model of Table IV,
high loss is predicted by Eq.~4! to be centered at 16, 50, 83,
116 Hz and higher. By inspection of Fig. 6~b! the two
lowest-order resonances are distinct, while higher-order reso-
nances are blended into the high-loss region associated with
interface waves. This provides an opportunity to probe the
existence of high loss due to sediment shear waves when
propagation loss data in frequency bands below 100 Hz are
considered. The sediment shear speed of the geoacoustic
model in Table V of 600 m/s cannot be considered low, and
Eq. ~4! may not be directly applicable.

C. Propagation loss

Observation of high propagation loss in a seabed envi-
ronment of predicted high bottom loss is further dependent
on the properties of the water column, and the distribution of
acoustic energy over angles of propagation~grazing angles!
as dependent on the source–receiver geometry. In the high-
frequency limit, the interface wave loss mechanism is con-
fined to a small interval of grazing angles, thus high loss can
be expected to be sensitive to source–receiver depths. In the
low-frequency limit, high bottom loss extends over a wider
span of grazing angles, and high propagation loss can be
expected to be less dependent on source–receiver depths.
The bands of high loss associated with sediment shear wave
resonances extend over a wide span of grazing angles, thus
high propagation loss from this effect is less sensitive to
source–receiver depths, at least for low sediment shear
speed.

In this section, a few characteristic features associated
with two known loss mechanisms in seabed environments
consisting of a homogeneous thin sediment layer over a hard
solid substrate have been elucidated. For theoretical develop-

FIG. 7. Combinations of seabed geoacoustic parameters that may result in
high propagation loss due to the sediment–substrate interface wave loss
mechanism. High loss is predicted for combinations of parameters to the
right of the curves. Based on an analysis from Ref. 5. Speeds are relative to
sound speed in water. The curves correspond to two ratios~0.50 dashed
curve; 0.58 solid curve! of substrate shear-to-compressional speed.

FIG. 8. Minimum f D product as a function of relative substrate shear speed
~to sound speed in water! for solutions to the dispersion equation for a
sediment–substrate interface wave. High loss is predicted for combinations
of parameters to the right of the curves. Interface wave velocity equal to the
sound speed in water~1470 m/s!. Sediment compressional wave speeds of
1600 m/s, upper curve; 1700 m/s, second curve; 1800 m/s, third curve; and
2000 m/s, lower curve.
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ments of bottom loss, reference is made to Refs. 2–5, with
recent investigations found in Refs. 11–15. In treatments by
Chapman and Chapman12 and Ainslie,15 approximate expres-
sions@e.g., Eq.~12! of Ref. 12# for reflection coefficients in
the case of an elastic sediment have been derived and ana-
lyzed. These expressions are valid for low sediment shear
speed, and in the limit of a fluid sediment reduce to the
expression analyzed in detail in Ref. 5.

IV. MODELING OF PROPAGATION LOSS

Propagation loss has been modeled using the recently
developed wave number integration modelXFEM30,31 for lat-
erally homogeneous, range-independent fluid–solid media.
The code models wide-angle propagation at short ranges, and
accounts for the wave types discussed in Sec. III. Compared
to the fast-field modelSAFARI,27 also of the wave number
integration type,XFEM has some potentially advantageous
features~a higher-order adaptive integration technique and
use of exact Hankel functions in range!. A version of the
XFEM model employing a normal mode solution including
branch cut contributions32 is also available.

The XFEM model takes as input a horizontally stratified
medium with homogeneous layers of fluid or solid proper-
ties. For bottom parameters, the geoacoustic models of
Tables II–V were used. As in these models, and for simplic-
ity, we have assumed iso-density and iso-velocity layers, that
is, although the numerical model allows a stair-step approxi-
mation to vertical parameter gradients, none were intro-
duced. The estimated source depths were used, while around
the nominal receiver position a small range-depth matrix was
averaged over. Model runs were performed at 1596 frequen-
cies spaced equidistant on a logarithmic scale from 5.55 to
710 Hz. Then an unweighted incoherent average was applied
to the pressure magnitudes in each1

3 octave band from 6.3 to
630 Hz. Stability of the frequency sampling against fre-
quency spacing and the averaging method was checked.

The 1
3 octave band averaged propagation loss values

TL520 log10 uP( f ,R)u @with uP( f ,R)u the pressure magni-
tude at rangeR, averaged over a frequency bandf, normal-
ized with respect to the pressure field atR51 m in an un-
bounded medium# are plotted with open triangles in Figs.
1–4 for sites I–IV, respectively.

A. Site I

Modeling of loss at site I~Fig. 1! is accurate to within 2
dB for all frequency bands, except for the 10-Hz band. In
this case using a fully fluid seabed model~fluid sediment
over fluid substrate! is adequate, as no shear-dependent loss
is predicted for the frequencies considered.

B. Site II

At site II ~Fig. 2!, model predictions using a fully fluid
seabed model~upper row of triangles! clearly misses shear-
induced loss below 100 Hz. Including sediment and substrate
elasticity in the model~lower row of triangles!, propagation
loss is modeled to within 3 dB at all frequencies above 20 Hz
~except for the 250-Hz band!. The deep null at 16–20 Hz and
lower loss in the 10–12.5-Hz bands has been modeled well.

At 20 Hz, a modeled loss value of 72 dB is to be compared
with a data value of 82 dB. It is noted that low loss in the
10–12.5-Hz bands can be associated with the low-frequency
limit of the sediment–substrate interface wave loss mecha-
nism.

A variation of sediment and substrate parameters from
the nominal values in Table III showed that loss above 40 Hz
was affected only marginally, while loss at 16–20 Hz was
highly sensitive to the sediment and the substrate shear pa-
rameters. For example, by increasing the substrate shear
speed to 3.8 km/s, the highest loss band was shifted to 16 Hz
at a value of 71 dB. High loss in the 16–20-Hz bands in-
creased further with increasing sediment attenuation. The
sediment was also modeled as a fluid, with a highest loss of
65 dB in the 20-Hz band and little effect above the 40-Hz
band.

C. Site III

At site III ~Fig. 3! high loss below 200 Hz has been
modeled with moderate success. Loss values are off by as
much as 15 dB, but, more importantly, a resonant structure
with nulls at 16 Hz and 40–80 Hz is seen. A source of
mismatch may here be the assumed range independence in
the geoacoustic model. In modeling of this data, a homoge-
neous solid bottom~no sediment cover! was also tried. Only
by lowering the substrate shear speed to 800 m/s could a
reasonably good model fit to data be obtained. This model,
however, is discarded as being unrealistic, given the geoa-
coustic data quoted in Sec. II. Moreover, such a model does
not produce a resonant structure below the null at 80 Hz. A
similar data point from this shallow bank was considered by
Jensen.10 Due to lack of data below the first deep propaga-
tion null, he would not conclude which loss mechanism, a
homogeneous low shear speed bottom or sediment shear
waves, was the principal cause of observed loss in his data.
In our case we conclude that data is consistent with charac-
teristics of the sediment shear wave loss mechanism.

D. Site IV

At site IV ~Fig. 4!, model loss predictions agree with
data to within 3 dB for all frequencies from 6.3 to 630 Hz. In
particular, the ‘‘dip’’ centered at 12.5 Hz, corresponding to a
predicted fundamental shear wave resonance frequency, and
evidence of the third predicted resonance at 62.5 Hz have
been modeled in excellent agreement with the data. For this
relatively thick sediment layer~as compared to site III!, sig-
natures of second- and higher-order resonances are dimin-
ished due to a relatively higher attenuation suffered by en-
ergy traversing the sediment layer. An interpretation of the
observed null in the 12.5-Hz band and the indicated weaker
null in the 63-Hz band as a shear wave resonance effect
seems reasonable.

V. SUMMARY

In this paper low-frequency broadband propagation loss
data collected at four sites of a shallow water region has been
presented, with high loss reported for frequencies below 1–
200 Hz at three of these sites. The data as such are not
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unique, but augment a sparse amount of data of this kind
reported from this and other shallow-water continental shelf
regions.

Geoacoustic models for the sites of experiment suggest a
thin layer of unconsolidated sediment over a hard solid sub-
strate at the high-loss sites. Within the framework of such
two-layer seabed models, two known bottom loss mecha-
nisms, both requiring a hard solid substrate close to the
water–bottom interface, have been shown to explain charac-
teristic features of high propagation loss as observed.

High loss at one site exhibits characteristics consistent
with the predictions of the sediment–substrate interface
wave loss mechanism. A critical parameter for predicting
high loss due to this effect is the substrate shear speed which
needs to be in excess of a certain limit, secondarily depen-
dent on the properties of the sediment layer. The physical
thickness of the sediment layer determines a high-frequency
limit for onset of high propagation loss. A low-frequency
limit below which loss due to this effect diminishes, for the
case of fluid sediment, has also been commented on.

High loss attributed to the excitation of shear waves in
the sediment is most distinctly exhibited in a resonant loss
structure at frequencies below the low-frequency limit of the
interface wave. This has been observed in data at a site of a
physically thin sediment cover of low shear speed, and at a
site of a sediment cover of higher shear speed. In the inter-
mediate region between the low- and high-frequency limits
of the interface wave loss mechanism, loss exclusively attrib-
utable to sediment shear waves is not exhibited distinctly.
One conclusion from the present work is that excitation of
guided shear waves in the sediment does notexclusivelyex-
plain the principal features of propagation loss in broadband
field data acquired from the shallow waters as considered in
this paper.

Propagation loss data from all sites have been modeled
well using a recently developed wave number integration
code for laterally homogeneous fluid–solid media, account-
ing for shear-induced loss mechanisms. The results of this
paper may aid in locating areas of similar acoustic propaga-
tion characteristics, and in establishing an improved acoustic
prediction capability in this and possibly other complex shal-
low water environments of similar kind.
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It is well known that the circumferential waves supported by thin cylindrical, water-loaded shells
correspond closely to those on a water-loaded plate, i.e., to the Scholte–Stoneley waveA and to the
Lamb wavesA0 ,A1 ,A2 ,..., andS0 ,S1 ,S2 ... . Until now, however, it had not been possible to
definitely observe the acoustic excitation of theA0 wave on a shell using steady-state or long-pulse
incident sound waves~while excitation of theA andS0 waves was clearly evident!. The reason for
this is the rapid decay of the propagatingA0 waves, whose high attenuation also rendered their
multicircuit resonances too broad to be individually observable. In the present experiment, carried
out with ultrashort, spark-generated acoustic pulses whose diffraction by a steel shell is visualized
by the shadowgraph method, theA0 ~‘‘pseudo-Rayleigh’’! wave could be observed immediately
after its excitation, before it had any time to decay. Spectral analysis of its observed re-radiation
permitted the extraction of its phase-velocity dispersion curve, which by comparison with
previously calculated dispersion curves uniquely characterized it as being theA0 wave. © 1998
Acoustical Society of America.@S0001-4966~98!01910-9#

PACS numbers: 43.35.Bf, 43.35.Cg, 43.20.Tb@DEC#

INTRODUCTION

A number of experiments on the scattering of acoustic
waves normally incident on empty, water-immersed thin cy-
lindrical metal shells have been performed, some1–3 as early
as 1969, and have been continuing to the present. Typical
targets were duraluminum, stainless steel, or copper shells.
After the advent of the resonance scattering theory~RST!,4,5

subsequent shell scattering experiments have been analyzed
in terms of resonating circumferential waves.6 Of these ex-
periments, some were carried out essentially using steady-
state incident signals,7–14 and were analyzed by the MIIR
method;7 others used acoustic pulses and their Fourier
analysis.15–19 Theoretical analysis, always based on the
circumferential-wave concept, was carried out for the pro-
cess of thin-shell scattering over the same period.15,17,20–27

The circumferential waves on water-loaded, thin cylin-
drical shells have been shown,15,16,25by comparing their cal-
culated dispersion and attenuation curves versus frequency
with those of the Scholte–Stoneley wave and the Lamb
waves on a fluid-loaded plate of the same material~duralu-
minum or stainless steel!, to be extremely close to each other
~except for ultra-low frequencies!, so that the plate could be
used for a model description of shell scattering. The lowest
circumferential waves obtained theoretically on a shell have
been labeled17,23 l 50,...,3, and were found to correspond to
the fluid-borne Scholte–Stoneley waveA ( l 50), the lowest
antisymmetric Lamb waveA0 ( l 51 or pseudo-Rayleigh
wave!, the lowest symmetric Lamb waveS0 ( l 52) and the
higher Lamb wavesA1 ( l 53), etc. All of these waves have
been identified by observing their excitation in the men-

tioned acoustic shell scattering experiments, with the excep-
tion of the A0 wave which was not observed. In a recent
resonance analysis28 of calculated scattering amplitudes from
a cylindrical shell with an internal rib attached to the shell
wall,29 it was likewise found that the circumferential waves
that manifested themselves in the resonances of the scatter-
ing amplitudes wereS0 andA only, excluding the excitation
of the A0 wave even in this case.

The reason for the nonobservability of theA0 wave was
recognized by Talmant and Quentin15,25 to lie in the fact that
the attenuation~caused by re-radiation! of the A0 wave is at
small frequencies, especially for frequency-thickness values
f e<1 MHz mm ~e5plate thickness!, an order of magnitude
higher than, e.g., that of theS0 wave, due to the transverse
~flexural! nature of theA0 wave which causes higher re-
radiation, as shown in Fig. 1 for a duraluminum shell as
taken from Ref. 15~see also Ref. 23!. This figure presents
the attenuation coefficient of these waves~in Np/rd! for a
cylindrical duraluminum shell as modeled by plate waves
~on the plate, theA wave has zero attenuation15 and cannot
be used to model theA wave attenuation on the shell!. Inci-
dentally, it was also shown15 that the attenuation coefficient
is inversely proportional to (12b/a), where a and b are
outer and inner radius of the shell, respectively, so that the
thinner the shell, the larger are the attenuation and re-
radiation of the wave. To quote Ref. 16: ‘‘When the velocity
of theA0 wave approaches the velocity of sound in the fluid
medium, the imaginary part of its wave vector becomes ex-
ceedingly large and this wave cannot be propagative any
more.’’ However, Talmant15 notes that the attenuation for the
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A0 wave on a steel shell is lower by a factor of 3 than on a
duraluminum shell, so that on steel shells there might be a
chance to observe the propagatingA0 wave in conventional
experiments. In fact, in the experiments of Talmant and
Quentin15,16 which were done observing the radiation from
multiply circumnavigating pulses on the shells, one singly
circumnavigating pulse was seen on the steel shell~but not
on the duraluminum shells! in addition to those of theA and
S0 waves. This might have been an example of theA0 wave,
but it could not be identified as such in their experiment. In
our ultra-short-pulse experiments, to be described below,
where only the initial portion of just the first circumnaviga-
tion is observed, the propagation of theA0 wave on steel
shells~and also on plates! has been positively identified. This
was achieved by extracting its phase-velocity dispersion
curve from its observed re-radiation into the fluid using spec-
tral analysis and noting that it agreed closely with calculated
A0 wave dispersion curves.

In the following section, we describe the spark source
employed here and the generation by it of the ultra-short
~essentiallyd-function! acoustic pulses used in our experi-
ment. We also discuss the Shadowgraph visualization system
that was used in order to observe the re-radiation into the
ambient fluid of the shell waves excited by the incident
pulses. Section II shows visualization results of the experi-
ment and, in particular, it describes the spectral analysis of
the observed re-radiated waves which was employed here in
order to extract the dispersion curves of the shell waves. In
Sec. III, these dispersion curves~obtained for the propagat-
ing waves observed on stainless-steel shells, and also on
stainless-steel plates! were compared with previously calcu-
lated dispersion curves of theA0 wave on steel shells; the
close agreement that was found here demonstrates uniquely
that in our experiment, theA0 wave has been excited, and
that its propagation has been directly observed over the rela-
tively short distance before it got attenuated. This is the first
unequivocal experimental demonstration of the acoustic gen-
eration of theA0 wave on thin cylindrical shells, and the
observation of its propagation.30 The S0 wave, which has

been seen in earlier conventional shell scattering experi-
ments, is also observed by us. TheA wave, which has zero
attenuation in plates, and very small attenuation~and hence,
small re-radiation! in shells,15 has not been observed in our
present experiment~although it has been seen in related ex-
periments of ours using different shell targets, to be pub-
lished separately!. All of these points will be considered fur-
ther in our summary and discussion, Sec. IV.

I. DESCRIPTION OF SOUND SOURCE AND OF THE
VISUALIZATION SYSTEM

A. Mini-sparker sound source

The schematic diagram of the mini-sparker is presented
Fig. 2. A coaxial oil field capacitor of 18 nF, designed for
rapid discharges~low inductance 10–40 nH!, is charged
through resistance and diode protections (Rp ,Dp) by a high
voltage power supply adjustable from 1 to 10 kV. The dis-
charge of this capacitor is triggered by means of a rapid
switching device~thyratron tube!: a half-period sinusoid of
several hundred nanoseconds typical duration, and several
hundred amperes maximum, is therefore delivered to the cir-
cuit. A spark is then created between the electrode tips im-
mersed in water~discharge gap50.5 mm!. As a result of the
strong local perturbation created by this electric arc, an in-
tense acoustic impulse is generated.

B. Cinematographic shadowgraph

The visualization system used the Cranz–Schardin visu-
alization principle31 presented in Fig. 3. It employs 24 light
flashes triggered successively with an adjustableDt time in-

FIG. 1. Attenuation coefficients~in Np/rad! of Lamb wavesA0 andS0 in a
duraluminum plate water loaded from one side, plotted vske ~k
5propagation constant in water,e5plate thickness!. From Ref. 15~with
permission!.

FIG. 2. Diagram of mini-sparker sound source.

FIG. 3. Shadowgraph visualization system based on Cranz–Schardin visu-
alization principle.
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terval ranging from 100 ns to 1 s. A delay between synchro-
nization and the beginning of the sequence can be introduced
when necessary. Each light flash of 300-ns duration is trans-
formed in a parallel beam by a spherical mirror of 50 cm
diameter and 4 m radius of curvature. The beam is then
reflected by a plane mirror before crossing the field interest
where the mini-sparker is placed, and is focalized by a series
of two mirrors identical to the first ones on a receiving pho-
tographic plate. As a result 24 images of 26332 mm2 size
representing a cinematography of the phenomena are ob-
tained on an 18324 cm2 film. All of the experiments pre-
sented in this paper were made in a water tank of 40330330
cm3.

II. VISUALIZATION AND SPECTRAL ANALYSIS OF
RESULTS

A first series of experiments has been carried out on
plates. Two kinds of plates, aluminum and stainless steel,
and two kinds of loads~fluid on both sides of the plate, or
fluid only on one side and air on the other side! were con-
sidered. High quality photographs showing the interaction of
the pulse with a steel plate when the acoustic source was
placed 3 cm above the plate are presented in Fig. 4, with~a!
water loading on one side of the plate, and~b! water loading
on both sides.

In addition to the incident wave~I! and the specular
reflection~SR!, the photographs clearly show the re-radiation
in water ~‘‘head waves’’! of two kinds of waves. The first
one, its re-radiation appearing with a rather slight tilt and
being scarcely visible, has a high velocity of 5300 m/s and is
interpreted as theS0 wave in the plate. The second one, with
lower velocity, demonstrates a large broadening of its tem-
poral behavior with alternating black and white streaks typi-
cal of a dispersion phenomenon. When the plate is loaded by
water on both sides, one can observe the antisymmetric pat-
tern of these alternating black and white areas. It indicates an
antisymmetric pressure field in the water as it is the case for

antisymmetric Lamb waves. Actually the shadowgraph re-
veals second derivatives of pressure field which is obviously
in phase with the pressure field itself.

In order to better analyze the real nature of this~second!
wave, we have developed a method of extracting from the
photographs the dispersion curves of this type of wave. The
pattern of alternating areas is considered as the result of the
interference of plane harmonic waves re-radiated from the
plate in various directions defined by the geometrical con-
struction of Fig. 5~a!.

For each position of the pointP moving fromP0 to P1

along an equiphase line of the photograph of Fig. 4, the value
of the angleu0 , u1 furnishes the phase velocity of the cor-
responding spectral component, whose frequency is obtained
by measurement of its wavelength in water, determined by
the length in the direction of propagation of one complete
period of alternated equiphase lines@Fig. 5~a!#. Details of
this analysis can be found in the doctoral dissertation of the
first author.32

The results of this specific processing are presented and
compared to theoretical calculations in the next section. As
will be shown the analyzed wave corresponds to anA0 wave.

In order to verify our interpretation regarding the nature
of this alternating pattern, a model calculation of the inter-
ference pattern of plane harmonic waves radiated from the
plate, employing the geometrical construction presented
above, was carried out, also using the dispersion curve ob-
tained as indicated. The result presented in Fig. 5~b! shows a
spatial behavior of the pattern very similar to those in the
photographs@Fig. 4~a!,~b!#, thereby justifying our method of
geometrically extracting the dispersion curve from the pho-
tographs.

A second series of experiments was carried out on cy-
lindrical shells under normal isonification by the spark
acoustic source. The results are presented in Fig. 6 for a shell
of thickness ratiob/a50.94, a being the outer andb the

FIG. 4. Visualization of steel plate diffraction of thicknesse51 mm at t
559ms ~a! water loaded on one side,~b! water loaded on both sides.

FIG. 5. ~a! Method of extraction of the dispersion curves from the photo-
graphs;~b! calculation of an interaction between a spherical wave and a
plate.
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inner shell radius. One can observe in the photographs the
incident acoustic pulse~I!, the specular reflection~SR!, the
diffracted ‘‘Franz wave’’ observed in the shadow zone of the
object, and the re-radiation in water of two kinds of shell
waves which have traveled ahead of the incident pulse. Iden-
tification of these waves was performed by the processing

described above for the plate with improvement for curved
surfaces~extraction of dispersion curves!.

III. A 0 WAVE DISPERSION CURVES

Theoretical calculations of dispersion curves of theA0

and other circumferential waves on water-loaded cylindrical
steel shells ~material parameters:cL55790 m/s, cT

53100 m/s, r57900 kg/m3, cw51470 m/s, and rw

51000 kg/m3) have previously been carried out by
Talman,15 and by Subrahmanyam22 ~see Talmantet al.17!
and Mazeet al.;26 the first reference~Talmant15! also con-
tains theoretical results for a water-loaded plate. As shown in
that reference~see above!, there exists a very close similarity
between the circumferential waves on thin shells and the
corresponding plate waves, this being the reason for our use
of the plate wave nomenclatureA,A0 ,S0 ,... also for the
shell. In addition, this will enable us to refer all the disper-
sion curves that were calculated for shells of various thick-
nesses, to one standard representation~that of the equivalent
plate!, since the curves vary sensitively with shell thickness
while the plate curves are independent of plate thickness if
the scale is taken proportional to it. The conversion formula
between theka variable for the cylindrical shell~of outer
radiusa and inner radiusb, with k being the wave number in
the ambient fluid!, and the usual plate variablef e ~f
5frequency,e5plate thickness!, is19

f e5~cw/2p!~12b/a!ka, ~1!

but heref e is dimensional~usually MHz mm!, and it is pref-
erable to introduce a nondimensional variableke even for
the plate. In this case, Eq.~1! becomes simply:

ke5~12b/a!ka, ~2!

which allows us to refer the cylindrical shell curves for vari-
ous b/a values to a common scale,ke, thereby rendering
them directly comparable to the plate values~as well as to
each other regardless of the value ofb/a).

Comparisons of calculatedA0 wave dispersion curves
on thin cylindrical shells with those obtained from the spec-
tral analysis of our ultra-short-pulse experimental results on
steel shells or plates as described in the preceding section,
will here be carried out using this common frequency scale
ke. We first show in Fig. 7 our experimental results, for the
phase velocity of the wave observed on a water immersed
steel plate~crosses! as compared to the calculated26 A0 wave
phase velocity on a steel shell withb/a50.80 ~asterisks!.
Note that calculated shell curves15,17,22,26reach at most up to
ke54, while our plate wave curve when extended reaches to
ke545; we shall thus present in Fig. 8 a blow-up of the
low-frequency region of Fig. 7 in which we shall also enter
additional shell results. It may, however, be pointed out al-
ready with reference to Fig. 7 that the measured plate wave
curve for high frequency asymptotes from below to the trans-
verse wave speed~3100 m/s!, or rather33 to the nearby Ray-
leigh wave speedcR , and thus generally satisfies all the
characteristics of theA0 wave on a plate, indicating the cor-
rectness of our procedure of analysis of our experimental
results.

FIG. 6. Visualization of cylindrical shells under normal isonification by the
spark acoustic source, for a shell of thickness ratiob/a50.94,a being the
outer andb the inner shell radius. One can observe in the photographs the
incident acoustic pulse, the specular reflection, the diffracted ‘‘Franz wave’’
~which is the prolongation of the incident wave observed in the shadow zone
of the object!, and the re-radiation in water of two kinds of shell waves
which have traveled ahead of the incident pulse:~a! t552ms; ~b! t
558ms.
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In Fig. 8 we have entered the following calculated re-
sults for water-loaded steel shells, for both theA0 and theA
waves:

~a! shell withb/a50.80 ~black symbols!; A0 wave~tri-
angles!, A wave ~diamonds!;

~b! shell withb/a50.90~white symbols!: A0 wave~tri-
angles! A wave ~diamonds!, all from Ref. 26.

The close similarity of these curves shows the small
influence of the value ofb/a on the phase velocities~except
for the shift inka scale!, the only noticeable difference being
a small systematic shift with increasingb/a toward higher
frequencies for theA0 wave, and toward lower frequencies
for theA wave. The experimentalA0 wave phase velocity for
our plate is here shown by crosses.

Finally, the phase velocity extracted from our experi-
mental observations on ab/a50.94 steel shell by the method
outlined in Sec. II is shown by asterisks in the region up to
ke52. Disregarding small differences with the calculatedA0

phase velocities, it is clear that the wave observed by us has
all the characteristics of theA0 ~pseudo-Rayleigh! wave on a
cylindrical shell, namely its phase velocity showing a rapid
rise with frequency which later begins to diminish, and most
of all, its exceeding the sound speedcw in the ambient water
over the entire range of observation. Under no circumstances
can it be identified with theA-wave curves shown in Fig. 8
which asymptote from below tocw , so that from the men-
tioned facts alone the observed wave has to be identified
with the A0 wave. Note that a full comparison with theA0

curve calculated by Mazeet al.26 for b/a50.95 would not be
possible here, since this curve extends over frequencies be-
low those covered by our experimental curve, except for the
last calculated point atka523.3, orke51.16, which corre-
sponds to a phase velocity of 1,583 m/s, in near perfect

agreement with one of our first measured points~asterisks! in
Fig. 8.

The reason for the slight discrepancy of our experimen-
tal curve with the calculated curves may lie in the fact that
our method of analysis of the experimental data is a rather
indirect procedure, being also based on data of inherently
limited precision in view of their optical~shadowgraph! na-
ture. The calculations, however, are based on the results of
linear elasticity theory, whose computational evaluation of
truncated normal-mode series also admits limited accuracy
only. We thus believe that the approximate agreement be-
tween calculated and experimental curves in Fig. 8 is as good
as can be expected under the circumstances; in any case, it is
sufficient by far to clearly verify the observation of theA0

wave in our experiment.
Regarding the calculatedA andA0 dispersion curves of

Fig. 8, a little side remark could be made with respect to
nomenclature. When following these curves coming down
from high frequencies, one observes them approaching each
other, but then diverging again. This phenomenon has been
referred to as a ‘‘repulsion’’ of dispersion curves, which in
the absence of coupling caused by the fluid loading would
have crossed over.17 The question then arises how to label
the curves~which conventionally are referred to asA0 for the
curve that asymptotes tocR at high frequencies, and asA for
the curve that asymptotes tocw), in the region to the left of
the near-crossover point.~This question is not imminent in
the case of our experimental values that are only obtained to
the right of the near-crossover point.! One way to answer this
question is to label the entire upper continuous curve, from
ka50 through`, by A01 and the entire lower curve byA02

as done in Ref. 26. It was shown, however,33 that the nature
of the waveA01 is of the usualA0 type, i.e., flexural, only to
the right of the near-crossover point, and that ofA02 of the
usualA type, i.e., water borne, while to the left of the near-

FIG. 8. Phase velocities of experimentally observed wave onb/a50.94
steel shell~asterisks!, together with experimental plate wave water loaded
on both sides~crosses! of Fig. 7, as compared with those ofA0 ~triangles!
and A ~diamonds! waves on steel shells of various thicknesses:b/a50.80
~black symbol!, andb/a50.90 ~white symbol! ~Ref. 26!.

FIG. 7. Phase velocity of the experimentally observed plate wave water
loaded on both sides~crosses!, compared with calculated~Ref. 26! A0 wave
phase velocity on water-loaded, air-filled steel shell of thicknessb/a
50.80~asterisks!, its ka scale having been transferred to theke plate scale.
~Note that theA0 wave phase velocity dispersion curves are closely the same
for plates water loaded on one side or on both sides, while theA0 attenua-
tion coefficient for a semi-immersed plate is only half that of the fully
immersed plate15!.
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crossover point this physical property gets exchanged be-
tween the two waves. It is thus suggested to assign the label
A0 on the basis of this physical~flexural-wave! property, and
that ofA on the water-borne property. If this nomenclature is
observed, thenA0 would be the upper curve andA the lower
curve to the right of the near-crossover point, while to the
left of the near-crossover point,A would be the upper curve
and A0 the lower curve. This new nomenclature preserves
the physical nature of theA0 andA wave curves through all
frequencies, but with the curves each possessing a discon-
tinuous gap at the near-crossover point for each curve; it
would be the natural nomenclature for the case of no cou-
pling, where the two curves simply cross over. For very
strong coupling where the gap would become too large, the
new nomenclature would become less appropriate, however.

IV. SUMMARY AND DISCUSSION

Circumferentially propagating waves, acoustically ex-
cited on water-immersed, air-filled cylindrical metal shells
under normal incidence, have been studied experimentally
using three different methods:

~a! Incident wave trains, with the observation of reso-
nances in the frequency domain7–14 which are caused by the
phase matching of the waves upon their multiple circumnavi-
gations of the shells;

~b! Incident acoustic pulses, with the observation of
successive pulses radiated off by the circumferential waves
during their multiple circumnavigations;15–19

~c! Direct observation of the propagating circumferen-
tial waves, as excited by ultra-short incident pulses, and vi-
sualized by the shadowgraph method,30 as done in the
present experiment. The present experiment has also applied
these methods to the observation of propagating waves on
plates which were water-loaded either on one side only, or
on both sides.

For thin shells, it is possible to label the shell waves by
the labels used for plate waves (A,A0 ,S0 ,A1 ,...), due to
their close coincidence.15,25 The results of experiments~a!
and~b! were the clear observation ofA, S0 , andA1 waves on
duraluminum, stainless steel, and copper shells, while theA0

wave has not been observed there to any identifiable degree.
This is explained by the large attenuation~imaginary part of
the propagation constant! of this wave,15,23,25especially for
the case of duraluminum~that for steel being three times
smaller15!, while the attenuations of theA or S0 waves are
very much less.15,17,25 Since experiments~a! and ~b! are
based on multiple circumnavigations of the circumferential
waves, theA0 wave had been much attenuated over these
distances and was no longer observable.

In our experiment, theA0 wave could be directly seen
since ~i! it was observed during the initial part of its first
circuit before it could get attenuated too much, and~ii ! its
strong radiation into the surrounding water~large attenuation
corresponding to strong radiation! made it highly visible by
the shadowgraph visualization of this radiation.

After having thus directly observed the propagation of
the A0 wave on a thin steel shell, we have proceeded to
actually identify this wave with theA0 wave as it has been
theoretically obtained on thin shells.15,17,22,23,25,26Compari-

son of the dispersion curve of the observed wave with those
of the A0 wave as calculated from theory17,22,26 led to very
reasonable agreement~the principal point being the experi-
mental dispersion curve largely exceeding the sound speed in
water!, thus proving without any doubt that in our experi-
ment, the propagation of theA0 wave had been observed.
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A new method and principle were presented for the continuous measurement of the depth-dependent
reflection coefficient of Rayleigh waves or their pulse interacting with various surface
discontinuities. The method was to record the reflection echo amplitudes for varying depth during
scanning the Rayleigh wave pulse with a small lateral beam width along a surface discontinuity with
a small slope in depth. In the experiments using a declined slot and intensively focused Rayleigh
waves, the coefficients were continuously measured with quite good reproducibility in the range of
0.05,d/l ~slot-depth/Rayleigh wave wavelength! ,2.57. In 0.05,d/l,1.4, the results showed
good agreement with other experimental results that had been determined by conventional method
@L. J. Bond, Ultrasonics71, 71–77 ~1979!; M. Hirao et al., J. Acoust. Soc. Am.72, 602–606
~1982!; H. M. Frost et al., Proc. Ultrason. Symp. IEEE~1975!, 604–607# as intermittent
point-to-point data and several numerical results@L. J. Bond, Ultrasonics71, 71–77~1979!; R. J.
Blake and L. J. Bond,ibid. 28, 214–228~1990!; M. Munasinhe, Ph.D. thesis, McGill University,
Canada 1973; A. K. Mal and L. Knopoff, Bull. Seismol. Soc. Am.55, 319–334~1965!#. Especially,
in the extremely shallow range of 0.05,d/l,0.3, the reflection coefficients, showing quite good
agreement with the numerical estimation, were measured while any other experimental data for slots
or down steps have not been reported in 0.05,d/l,0.25. It was shown that the new method could
be used to evaluate more conveniently and quantitatively the depth or depth profile of various
surface features in the long-wavelength or shallow-depth region of about 0.05,d/l,0.5. © 1998
Acoustical Society of America.@S0001-4966~98!01311-3#

PACS numbers: 43.35.Cg@HEB#

INTRODUCTION

The interaction of surface acoustic waves, in particular
Rayleigh waves, with surface features is of interest to work-
ers in many different fields of study such as physics, geo-
physics, seismology, civil engineering, nondestructive test-
ing, and electronics.1,2 When Rayleigh waves encounter
surface discontinuities, a part of the incident energy is re-
flected and transmitted as Rayleigh waves, while the other
part is converted into the bulk modes. It has been expected
that depth- or wavelength-dependent reflection coefficients
or transmission coefficients of Rayleigh waves should pro-
vide a good means of determining important parameters like
crack depth, especially in nondestructive testing. Many the-
oretical and experimental studies have been related with the
problem of determining more accurately the reflection and
transmission coefficients of Rayleigh waves interacting with
surface discontinuities having different sizes and
features.1–21 Integral equation formulation6,7 and theoretical
analyses with exact solution4,16,22 as analytic solutions for
edge or wedge crack, numerical modeling of wave–defect
interaction9 and irregularly shaped boundary,10 numerical
analysis for normal discontinuities,11,12 up step,13 and crack

distribution,5 and numerical or experimental studies for
wedge problems3,17 and for down steps1,2,15,18–21have been
reported.

However, so far, despite such an interest, no experimen-
tal results measuring continuously the depth-dependent coef-
ficients of Rayleigh waves have been reported. Only inter-
mittently determined point-to-point data have been shown in
the results. Moreover, in the extremely shallow depth range
of slots or down steps, in the range ofd/l ~slot-depth/
Rayleigh wave wavelength! ,0.25, no experimental coeffi-
cients have been reported, probably owing to low signal-to-
noise ratio. This implies that the analytical and numerical
results1,2,18,19 estimating the coefficients have not been
strictly confirmed by experimental evidence. The purpose of
the present study is to continuously measure the depth-
dependent coefficients of Rayleigh waves. Here, we concen-
trated on measuring the reflection coefficients for normal
slot. Slots or down steps are the fundamental surface features
that many investigators have studied in order to understand
scattering phenomena of Rayleigh waves.

In this paper, we present a new experimental principle
and method to measure continuously the depth dependence
of reflection coefficients of Rayleigh waves. Recently, a new
ultrasonic transducer to focus Rayleigh waves intensivelya!Electronic mail: busykim@kriss.re.kr
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was developed.23–25 It showed the characteristics25 of the
narrow lateral beam width of about 0.6 mm at the focal dis-
tance, high signal-to-noise ratio and energy, and the narrow
frequency bandwidth of 26%. We describe the experiments
performed by using the scan system that was composed of
the steel block with the long normal slot having a small slope
in the depth and the ultrasonic transducer focusing Rayleigh
waves. Strictly speaking, we observed the reflected peak am-
plitudes of the Rayleigh wave pulse having a frequency
bandwidth~not having only a single frequency! from the slot
having the varying depth.

If the direct relation between the reflected echo ampli-
tude of a Rayleigh wave pulse and the depth can be continu-
ously determined in the wide range of the depth of surface
discontinuities without any secondary spectral analysis, it
will be possible to estimate the depth by simply measuring
echo amplitudes like the conventional pulse-echo testing
method to estimate the size of a flaw. So far, the direct rela-
tion has not been continuously measured. Under conven-
tional experimental setup using conventional angle transduc-
ers, it would be impossible to perform the experiments to
determine the direct relation because, in principle, an infinite
series of specimens, having different depths, would be re-
quired. Even if asymptotic measuring was performed with a
small step in depth instead of continuous measuring, it
should be boring because a number of specimens and tests
would be requested.

The reflection coefficients of the Rayleigh wave pulse
that were continuously measured in the wide range of 0.05
,d/l,2.54 under the present experimental setup were
compared with other numerical and experimental results for
normal down steps. We showed that, based on the fact that
the results showed good agreement with other results, the
depth-dependent results of the Rayleigh wave pulse could
replace those wavelength-dependent reflection coefficients
obtained by the conventional technology such as spectral
analysis. The results were compared with those measured
using a conventional angle transducer instead of the focusing
transducer under the same experimental setup. Also, we de-
scribed how to estimate the depth of discontinuities in the
shallow depth range ofd/l,0.5 utilizing the present method
and results.

I. THEORY AND PRINCIPLE

A. Fundamental principle to measure depth-
dependent reflection coefficients

A reflection coefficient,R, is defined as the ratio of the
amplitude of the reflected signal from a discontinuity,AR , to
the amplitude of incident signal,26 AI , that is, as R
5AR /AI . So far, in the experiments and numerical calcula-
tions for measuring and estimating the depth dependence of
reflection coefficients of Rayleigh waves, the depth depen-
dence has been induced from the frequency or wavelength
dependence of the reflection coefficients obtained by spectral
analysis of an incidence signal and reflected signals from
discontinuities.1–3,8–22 When the frequency component ob-
tained by Fourier transform of an incidence pulse at fre-
quency f is SI( f ) and the frequency component of a re-

flected pulse isSR( f ), the frequency-dependent reflection
coefficients3 becomesR( f )5SR( f )/SI( f ). Then if the
depth, d, of a tested discontinuity is known, the depth-
dependent relations of the reflection coefficients are repre-
sented as function ofd/l with the relation ofl5c/ f where
c is constant, the velocity of Rayleigh waves. That is, the
depth dependence of reflection coefficients is given by

R~d/l!5SR~d/l!/SI~d/l!. ~1!

In principle, the depth-dependent reflection coefficient
should be identical to wavelength-dependent reflection coef-
ficient given by Eq.~1! based on fundamental wave theory.

B. Principle for direct and continuous measurement
of depth-dependent reflection coefficients

Now, in order to develop the principle to measure di-
rectly and continuously the depth dependence of the reflec-
tion coefficients of a Rayleigh wave pulse, first suppose that
Rayleigh waves have an infinitesimal lateral beam width and
only a single frequency component and those are scattered
by a long slot or wedge having a finite slope in the depth on
the surface of a specimen. Then, if the Rayleigh waves were
scanned along the discontinuity and the amplitudes of re-
flected signals were recorded during the scanning, the depth
dependence of reflection coefficients in the wide range of
d/l would be accurately measured with only an infinitesimal
average effect for depth. Or, if the slope of the discontinuity
was infinitesimal while Rayleigh waves had a finite lateral
beam width, then, in principle, the depth dependence of re-
flection coefficients could be obtained by the same scanning,
too, with only an infinitesimal average effect for depth al-
though it would be impossible to perform an actual experi-
ment because infinite distance should be scanned to obtain
the depth dependence.

Second, as shown in Fig. 1, let us consider a real situa-
tion where Rayleigh waves having a finite lateral beam
width, WR , interact with a surface discontinuity having a
finite slopeuS . Then, the maximum variationDdmax in depth
of the discontinuity corresponding to the beam width is given
by

Ddmax5WR tan~uS!. ~2!

The smallerWR and uS are, the smallerDdmax is. This im-
plies that everywhere the Rayleigh waves are scanned along
the surface discontinuity, the depth of a surface discontinuity
interacting with Rayleigh waves can be regarded as being
uniform within an error limit of the negligible variation,
Ddmax, if the beam width of Rayleigh waves or the slope of

FIG. 1. The schematic diagram showing the interaction of Rayleigh waves
having a finite lateral beam width,WR , with a surface discontinuity having
a finite slope,uS , in depth.
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a surface discontinuity is sufficiently small. That is, this im-
plies that it is possible to measure directly and continuously
the depth dependence of reflection coefficients by only scan-
ning the focused Rayleigh waves with a small lateral beam
width along a surface discontinuity with a small slope in
depth.

In the present study, actually, we tried to measure di-
rectly and continuously the depth dependence of reflection
coefficients with a scan using both a focused Rayleigh wave
pulse and a steel block with the slot having a small slope of
which the depth varies in a wide range ofd/l. The em-
ployed Rayleigh wave pulse was a wave flux having a fre-
quency bandwidth. The peak echo amplitudesARP(d) of re-
flected signals were measured corresponding to the varying
depth of the slot. Now, let us define the depth-dependent
reflection coefficients,R(d), of a Rayleigh wave pulse as the
ratio of ARP(d) to the peak amplitude of the incidence pulse
AIP . That is,

R~d!5ARP~d!/AIP . ~3!

Equation~3! can be represented again as a function of the
ratio of depth to the wavelength,l0 , corresponding to the
peak frequency of the incidence pulse by

R~d/l0!5ARP~d/l0!/AIP . ~4!

The depth-dependent reflection coefficients represented
by Eq. ~4! would be equivalent to the wavelength-dependent
reflection coefficients by Eq.~1! if the frequency spectrum of
the Rayleigh wave pulse had a sufficiently narrow frequency
bandwidth, the peak frequency component dominating the
energy of the pulse, and thus the pulse could be approxi-
mately regarded as having only a single frequency compo-
nent.

Moreover, it would be possible to obtain data in the
shallow region of smalld/l if a focusing transducer showing
a good signal-to-noise ratio for smaller discontinuity than
wavelength would be used.

II. EXPERIMENTS

A. Preparation of test specimens having a declined
normal slot and a flat slot

A test block having a slot was fabricated using stainless
steel~SUS420J2!, as shown in Fig. 2. The slot was normal to
the top surface of the block, its depth had a slope in length-
direction. It is called a declined normal slot. Rayleigh wave
velocity measured on the block was 3.10 km/s. The declined
angleuS was 0.76 degrees. The total horizontal length of the
slot was 150 mm and its maximum depth at the edge of the
block was 2 mm. That is, tan(uS)52/150. Also, in order to
determine absolutely the reflection coefficients, a calibration
block with a flat slot was fabricated using stainless steel
~SUS420J2! and the depth of the flat slot was 0.35 mm.

The surfaces of the blocks were carefully polished, and
then the slots were fabricated to have the sharp edges within
the error limit of 15 and20 mm in depth by the electric
discharge method. The width of the slot was 1.0 mm, and the
thickness of the block was 20.0 mm. The Poisson’s ratio,s,
of stainless steel 420J227 was 3.0.

B. Preparation of ultrasonic transducer for intensive
focusing of Rayleigh waves

For the present experimental setup, an ultrasonic trans-
ducer to focus Rayleigh waves intensively was used. The
focusing transducer, called the PZT PFUTOS25 ~point-
focusing transducer of surface waves!, was recently devel-
oped using a curved PZT@Pb~Zr, Ti!O3# ceramic element
having a new shape and a specially designed acoustic lens.
Hereafter, it will be simply called the PFUTOS. Figure 3~a!
and~b! shows, respectively, the waveform and its frequency
spectrum obtained by the test using the PFUTOS of the sur-
face flat-bottom-hole whose diameter and depth were 1 mm,
respectively. A number of ringing cycles in the waveform
implies the narrow bandwidth characteristic of the PFUTOS.
As shown in the frequency spectrum, both peak and center
frequencies were 4.49 MHz, and the frequency bandwidth
was about 26%~1.17 MHz!. The signal-to-noise ratio was
about 39 dB when the surface flat-bottom-hole having the
size of 1 mm was tested using the PFUTOS.

Figure 4~a! shows the two-dimensional beam profile of
the PFUTOS. The amplitudes represented by the black and
white contrast in the beam profile image correspond to the
peaks of pulse-echo signals measured during the scanning of
the area of 6 mm~63 mm lateral distance from the center of
the flat-bottom-hole!316 mm~axial distance from the center
of the flat-bottom-hole! around the flat-bottom-hole having
the size of 1 mm using the PFUTOS. Figure 4~b! shows the
normalized lateral beam profiles at focal distances obtained
by scanning around the flat-bottom-holes whose each size
were 0.1, 0.5, and 0.2 mm. The results demonstrate that Ray-
leigh waves generated by the PFUTOS were effectively fo-
cused with the small lateral half-width of about 0.6 mm at
the focal distance of about 8 mm, and the26-dB region for
the peak echo-amplitude was narrow ellipsoidal within the
axial half-width of about 5.5 mm ranging from 5.3–10.8 mm

FIG. 2. Showing the drawing of a test block with the slot having a finite
slope in depth and the scan distance and direction on the block.
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and the lateral half-width. The wavelengthl0 corresponding
to the peak frequency was 0.69 mm. The ratio of the detected
smallest flaw size to the wavelength was about 0.29 smaller
than the wavelength.

C. Experimental setup and procedure

Figure 5 shows the schematic diagram of the experimen-
tal setup to investigate continuously the depth-dependent re-
flection coefficients of a Rayleigh wave pulse. The system
was composed of the steel block having the declined normal
slot, the PFUTOS, a scanning system, a PC, and a printer.
The scanning system was composed of a five-axis manipula-
tor, a pulser and receiver, and a control box. The PC was
used for system control, and AD/DA converting, signal pro-
cessing, and analysis. The steel block was mounted on the
large acrylic board that played the role of a spring to make
good acoustical contact between the PFUTOS and the steel
block. SAE-20 oil was used as a coupling.

A single time contact scan, passing only once, was per-
formed along the declined normal slot using the PFUTOS
which was placed at the focal distance of 8 mm from the slot.
The PFUTOS was moved laterally and slowly at the speed of

FIG. 4. ~a! The two-dimensional beam profiles of the PFUTOS obtained by
scanning around the flat-bottom-hole~FBH! with the size of 1 mm and~b!
the lateral beam profiles at the focal distance obtained by scanning around
the flat-bottom-holes with the sizes of 1.0, 0.5, and 0.2 mm.

FIG. 5. The schematic diagram of the experimental setup for continuously
measuring the depth-dependent reflection coefficients of Rayleigh waves for
the slot.

FIG. 3. ~a! The waveform obtaied by testing the flat-bottom-hole with the
size of 1 mm using the PFUTOS and~b! its frequency spectrum.
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0.0254 mm/s, and the total scan distance was 143 mm from
10 mm ahead of the slot to 17 mm ahead of the end of the
block as shown in Figs. 2 and 5. The peak amplitudes of
pulse-echo signals within a gate were recorded during scan-
ning with the scan step of 0.0254 mm. The position of the
PFUTOS during scanning was measured within the error
limit of 60.002 mm.

For the comparison, a scan using a conventional-type
angle transducer instead of the PFUTOS under the same test
setup was performed along the slot at a distance of 8 mm.
The frequency characteristics of the conventional-type angle
transducer were almost the same as those of the PFUTOS
because it was fabricated by using a piezoelectric element
with the same piezoelectric property and thickness as those
for the PFUTOS and the conventional-type acoustic wedge
~shoe! made of the same material as that for the acoustic lens
in the PFUTOS. The lateral beam width of the transducer
was about 20.0 mm.

In order to give the reference level of the reflection co-
efficients, the calibration block with the flat slot was tested
by the conventional technique, two-transducer~pitch-catch!
technique,1,3 and the amplitude of input pulse and reflection
signal from the slot could be measured while the amplitude
of input pulse could not be measured by pulse-echo tech-
nique. The source transducer generating Rayleigh waves was
located at the rear of the receiving transducer to detect echo
signals from the flat slot by pitch-catch technique. The am-
plitude of the input signal was measured at a part on the
calibration block which had no discontinuities and the dis-
tance between two transducers was the same as the total path
length of Rayleigh waves in the case of the system setup for
measuring the echo signal from the flat slot. Also, the acous-
tic lens having the same dimension as the receiving trans-
ducer was put between two transducers when measuring the
amplitude of input pulse and thus the damping effect of Ray-
leigh waves arising when Rayleigh waves passed under the
acoustic wedge of the receiving transducer could be elimi-
nated.

In the experimental setup for scan, the ratio of the scan
step tol0 ~0.69 mm! was 0.000 491, the total number of data
points of reflection coefficients was about 5234 in the full
range of 0,d,1.77 mm (0,d/l0,2.57), and thus the re-
flection coefficients were measured approximately continu-
ously when considering the small step interval ind/l0 .

D. Validity and benefit of the experimental setup

As mentioned, when describing the principle to measure
the depth-dependent reflection coefficients in Sec. I, Ray-
leigh waves, having a finite lateral beam width,WR , interact
with the slot having the small finite slopeuS of 0.76 degrees
in depth under the experimental setup composed of the PFU-
TOS and the steel block having the declined normal slot.
Suppose that the intensity of focused Rayleigh waves gener-
ated by the PFUTOS is dominant within the lateral half-
width of 0.6 mm near the focal distance and thus the scatter-
ing intensity by interaction of the slot with the Rayleigh
waves of the outside of the lateral half-width is negligible.
Then, the maximum variationDdmax in depth corresponding
to the width of 0.6 mm becomes 8.0mm by Eq. ~2!, and

Ddmax/l050.012. This means that, under the assumption, a
single time scan for the slot at the focal distance of the PFU-
TOS is equivalent to the experiments using infinite series of
specimens having the slots of which the depths are in the
range of 0,d/l0,2.57 and each depth is uniform within
the small error limit of 8.0mm in depth or within 1.2% in
d/l0 . That is, it means that the error in depth in the present
experimental setup is negligible and the depth-dependent re-
flection coefficients of a Rayleigh wave pulse can be con-
tinuously determined in the wide range ofd/l0 and in a
short period of time. If the depth-dependent reflection coef-
ficients of a Rayleigh wave pulse were measured by using a
conventional angle transducer and a number of specimens
having different depths, it might induce considerable errors
by the problem such as different coupling condition and
should be boring.

On the other hand, in the case of using the conventional
transducer having the lateral half-width of 20 mm instead of
the PFUTOS in the present experimental setup, the corre-
spondingDdmax and Ddmax/l0 become about 266mm and
0.39, respectively. This implies that when the conventional
angle transducer is used, the complex scattering of Rayleigh
waves can be caused by the interaction with the slot having
large variation up to 39% of the wavelength, and the result-
ant depth-dependent reflection coefficients may involve large
errors.

III. RESULTS AND DISCUSSION

A. Reproducibility of continuously measured
reflection coefficients

We repeatedly performed contact scanning to confirm
reproducibility of the experiments using the PFUTOS and
the steel block having the declined normal slot. The mea-
sured depth-dependent reflection coefficients of the Rayleigh
wave pulse are shown in Fig. 6. The three curves of ‘‘A,’’
‘‘B,’’ and ‘‘C,’’ called the CMDDRC ~continuously mea-
sured depth-dependent reflection coefficient! curves, were
the results successively measured under almost the same test
condition. The top one, ‘‘D,’’ was measured under a slightly
different testing condition in contact pressure, cleaning of the
slot, and amount of coupling oil, etc. The lowest one,
‘‘AVE,’’ is the average of ‘‘A,’’ ‘‘B,’’ and ‘‘C’’ curves. The
lower four curves are almost the same, and it is difficult to
differentiate those. The curve ‘‘D’’ shows almost the same
feature as the other four, too, but it shows the relatively
slightly lower amplitudes in the range ofd/l0.1. It is
shown that even the large fluctuation in reflection coeffi-
cients, frequently varying for the small variation of the depth
of the slot, especially as shown in the range ofd/l0.1, was
measured with quite good reproducibility. It implies that the
fluctuated data are significant. Thus, the results demonstrate
that the depth-dependent reflection coefficients of the Ray-
leigh wave pulse have measured with quite good reproduc-
ibility in the whole range ofd/l0,2.57 under the present
system setup.

The reflection coefficients were calibrated by the refer-
ence values obtained by the two-transducer technique under
the experimental setup using the calibration block and the
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fabricated conventional-type angle transducers. The reflec-
tion coefficient for the flat slot with the depth of 0.35 mm
(d/l050.5) was about 0.435.

B. Comparison with other experimental and
numerical results

It has been expected that reflection coefficients of Ray-
leigh waves for a normal down step may be equivalent to
those for a normal slot since scattering from the down step
dominates scattering from a slot.2 As shown in Fig. 7, the
CMDDRC curve, ‘‘AVE’’ in Fig. 6, for the steel block of
s50.3 was compared with other experimental and numerical
results for the normal down steps which have been reported
by other investigators. In the results, we did not distinguish
l0 as constant froml as a varying parameter because there
were good agreements between the CMDDRC curve and
other experimental and numerical results obtained by spec-
tral analysis.

First, let us concentrate on the experimental results.1,21 It
is shown in the results that intermittent point-to-point data
have been measured in the range of 0.27,d/l,1.5 by other
investigators. The fluctuation existing in the CMDDRC
curve is shown in the other experimental results, too. In the
results obtained by Bond1 for aluminum blocks (s50.34) in
0.27,d/l,1.4, such a fluctuation is shown well and those

show good agreements with the CMDDRC curve. Espe-
cially, in the range 0.27,d/l,0.5, the results by Bond
show quite good agreements with the CMDDRC curve in-
cluding the range having the fluctuated reflection coeffi-
cients. This means that the fluctuated reflection coefficients
shown in the CMDDRC curve are significant in 0.27,d/l
,1.4. Also, the fact that the fluctuated data in the range of
0.27,d/l,1.4 is meaningful implies that even the large
fluctuated reflection coefficients obtained in the whole range
of 1,d/l,2.57 may be significant and may not result from
experimental errors such as unstable contact problem which
may usually arise in contact scan. Thus, the results demon-
strate that the depth-dependent reflection coefficients, the
CMDDRC curve, were continuously and effectively mea-
sured having significance in the wide range of 0.05,d/l
,2.57 by using the present experimental setup while, so far,
only intermittent point-to-point data of reflection coefficients
have been reported in the range 0.27,d/l,1.5, as a part of
our work.

Now, let us turn our attention to numerical results1,2,18,19

compared with the CMDDRC curve. In the range of 0.05
,d/l,1.5, the CMDDRC curve shows good agreement
with the numerical results in overall trend. However, in 1.5
,d/l,2.57, it is difficult to find a similar trend between the
CMDDRC curve and the numerical result obtained by Blake
and Bond which is only the numerical result in the range.
The correlation between the CMDDRC curve and numerical
results in the range ofd/l,0.55 is more clearly shown in
Fig. 8, which is plotted in the short range. In the range of
0.05,d/l,0.15, the CMDDRC curve shows good agree-
ment with the numerical result fors50.24 obtained by
Munasinghe18 which is only the numerical result in the
range. In 0.15,d/l,0.3, the numerical results for boths
50.34 obtained by Bond1 ands50.24 by Munasinghe show

FIG. 6. The depth-dependent reflection coefficients of Rayleigh waves were
continuously measured for the slot. ‘‘A,’’ ‘‘B,’’ and ‘‘C’’ were successively
measured under almost the same test condition, and the top one, ‘‘D,’’ was
measured under a slightly different condition, and the lowest one. ‘‘AVE’’
is the average of ‘‘A,’’ ‘‘B,’’ and ‘‘C.’’

FIG. 7. The CMDDRC curve is compared with other experimental and
numerical results for the normal down steps.
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quite good agreement with the CMDDRC curve, although
the result by Bond is closer to it.

In 0.3,d/l,0.5, up to about the maxima of the nu-
merical results, the CMDDRC curve is closer to the numeri-
cal result fors50.29, obtained by Blake and Bond, having a
relatively smaller slope than the other numerical results. But,
in the range, the fluctuation of the reflection coefficients
shown in the CMDDRC curve is not interpreted by all the
smooth numerical curves. In 0.5,d/l,0.96, up to the sharp
deep dip of the CMDDRC curve, the CMDDRC curve shows
a trend similar to the numerical results by Blake and Bond,
Munasinghe, and Mal and Knopoff,19 but the CMDDRC
curve is rightward shifted about 0.16 ind/l from the nu-
merical results and the fluctuation is shown in only the CM-
DDRC curve. Also, in 0.96,d/l,1.5, the similar trend is
shown between numerical results and the CMDDRC curve
although the large fluctuation is shown only in the CMD-
DRC curve, too.

Thus, in the range ofd/l,1.5, the depth-dependent re-
flection coefficients, the CMDDRC curve, showed good
agreement in overall trend with other experimental and nu-
merical results, the wavelength-dependent reflection coeffi-
cients. The fact induces a conclusion as follows: the Ray-
leigh wave pulse having the narrow frequency bandwidth of
26% showed behavior as if having only a single frequency
component of the peak frequency of 4.49 MHz and the CM-
DDRC curve can take the place of the other wavelength-
dependent reflection coefficients obtained by spectral analy-
sis. Also, the results demonstrate that, in an extremely
shallow range of 0.05,d/l,0.25, while any other experi-
mental data for slots or down steps have not been
reported,1,21 the reflection coefficients showing good agree-
ment with the numerical estimation1,2,18–20were measured.
That reflection signals could be precisely measured in the
shallow range seems to be attributed to intensively focused
Rayleigh waves having the high signal-to-noise ratio. It is
interesting that in 0.05,d/l,0.3 the CMDDRC curve for
s50.3 is much closer to the numerical results fors50.34

and 0.24 than the numerical result fors50.29 by Blake and
Bond.2 This implies that reflection coefficients of Rayleigh
waves in the range of 0.05,d/l,0.3 could be interpreted
better by the numerical model of Bond or Munasinghe than
that of Blake and Bond. In the range of 0,d/l,0.05 (0
,d,34mm), at present, we cannot confirm whether the
small peak is meaningful or not. That is because no other
data to compare are available and the small peak may arise
from unexpected small defects near the part where the slot
begins on the steel block. It is expected that it can be con-
firmed in the further study using other specimens having the
same surface feature.

C. Scan using the conventional angle transducer

In Fig. 9, the results obtained by using the conventional
angle transducer were compared with the CMDDRC curve.
The lateral beam width of Rayleigh waves generated by the
transducer was 20 mm at the distance of 8 mm. Also, the
results were compared with the smoothing of the CMDDRC
curve obtained by the averaging of adjacent 787 points that
correspond to the width of 20 mm. In the plots, the scan
distances of the conventional angle transducer and the PFU-
TOS correspond to the positions of the center line of the
acoustic wedge in the conventional angle transducer and the
axial symmetry axis of the PFUTOS, respectively. It is
shown that the results for the conventional angle transducer
are considerably different from the CMDDRC curve in that
asd/l0 increases ind/l0,0.5, the reflection coefficients in
the results increase in an oscillating manner showing several
round subpeaks, the fluctuation in the reflection coefficients
corresponds to relatively large variation ofd/l0 , and the
peak and the deep were relatively shifted. Also, the results
are showing a considerably different trend from the smooth-
ing of the CMDDRC curve, too. This implies that the results
from the conventional angle transducer did not result from a

FIG. 8. The CMDDRC curve is compared with numerical results in the
range ofd/l,0.55 and its fitting polynomial is shown.

FIG. 9. The results obtained by using the conventional angle transducer are
compared with the CMDDRC curve and smoothing of the CMDDRC curve
obtained by averaging of adjacent 787 points which correspond to the width
of 20 mm.
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simple averaging of scattering amplitudes of Rayleigh waves
for the variation in the depth ranging from 0% to 39%. Those
are attributed to complex backscattered Rayleigh waves cor-
responding to the varying depths in which the displacement
and stress components are different from one another. Thus,
the results demonstrate that for measuring continuously and
precisely depth-dependent reflection coefficients by employ-
ing a declined discontinuity, it is essential to use an ultra-
sonic transducer generating Rayleigh waves having a narrow
lateral beam width such as the PFUTOS.

D. Depth profiling of a surface slot in the long-
wavelength region

As shown in Fig. 8, in the region ofd/l,0.55 of the
CMDDRC curve, about up to the peak, the reflection coeffi-
cients show approximately one-to-one correspondence to
d/l. It is expected that the CMDDRC curve or the present
experimental setup could be utilized to determine the depth
or depth profile of surface discontinuities in the long-
wavelength region thatd/l is small (d/l!1). The reflec-
tion coefficients or echo amplitudes depend on a kind of
material.1,5 If it is known that the depth of a surface discon-
tinuity in a specimen is in the long-wavelength region and a
CMDDRC curve has been investigated once for the same
material as the specimen, the depth of the discontinuity can
be determined by only measuring echo amplitudes from the
discontinuity using the PFUTOS without any secondary
spectral analysis. Also, it will be possible to obtain the depth
profile of a surface discontinuity if a scan using the PFUTOS
is performed along the discontinuity. Instead of the CMD-
DRC curve, as shown in Fig. 8, the fitting polynomial of the
reflection coefficients can be used for easy evaluation. In the
short-wavelength region for edge crack, it was reported that
time-of-flight measurement3,28 in d/l.1 and ray-theory
analysis16,29 in d/l.2 allowed an accurate evaluation of the
actual crack depth. The present method can be used comple-
mentarily with the other methods for the purpose of estimat-
ing the depth of various surface features such as wedges and
angled down steps as well as a slot.

IV. SUMMARY AND CONCLUSION

We have shown that the depth-dependent reflection co-
efficients of Rayleigh waves interacting with surface discon-
tinuities are measured continuously for varying depth by a
new method. In the experiments for the declined slot, the
depth-dependent reflection coefficients were precisely mea-
sured with quite good reproducibility in the wide range of
0.05,d/l,2.57. The results also showed good agreement
with other experimental point-to-point data and numerical
results in overall trend in the range of 0.05,d/l,1.4. Es-
pecially, in the extremely shallow range of 0.05,d/l,0.3
the reflection coefficients~showing quite good agreement
with the numerical estimations! were measured while any
other experimental data for slots or down steps have not been
reported in 0.05,d/l,0.25. However, in 1.5,d/l,2.57
the results showed a different trend from the numerical result
obtained by Blake and Bond. It was demonstrated that, when
Rayleigh waves had a sufficiently narrow frequency band-

width, the depth-dependent reflection coefficients could take
the place of the frequency-dependent reflection coefficients
determined by a conventional method such as spectral analy-
sis. It was shown that even the fluctuation existing in the
measured reflection coefficients, frequently varying for the
small variation of the depth of the slot, was significant. Also,
it was shown that in the long-wavelength region of about
0.05,d/l,0.5, the method could be applied to evaluate the
depth or depth profile of surface discontinuity by measuring
only reflection echo amplitudes without secondary spectral
analysis.

It is expected that the new method will be applied to the
continuous measurement of the depth-dependent scattering
amplitudes of Rayleigh waves for various surface features
such as wedge and angled down step as well as a slot, and
thus more accurate experimental evidence will be presented
for numerous analytical and numerical results. Also, the
method is expected to be used to evaluate more effectively
and quantitatively the depth or depth profile of actual cracks
in the long-wavelength region.
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Hill-type ultrasonic relaxation spectra of liquids
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The Hill relaxation spectral function, originally designed for the description of dielectric relaxation
spectra, has been applied to a variety of sonic attenuation spectra. Both theoretical models and
measured broadband spectra have been considered. It was found that the Hill function can be
favorably used to represent the acoustic relaxation properties of critically demixing liquids but also
of such liquid systems that show precritical behavior. The Hill spectral function also complies with
the thermal and viscoelastic boundary effects in suspensions and emulsions, with the special
absorption characteristics of surfactant solutions with high critical micelle concentration, and with
effects of cluster formation in solutions of transition metal halides. Empirical relations between the
relaxation time distribution parameters of the Hill function and characteristics of theoretical models
are displayed. ©1998 Acoustical Society of America.@S0001-4966~98!01511-2#

PACS numbers: 43.35.Fj, 43.35.Bf@HEB#

INTRODUCTION

During the second half of this century acoustic spec-
trometry has developed into a powerful tool for the study of
fast elementary chemical reactions in liquids. Much interest
is currently directed toward the ultrasonic properties of liq-
uid systems, not only for many fascinating fundamental as-
pects but also in view of a variety of applications such as
noninvasive in situ sample characterization in industrial
monitoring and control procedures.

Many acoustic relaxation measurements so far have fo-
cussed on the study of stoichiometrically well-defined
chemical equilibria, equivalent to discrete relaxation times in
the sonic spectra. Examples are the wide fields of proton
transfer reactions and ion complex equilibria as well as the
formation of large micelles.1 In Fig. 1, two relevant sonic
excess absorption spectra are shown. One reflects a single
Debye-type relaxation2 with discrete relaxation timetD , the
other one exhibits a superposition of two Debye relaxation
terms. More generally such spectra may be represented by a
sum of discrete relaxation terms:

~al!ex5 (
n51

N
ADnvtDn

11~vtDn!2
. ~1!

Here,a is the sonic attenuation coefficient,l is the wave-
length within the sample at frequencyn, and v52pn de-
notes the angular frequency. The relaxation amplitudesADn ,
n51,...,N, are related to the reaction volumes and enthalp-
ies and the relaxation timestDn are related to the velocity
constants of the chemical equilibria under
consideration.1,8–12 The excess absorption per wavelength,
(al)ex, is considered since the so-called classical
contribution13

~al!cl5Bn5al2~al!ex ~2!

to the total sonic absorption per wavelength,al, is of no
interest here. In the examples shown in Fig. 1, a Debye re-

laxation term corresponds with a particular step in the Eigen
mechanism7 of stepwise dissociation/association of salts in
solution.

Recent advances in broadband acoustic measurement
techniques for liquids14 resulted in spectra exhibiting signifi-
cant deviations from Debye-type relaxation behavior as ex-
pressed by Eq.~1!. Aqueous solutions of zinc chloride, for
instance, yield sonic excess absorption that, on the one hand,
clearly extends over a broader frequency band than a Debye
term ~Fig. 2! but, on the other hand, does not show indica-
tions for a superposition of a few discrete terms. Aqueous
solutions of symmetric tetraalkylammonium bromides offer
another example.16 Their sonic excess absorption spectra
may be alternatively discussed. They may be either due to a
superposition of some few Debye-type contributions with re-
laxation times so close together that a clear dissolution into
individual terms is impossible. They may, however, also re-
flect an underlying continuous distribution of relaxation
times. A similar situation exists with the aqueous ZnCl2

solutions.17,18 Hence, so far we are left with the eventuality
of basically different molecular mechanisms which might be
reflected by the sonic spectra of these salt solutions, namely
either the formation of stoichiometrically defined ionic spe-
cies or the existence of thermally driven~local! fluctuations
in the ion concentration.

Concentration fluctuations are currently discussed with
respect to the special properties of critical and precritical
binary mixtures. Theoretical models of thermal fluctuations
in concentration16,19–28 predict more or less unsymmetric
sonic absorption spectra~Fig. 2!. However, the predictions
made by different theoretical models differ from one another
in various interesting details. Unfortunately, a generally ac-
cepted formulation of the acoustic properties of binary liq-
uids has not been achieved so far. At the present it is even
unclear on which conditions the sonic absorption spectra
may, at least in parts, be also due to visco-inertial and ther-
mal conductivity effects at internal interfaces of acoustically
microheterogeneous liquid systems.29–39 It has been showna!Electronic mail: uka@physik3.gwdg.de
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that such effects play a dominant role in the acoustic spec-
trometry of suspensions40,41 and emulsions.42

In this situation, an almost universal formulation of mea-
sured sonic attenuation spectra is most desired for various
reasons. A uniform representation of experimental findings
clearly facilitates the numerical treatment of the multitude of
measured data and it also simplifies the exchange of results
between different laboratories, a subject of considerable im-
portance in practical applications. Moreover, the direct inter-
comparison of parameter values for different liquid systems
is enabled by a quasi-universal description of spectra. There
is also a guarded hope that fundamental trends in the spectra
of different systems may become obvious from a simple and
uniform representation of a variety of measured facts.

We found the relaxation spectral function, originally in-
troduced by Hill,43,44 discussing non-exponential decay in
the polarization of dielectrics,45 to be favorably utilized in
physical acoustics. In this paper special properties of the Hill
function are shown and comparison is made with existing
theoretical models of sonic relaxation. Experimental results
for different aqueous systems are also briefly discussed in the
light of a semi-empirical Hill relaxation spectral function.

I. CHARACTERISTICS OF THE HILL FUNCTION,
COMPARISON TO OTHER EMPIRICAL RELAXATION
MODELS

Applied to acoustic spectra, the Hill functionRH(n) is
given by the relation

RH~n!5~al!ex5
AH~vtH!mH

~11~vtH!2sH!~mH1nH!/~2sH!
. ~3!

Here,AH and tH denote the relaxation amplitude and prin-
ciple relaxation time, respectively, andmH ,nH as well as
sH (0,mH ,nH ,sH<1) are parameters that determine the
shape and width of the underlying continuous relaxation time
distribution functionGH . This distribution function is de-
fined by

RH~n!5AHE
0

`

GH~r H!
vt

11v2t2
drH ~4!

with

E
0

`

GH~r H! drH51. ~5!

Here,

r H5 ln~t/tH!. ~6!

If mH5nH5sH51, then

GH~r H!5d~r H!, ~7!

hence the Hill spectral function changes into a Debye term.2

In Fig. 3,GH(r H) is displayed for some sets ofmH , nH , sH

values different from 1, in order to indicate how these quan-
tities are related to the distribution of relaxation times. Ac-
cording to

GH~r H!5
2

pÃ
ReH ~2 ie2r H!mH

~11~2 ier H!2sH!~mH1nH!/~2sH!J , ~8!

the distribution functions shown in the figure have been cal-
culated by analytical continuation46 of the Hill spectral func-
tion RH(n). For example, in~8!, parameterÃ follows from
normalization@Eq. ~5!#.

FIG. 2. Sonic excess absorption spectra for an aqueous solution of 2-~2-
butoxyethoxy!-ethanol at 25 °C (s, 15, C4E2) and an aqueous solution of
zinc chloride at 25 °C (n,3,18ZnCl2). In the former example the full curve is
the graph of the restricted version of the Hill function@Eq. ~12!#, in the latter
it represents the Dissado–Hill spectral function@Eq. ~38!#.

FIG. 3. Relaxation time distribution functionGH(r H) @Eq. ~8!# for three sets
of Hill parametersmH , nH , sH . Here sH50.9 throughout. The dashed
curve resembles the symmetric Cole–Cole relaxation time distribution,50 the
dotted curve models the unsymmetric Davidson–Cole relaxation time dis-
tribution function.51

FIG. 1. Ultrasonic excess absorption spectra for 0.5 molar aqueous solutions
of MnSO4 at 20 °C (s)4–6 and of CuCl2 at 25 °C (d).3 The former spec-
trum reflects two steps in the Eigen–Tamm mechanism7 of stepwise disso-
ciation of salts (tD1 ,@Mn21~H2O!SO4

22#aq
@Mn21(H2O2SO4
22#aq;tD2 ,

@Mn21~H2O!2SO4
22#aq
Mnaq

211SO4aq
22). The latter spectrum is assumed to

be due to the equilibrium between outer-sphere complexes and the com-
pletely dissociated ions (tD ,@Cu21(H2O!Cl2#aq
Cuaq

211Claq
2).
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A favorable characteristic of the Hill spectral function is
the clear relation between the relaxation time distribution
parametersmH , nH , andsH and attributes of the shape of
RH(n),

lim
n→0

$d log~RH~n!!/d log~n!%5mH , ~9!

lim
n→`

$d log~RH~n!!/d log~n!%52nH , ~10!

RH~nH!5AH22~mH1nH!/~2sH!. ~11!

Here, nH5(2ptH)21 is the principal relaxation fre-
quency. Using the Hill function it was found that many
acoustic excess absorption spectra of liquids can be well rep-
resented assumingmH51 andnH51/2 @corresponding with
an exponential decay function~Debye-type behavior! at low
frequencies and a diffusion law behavior at high frequen-
cies#. With a reduced number of adjustable parameters the
restricted Hill function

RH* ~n!5
AHvtH

~11~vtH!2sH!3/~4sH!
~12!

is then appropriate. An example for the suitability of this
spectral function is presented in Fig. 2.

Another empirical relaxation function, the Havriliak–
Negami functionRHN(n),47 is controlled by two relaxation
time distribution parameters,hHN and bHN , respectively.
RHN(n) has been favorably used, for instance, to character-
ize ultrasonic properties of polymeric systems.48,49 In a com-
pact form the Havriliak–Negami function applies to the
sonic attenuation per wavelength as

RHN~n!5~al!ex5ImH AHN

~11~ ivtHN!~12hHN!!~12bHN!J ,

~13!

wherei 5(21)1/2. Again,AHN denotes the relaxation ampli-
tude andtHN the principal relaxation time. The Havriliak–
Negami function obviously includes the well-known
Cole–Cole50 (bHN50, hCC5hHN) and Davidson–Cole51

(hHN50, bDC5bHN) relaxation spectral functions and also
the Debye function (bHN5hHN50) as limiting forms. The
examples shown in Fig. 4 may be taken to indicate that, over

a significant frequency range,RHN(n) can be well repre-
sented by the Hill function@Eq. ~3!#.

In Fig. 4, the spectra are shown for the frequency range
of measurements covered by our laboratory. Systematic
comparison of the spectral functions has been made for a
multitude of values for the relaxation time distribution pa-
rameters. In doing so,RHN(n) has been calculated at a series
of frequenciesn i , i 51,...,N, for numerous pairs ofhHN ,
bHN values. In these model calculations the frequenciesn i

have been distributed equidistantly on a logarithmic scale,
covering the range of six decades@1023nHN<n i<103nHN ,
nHN5(2ptHN)21]. The RH(n) function has been fitted to
the numerically generated spectra afterwards. The following
relations between the relaxation time distribution parameters
of the two different functions have been found thereby:mH

512hHN , nH5(12bHN)(12hHN), sH,1. HencemH51
2hHN , nH5mH has to be used to represent the Cole–Cole
function whereasmH51, nH5(12bHN) is suited to simu-
late the Davidson–Cole function within the frequency range
of measurements mentioned before.

In his evaluation of susceptibility functions,44 Hill also
treated the Fuoss-Kirkwood and the Kohlrausch–Williams–
Watts spectral functions. He has already discussed the be-
havior of these particular semi-empirical functions in light of
the Hill function. We thus shall focus in the following on
theoretical relaxation models for sonic spectra.

Frequently it is desirable to consider, instead of the prin-
cipal relaxation time of a spectral function, the relaxation
time tm that corresponds with the frequencynm at which the
sonic excess absorption per wavelength adopts its relative
maximum (al)ex,m . For the Hill function, withnm defined
by

dRH~n!/dnunm
50, d2RH~n!/dn2unm

,0, ~14!

the relation52

tm5~2pnm!215tH~nH /mH!~2sH!21
~15!

holds. The maximum value (al)ex,m is related to the relax-
ation amplitude according to

~al!ex,m5RH~nm!5AH

~mH /nH!mH /~2sH!

~11mH /nH!~mH1nH!/~2sH!
.

~16!

Equations~15! and~16! are particularly useful when re-
sults for unsymmetric relaxation time distribution functions
are discussed. In the case of symmetric relaxation time dis-
tributions, like the Cole–Cole distribution function,tm

5tH , in correspondence with the Debye relaxation spectral
function.

II. MODELING THEORETICAL FUNCTIONS,
COMPARISON WITH MEASURED SPECTRA

A. Concentration fluctuations including critical
behavior

Sonic excess absorption of mixtures may result from the
coupling of the sound field to long-ranging fluctuations in the
concentration that are accompanied by fluctuations in ther-
modynamic parameters like the local density and tempera-

FIG. 4. Plot of the Havriliak–Negami relaxation spectral function for three
sets of relaxation time distribution parametershHN ,bHN . The curves are
graphs of the Hill functionRH(n) @Eq. ~3!; s, mH50.49, nH50.5,
sH50.29; m, mH50.74, nH50.36, sH50.52; h, mH51, nH50.44,
sH50.95].
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ture. Application of a sound field leads to a new equilibrium
in the fluctuation amplitudes which is adopted by diffusion.
In contrast to chemical relaxation spectra, sonic absorption
due to concentration fluctuations is characterized by a con-
tinuous relaxation time distribution, corresponding with the
continuous decay of the individual spatial Fourier compo-
nents of the thermal fluctuations. Theoretical formulations of
concentration fluctuations usually involve a Debye density of
state and a van Hove exponential decay of fluctuations. The
sonic excess absorption per wavelength can then be ex-
pressed as

~al!ex5A~T!E
0

`

k2g~k!
vk2/h~k!

~k2/h~k!!21~v/~2D !!2
dk,

~17!

whereA(T) is an amplitude that only weakly depends on the
frequency,k52p/l, g(k) is the Laplace transform of the
spatial correlation functionĝ(r ), h(k) considers specific mo-
lecular interactions andD is the diffusion coefficient repre-
senting the exponential decay of fluctuations. Fixman19 and
Kawasaki22 described the molecular interactions by a long-
ranging correlation function according to the Ornstein–
Zernike ansatz53,54

f̂OZ~r ,0!5r 21exp~2r /j!, ~18!

fOZ~k,0!5~11k2j2!21 ~19!

with j denoting the correlation length of the order parameter.
They usedg(k)5fOZ

2 andh(k)5fOZ and obtained

~al!ex5RF/K~n!5AFK~T!SF/K~n! ~20!

with the scaling function

SF/K~n!5E
0

` x2

~11x2!2
•

KF/K~x!V

KF/K
2 ~x!1V2

dx. ~21!

Herein,

V5vj2/~2D !5vtj , tj5j2/~2D ! ~22!

is a reduced frequency andx5kj. In the Fixman theory

KF~x!5x2~11x2!, ~23!

while in the Kawasaki model

KK~x!5 3
4„11x21~x321/x!arctan~x!…. ~24!

In the limit of small correlation lengths (j!l,x!1)
both theories predict the same excess absorption per wave-
length @KK(x)5KF(x), SK(n)5SF(n)]. Extending the
original Kawasaki mode-coupling theory Shiwa and
Kawasaki25 led to a rather complicated relation. For this rea-
son, preference has mostly been given to the Bhattacharjee–
Ferrell model which offers an easier to handle spectral func-
tion.

Bhattacharjee and Ferrell26 using g(k)5kfOZ
2 and

h(k)5fOZ
p with pP@0,1# found

~al!ex5RBF~n!5~al!ex,crSBF~n!, ~25!

where (al)ex,cr denotes the excess absorption per wave-
length at the critical point and where the scaling function is
given by

SBF~n!5E
0

` x3

~11x2!2
•

KBF~x!V

KBF
2 ~x!1V2

dx ~26!

with

KBF~x!5x2~11x2!p. ~27!

The scaling functionsSF(n),SK(n), andSBF(n) reveal a
rather complex dependence upon frequency. To facilitate ap-
plications of their model, Bhattacharjee and Ferrell presented
the empirical scaling function

S̃BF~n!5V~11V1/2!225vtj~11Avtj!
22 ~28!

as a reasonable approximation ofSBF(n).
The Hill function enables a simple representation of

both the Fixman–type spectrum~Fig. 5! and the spectral
form of the Bhattacharjee–Ferrell theory. We again simu-
lated the Fixman model for various sets of parameter values
and fitted the Hill relaxation function to the resulting spectra.
We foundmH'1, sH'0.25 andnH'0.25. An example for
the excellent representation of a Fixman spectrum by the Hill
relaxation function is shown in Fig. 5. For the
Bhattacharjee–Ferrell modelmH50.94, sH50.25, andnH

50.06 follows analytically ifS̃BF is used in Eq.~25! and if
the relevant expression for (al)ex,cr is inserted. Over a rather
broad frequency band the sonic spectra resulting from the
models of concentration fluctuations discussed before may
thus be approximated by the special form

R̃H~n!5AH

vtH

~11AvtH!2~11nH!
~29!

of the Hill function. This form contains only one relaxation
time distribution parameter. The value of this parameter de-
pends on the particular theory under consideration.

B. Noncritical concentration fluctuations

A model describing fluctuations in the concentration of
binary liquids far from a critical demixing point has been
developed by Romanov and Solov’ev.20 In their original
model no specific molecular interactions are considered at
small molecular distances. Henceg(k)5h(k)51 has been
used in Eq.~17!. Since the integral on the right-hand side of
Eq. ~17! does not exist on such conditions, Romanov and

FIG. 5. The Fixman@RF(n), Eq. ~20!# and the Bhattacharjee–Ferrell
@RBF(n), Eq. ~25!# spectral function. The curves represent best fits of the
Hill function @Eq. ~3!# with sH[0.25 to these models@s, mH51,
nH50.25, corresponding with Eq.~29! and nH50.25; h, mH50.94, nH

50.06].
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Solov’ev introduced a maximum wave numberkmax, corre-
sponding with a minimum interaction lengthl min52pkmax

21 of
regions of different concentration. Then

~al!ex5RRS~n!5ARS~T!SRS~n! ~30!

with ARS(T)5Q/(3l m
3 ) and

SRS~n!5E
0

kmax vk4

k41„v/~2D !…2
dk. ~31!

Here,Q is given by thermodynamic parameters of the binary
system.20

The Romanov–Solov’ev model has been extended
recently16 in order to also take into account long-ranging
correlations according to the Ornstein–Zernike ansatz@Eq.
~18!#. That model of correlated~precritical! concentration
fluctuations can be expressed as

~al!ex5Rccf~n!53vtRSxm
22ARS~T!I ccf~v,xm! ~32!

with

tRS5l m
2 /D, xm5j/l m , ~33!

and with the scaling function

I cc f~v,xm!

5~xm
241~vtRS!

2!21H xm
23arctan~xm!

1AvtRS

8
~vtRS2xm

22!FarctanSA 2

vtRS
11D

1arctanSA 2

vtRS
21D G

1AvtRS

32
~vtRS1xm

22!lnFvtRS2A2vtRS11

vtRS1A2vtRS11
G J .

~34!

In the limit of vanishing correlation length (xm!1), Eq.
~34! turns into the explicit form of the Romanov–Solov’ev
function SRS(n) which is here defined by the integral given
in Eq. ~31!.

It turns out that the Hill function can be less favorably
used to represent the Romanov–Solov’ev functionRRS(n)
@Eq. ~30!# or the extended versionRcc f(n) @Eq. ~32!#. As an
example, deviations between theRRS(n) function, with a
given set of parameters, and its best fit to a Hill function is
displayed in Fig. 6. In some frequency bands noticeable de-
viations result and these appear to be adversely systematic
rather than statistically distributed. By the way of contrast,
measured sonic absorption spectra, for systems that are as-
sumed to be precritical, may be advantageously represented
using the Hill spectral function. This finding is illustrated by
Fig. 7 where the spectra for a n-pentanol/water mixture with
and without LiCl added are displayed. In the most part of the
frequency range of measurement the sonic absorption per
wavelength seems to be dominated by a Hill-type relaxation
term.

The reason for the discrepancy in the representation of
the theoretical spectral functions and the measured spectra
may be as follows. First of all, the theoretical models may
still inadequately predict the details of the sonic absorption
over a broad frequency range. On the other hand, as in the
examples displayed in Fig. 7, existing measured broadband
spectra mostly do not allow for a clear-cut conclusion on the
shape of the relaxation term that results from the precritical
behavior of the mixtures. The reason for this situation is the
finding of significant parts of the spectrum to be masked by
contributions from one or even two additional relaxation pro-
cesses. Hence, as far as no definite conclusions can be drawn
on the underlying relaxation model, the Hill function allows
for a suitable interpolation of the measured data and a useful
evaluation of trends in the relaxation parameters.

C. Visco-inertial and thermal boundary effects

In the examples shown in Fig. 7 the restricted version of
the Hill function, RH* (n) @Eq. ~12!#, was applied. Under
many conditions this function is also suitable to model the
visco-inertial and thermal boundary effects that have been
reported for suspensions and emulsions.29–39,55–57A spec-
trum exhibiting such effects is presented in Fig. 8. The dif-
ferent contributions indicated in this diagram represent the
relevant terms of a series expansion

FIG. 6. Relative deviation of the best fit of the Hill relaxation spectral
function RH @Eq. ~3!# from the Romanov–Solov’ev modelRRS @Eq. ~30!#
displayed as a function of frequencyn (mH50.96, nH51, sH50.64).

FIG. 7. Sonic excess absorption spectra for an-pentanol/water mixture
~mole fraction of alcoholx50.02, 25 °C! without ~s! and with~d! lithium
chloride~0.3 mol/L! added.72 The dashed curves show the Hill-type contri-
butions @Eq. ~12!, mH[1, nH[0.5] to the spectra (s, sH50.77; d, sH

50.81). Dotted curves indicate an additional Debye contribution at high
frequencies.
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asc~n!52
3

2

wV

R3Re~kc
2!

(
n50

`

~2n11!@Re~An!2AnAn* #

~35!

of part asc in the sound attenuation coefficienta that is due
to scattering of the sonic wave from spherically shaped par-
ticles in a suspending phase. In Eq.~35! wV denotes the
volume fraction of the particles,R the particle radius, and
kc5v/cl 1 ia l the wave number of the compressional wave
reflected from the particles. Herecl and a l are the
sound velocity and attenuation coefficient, respectively,
of the suspending liquid. The scattering coefficientsAn ,
n51,2,3, . . . , aregiven by the boundary conditions at the
particle/suspending liquid interface.41 The above relation
@Eq. ~35!# is based on the assumption that the particle size is
much smaller than the wavelength of the incident compres-
sional wave and that the distance between the particles is
smaller than the wavelengths

ls52p~2hs /~vr!!1/2 and lT52p„2L/~vrCP!…1/2

~36!

of a viscosity wave and a thermal wave, respectively. In this
equationhs denotes the shear viscosity,r the density,L the
thermal conductivity, andCP the specific heat capacity at
constant pressure of the suspending liquid.

TermA0 , the graph of which is shown in Fig. 8, may be
additionally subdivided into two parts,A01 and A02. The
former describes the resulting classical absorption of a binary
mixture of constituents with different sonic attenuation coef-
ficient, sound velocity, and density. The latter corresponds

with the so-called thermal partaT(n) in the sound attenua-
tion coefficient. This part is related to the monopole field
distribution around a particle. It results from a difference in
the heat capacity and thermal conductivity, respectively, be-
tween both subphases of the liquid leading to an irreversible
heat transport within the sound field, accompanied by pulsa-
tion of the particles. TermA1 corresponds with the so-called
visco-inertial contributionah(n) to the total attenuation co-
efficient. It is related to transversal viscosity waves that are
accompanied by dipole-type oscillations of the particles.
These oscillations result if, due to different densities of the
particle and the continuous phase, an inertial force acts on
the suspended particles. TermAnAn* is due to Rayleigh scat-
tering into different directions.

In the ultrasonic absorption spectra of emulsions the
quadrupole oscillations are of minor importance since in
liquid/liquid mixtures their contribution to the attenuation
coefficient is significantly shifted up to higher frequencies.
Normally, acoustic spectra are considered up to some hun-
dred MHz only, particularly if the studies aim at applications
in monitoring and control systems. For this reason, explicit
formulations of both the thermal partas(n) and the viscosity
part ah(n) of the attenuation coefficient have been given in
the literature.31,58,59 Due to the specific assumptions made
when deriving these explicit expressions, theaT(n) and
ah(n) values at high frequencies substantially deviate from
those predicted by the exact formulation of the theory~Fig.
9!. At lower frequencies, however, both approaches yield
nearly the same result. The explicit expressions for the scat-
tering coefficientsA0 andA1 are given by31,41,58,59

A05F2 i
ac

3
~ac

22dac
82!G1F iac

bc

bT
S 12d

bc8

bc
DH1

H2
G

ªA011A02, ~37!

A152
i

3

ac
3~d21!@h2~as!Q~as8!2eash1~as! j 2~as8!#

@3dh2~as!12~d21!h0~as!#Q~as8!2eash1~as! j 2~as8!~d12!
, ~38!

FIG. 8. The partascl due to ‘‘scattering’’ to the sonic attenuation per
wavelength plotted versus frequencyn for an aqueous suspension of
polysterene-latex globules41 ~d, mean radius of particles5 41 nm, volume
fraction of solute50.2, 25 °C!. Dashed and dotted curves indicate the rel-
evant terms in the series expansion@Eq. ~35!# of asc(n). The full curve
represents the sum of these terms.A05A011A02 . A01 represents the
monotonous increase ofascl at n.1000 MHz,A02 the relaxation behavior
around 100 MHz.

FIG. 9. The thermal part to the attenuation coefficient per wavelength plot-
ted as a function of frequencyn for the example shown in Fig. 8. Circles
represent the exact formulation41 of the thermal boundary effect~contribu-
tion A0 in Fig. 8!. Triangles represent the explicit relation58,59 which is
inappropriate at high frequencies. The curve is the graph of the Hill relax-
ation spectral function.
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d5r/r8, «5hs /hs8 , ~39!

H15aTh1~aT!S 12
LbT

L8bT8
D ,

H25h0~aT!2
LaTh1~aT!

L8aT8 j 1~aT8 !
j 0~aT8 !, ~40!

Q~as8!5as8 j 1~as8!22~12«! j 2~as8!, ~41!

ac5Rkc , aT5RkT , as5Rks , c1
25S z1 2

3 m

r
D 1/2

,

~42!

bc52
k

c1
2b

Fv22S c1
2

k
1

4m

3r D kc
2G ,

bT52
k

c1
2b

Fv22S c1
2

k
1

4m

3r D kT
2G , ~43!

andks52p/ls , kT52p/lT . In these equations the primed
quantities refer to the particles and unprimed quantities to the
suspending face. Herej n and hn (n50,1,2) denote the
spherical Bessel functions of the first and third kind, respec-
tively, m and z are Lame´ constants,b is the coefficient of
cubic expansion andk is the ratio of specific heat at constant
pressure and constant volume.

The contributions to the sonic absorption coefficient are
related to the scattering coefficients according to

a0152
3

2
wV

Re~A01!

Re~kc
2!R3

,

aT5a0252
3

2
wV

Re~A02!

Re~kc
2!R3

, ~44!

ah5a152
9

2
wV

Re~A1!

Re~kc
2!R3

.

It is also found that the explicit form of theah spectra can be
well represented by the restricted Hill function@Eq. ~12!#
with only three adjustable parameters. The distribution pa-
rametersH adopts values between about 0.3 and 0.8 in this
model. The Hill function@Eq. ~3!# does not as adequately
apply to the explicit form of theaT term. Nevertheless, a
fairly good representation of the thermal part in the sound
attenuation~Fig. 9! is possible if the distribution parameters
are allowed to adopt the following values:mH[1, nH

50.5,...,1, andsH50.5,...,1. Representation of theaT(n)
and ah(n) spectra by the Hill function is of considerable
practical interest since the need for more complicated func-
tions like the spherical Bessel functions of different kinds
can thereby be avoided.

D. Kinetics of micelle formation

In the discussion of micelle kinetics the Aniansson–
Wall scheme of coupled reactions60,61

A11Ai 21

ki

b

ki
f

Ai , i 52,...,N, ~45!

is now generally accepted. It basically considers the equilib-
rium between monomersA1 and all supramolecular struc-
tures~oligomers, micelles! with aggregation numbersi up to
N, assuming a Gaussian distribution of the equilibrium con-
centrations of the micellar species (i>10). The Aniansson–
Wall model predicts two relaxation processes, the slower one
with a relaxation timets in the order of milliseconds or
seconds, the faster one with a relaxation timet f in the order
of nanoseconds or microseconds. Based on these ideas,
Debye-type relaxation terms have been predicted theoreti-
cally and the dependence of the relaxation parameters upon
the total amphiphile concentration has been derived.62,63 For
solutions of long-chain amphiphiles these predictions have
been verified. However, it has been shown recently64 that for
systems with high critical micelle concentration cmc, that is
for solutions of short-chain amphiphiles, only one relaxation
term exists in the time domain down to 1 ns. This term
obviously is subject to a continuous relaxation time distribu-
tion ~Fig. 10!. Its principal relaxation time and relaxation
amplitude differ in a characteristic manner from the theoret-
ical predictions. An extended model of stepwise association
shows indeed the measured trends in the relaxation
parameters.64 However, the width of the relaxation time dis-
tribution as calculated according to this model is substan-
tially smaller than resulting from the measurements~Fig.
10!. Since even the extended model does not completely
comply with the experimental findings, it is an obvious at-
tempt to describe the spectra measured for systems with high
cmc utilizing the Hill spectral function. As illustrated by the
example shown in Fig. 10, this function can again be favor-
ably used. Rather small values for the relaxation time distri-
bution parameters are found for amphiphile solutions near
the cmc~e.g.,mH50.5, nH50.2, sH50.9 for the spectrum
displayed in Fig. 10!.

It is only briefly mentioned here that the extended model
of micelle formation evidences the existence of an additional
ultrafast Debye-type relaxation term~with relaxation time
tu f , Fig. 10! which is due to the exchange of monomers
between oligomers and the suspending liquid.64

FIG. 10. Ultrasonic excess absorption spectrum of an aqueous solution of
n-heptylammonium chloride~c50.45 mol/L, 25 °C! near the critical micelle
concentration64 ~cmc50.4 mol/L!. The dashed curve is the graph of the Hill
function @Eq. ~3!# with the following parameters: mH50.5,
nH50.2,sH50.9. The dotted curve indicates an additional Debye-type con-
tribution to the spectrum with a relaxation timetu f .
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E. Formation of ion complexes

In Fig. 2, a spectrum is shown for an aqueous solution
of zinc chloride (ZnCl2) that differs in a characteristic man-
ner from the spectra usually found for electrolyte solutions
in which ion complexes are present~Fig. 1!. The reason
for the special behavior of various salts of transition metal
ions is the ability of the cations to form a great variety of
ion complex structures.18,65–67 For aqueous solutions of
zinc chloride, for instance, evidence has been obtained
for the existence of the differently charged inner sphere
complexes@ZnCl#1, @ZnCl2#, @ZnCl3#2, and @ZnCl4#22.
In addition, outer sphere complexes like@Zn~H2O!Cl#1,
@Zn~H2O!2Cl2#, @Zn~H2O!3Cl3#

2, and @Zn~H2O!4Cl4#
22 are

also assumed to exist.68,69 For this reason the sonic absorp-
tion spectra of the aqueous solutions of such salts may be
discussed in terms of a superposition of a series of Debye-
type relaxation terms, each representing one step in the com-
plex scheme of coupled equilibria between the different
species.18 Alternatively, a continuous distribution of ion
clusters might be assumed rather than stoichiometrically
well-defined species.17 The spectra of zinc chloride aqueous
solutions at various concentrations between 0.1 and 0.8
mol/L have thus also been treated17 in terms of the Dissado–
Hill function, given by70,71

~al!ex5RDH~n!

5ADH ImH lim
e→0

E
e

1 t2nDH

~12t~12 ivtDH!21!12mDH
dt

~11 ivtDH!12nDH

J .

~46!

In the Dissado–Hill relaxation model, parameternDH

characterizes the growth of the suggested ion clusters and
parametermDH considers correlations between different
clusters.ADH and tDH again denote a relaxation amplitude
and characteristic relaxation time, respectively.

The RDH(n) function can also be represented by the
much easier applicable Hill function. The parameters con-
trolling the shape and width of the underlying relaxation time
distribution are related assH'1, mH5mDH , and nH51
2mDH .

III. CONCLUSIONS

The Hill relaxation spectral function offers a quasi-
universal analytical description of broadband ultrasonic ab-
sorption spectra of a variety of liquids. It is capable to em-
pirically represent the sonic attenuation due to critical or
precritical effects in liquid mixtures and due to thermal or
visco-inertial boundary effects in emulsions and suspensions
as well. It also complies with the uncommon spectra accom-
panied with the kinetics of micelle formation in surfactant
solutions near the cmc and with those resulting from the
dynamics of ion clusters which are suggested to exist in
aqueous solutions of some transition metal ions. The simple
structured Hill function enables a lucid representation of
many theoretical models and, therefore, allows for an obvi-
ous classification of measured spectra in terms of possibly
underlying molecular mechanisms. A rough classification is
possible on grounds of the Hill relaxation time distribution
parameters found in the regression analysis of measured
spectra. The data displayed in Table I indicate how these
parameters are related to specific relaxation models. Further
hints may be obtained from the dependence of the Hill re-
laxation amplitude and characteristic relaxation time upon
relevant parameters like the mixture composition. Favorable
use is particularly made of the Hill function in the descrip-
tion of spectra for which theoretical models are currently not
available.
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This paper discusses the theoretical aspects of the scanning acoustic microscopy response when
used to inspect layered solids with bond defects. By using the transfer matrix method and spring
boundary conditions, the solution of elastic wave scattering by an interface weakness in a layered
solid has been presented in the wave number domain. The microscopy response has been calculated
by combining this scattering solution with the scanning acoustic microscopy model. The results
show that the acoustic microscopy response is sensitive to normal bond compliance in all defocus
range. However, the shear bond compliance has influence on the response only at large defocus. The
relations between the microscopy response and bond compliances significantly depend on the defect
width, shape, and the material properties of the layer and substrate. ©1998 Acoustical Society of
America.@S0001-4966~98!04011-9#
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INTRODUCTION

The scanning acoustic microscopy~SAM! has been
widely used to inspect the quality of bond between the thin
layer and substrate.1,2 Experimental results show that SAM
response@V(z) curve#, at least, can qualitatively evaluate the
bond quality between the layer and substrate. The reflection
amplitude images obtained by SAM at different defocus
show the contrast variation in bond and debond area. This
contrast variation has been explained by comparing theV(z)
curve of completely debond with that of perfect bond be-
tween the layer and substrate.1 Addisonet al.2 have tried to
inverse the bond quality by measuring the surface wave ve-
locity variation from theV(z) curve. However, it is still not
clear to what aspect of adhesion quality theV(z) curve is
sensitive. There is still no quantitative analysis of theV(z)
curve for specimens with bond defects.

A widely used model to calculate theV(z) curve ex-
presses the incident focus wave as plane waves, and then
solves the plane-wave scattering problem.3 For layered ma-
terials without bond defects, the solution of this plane-wave
scattering problem is the reflection coefficient, which can be
obtained by the transfer matrix method.4 The plane-wave
scattering by an interface debond has been solved by the
boundary element method in spatial domain, and the bond
defect has been modeled by the spring-boundary conditions.5

For an infinite uniform bond defect, the reflection coefficient
can be calculated easily by including this spring-boundary
condition in the assembly of the transfer matrix.6 In this pa-
per, the solution of plane-wave scattering by a bond defect
with arbitrary shapes will be presented in the wave number
domain. This solution can be easily combined with the SAM
model. By using this model, the effects of shear and normal
bond stiffness on the acoustic microscopy response have
been analyzed.

I. MODEL FOR THE SAM RESPONSE WITH BOND
DEFECTS

A. Output from SAM

Figure 1 shows the configuration of an SAM and a
specimen with a thin layer. The acoustic probe consists of a
transducer and a cylindrical lens. The coupling fluid between
the lens and specimen is water. The output voltage at differ-
ent z0 ~defocus! has been analyzed by the ray or wave
method. A widely used model can be written as3

Vout~z,v!5E
2`

1`E
2`

1`

L1~kx1!L2~kx2!

3exp„i ~kz1z01kz2z0!…G~kx1 ,kx2!dkx1 dkx2 ,

~1!

whereL1(kx1) is the angular spectrum of the incident wave
at the focal plane andL2(kx2) is the response function. They
are characteristic functions of the acoustic lens.G(kx1 ,kx2)
is the Green function in the wavenumber domain. It corre-
sponds to the plane-wave scattering by the fluid–solid inter-
face.

B. Scattering by a bond defect

As shown in Eq.~1!, the difficulty in calculating the
SAM output is solving the scattering problem. We consider a
layered solid composed of an isotropic elastic layer of thick-
nessd bonded at its facez50 to an isotropic elastic half-
space and in contact at its facez5d with an inviscid fluid
~see Fig. 1!. There is a bond defect betweenx5a to x5b;
therefore, the boundary conditions for this structure in terms
of the stresstx ,tz and particle velocitynx ,nz are

tx
f ~d!50, tz

f~d!5tz
l ~d!, nz

f~d!5nz
l ~d!

at z5d and 2`,x,`,
~1a!

tx
l ~0!5tx

s~0!, tz
l ~0!5tz

s~0!, nx
l ~0!5nx

s~0!,

nz
l ~0!5nz

s~0! at z50 and x,a or x.b.a!Electronic mail: wang.422@osu.edu
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The bond defect can be modeled by the spring model5,6 and
the boundary conditions can be written as

tx
l ~0!5tx

s~0!, nx
l ~0!2nx

s~0!52 ivs~x!tx
s~0!,

tz
l ~0!5tx

s~0!, nz
l ~0!2nz

s~0!52 ivn~x!tz
s~0!, ~1b!

at z50 and a,x,b.

s(x) andn(x) represent the shear and normal bond compli-
ance. The total debond corresponds tos5n5` and s5n
50 represents a perfect bond. The boundary relations~1a!
and~1b! are written in the spatial domain. They can be trans-
ferred to wave number domain by applying Fourier transfer
with respect to thex coordinate. Equation~1a! will have the
same form and~1b! will be

Vx
l ~kx!2Vx

s~kx!52 ivE
2`

1`

Tx
s~kx8!S~kx2kx8!dkx8

52 ivS~kx! ^ Tx
s~kx!,

~2!

Vz
l ~kx!2Vz

s~kx!52 ivE
2`

1`

Tz
s~kx8!N~kx2kx8!dkx8

52 ivN~kx! ^ Tz
s~kx!.

We use the capitalT, V, S, and N to represent the wave
number domain.̂ represents convolution. The superscriptf,
l, ands represent fluid, layer, and substrate, respectively.

A plane wave with wave potentialw2
f d(kx2kx0) in the

fluid propagates to the fluid–layer interface at an angleu.
Then, the wave potentials in the fluid, layer, and substrate
can be represented as follows: in the fluid:

f f~kx ,z,v!5„f1
f eia f z1f2

f e2 ia f zd~kx2kx0!…e2 ivt;

in the layer:

f l~kx ,z,v!5~f1
l eiaLz1f2

l e2 iaLz!e2 ivt,

c l~kx ,z,v!5~c1
l eiaSz1c2

l e2 iaSz!e2 ivt;

and in the substrate:

fs~kx ,z,v!5f2
se2 ibLze2 ivt,

cs~kx ,z,v!5c2
se2 ibSze2 ivt,

where

kx05kf sin~u!, a f
25kf

22kx
2, aL

25klL
2 2kx

2,

aS
25klS

2 2kx
2, bL

25ksL
2 2kx

2 and bS
25ksS

2 2kx
2.

kf5v/n f andn f is the wave speed in the fluid.kli ( i 5L or
S! are the longitudinal (i 5L) and shear (i 5S) wave num-
bers in the layer, andksi are the wave numbers in the sub-
strate. The subscript 1 and 2 represent wave propagation
along positive or negativez direction. The velocity and trac-
tion at z50 andz5d are related by the transfer matrix,7

f~d!5F Vx
l ~d!

Vz
l ~d!

Tz
l ~d!

Tx
l ~d!

G5AF Vx
l ~0!

Vz
l ~0!

Tz
l ~0!

Tx
l ~0!

G
5AS f s~0!2 ivF Tx

s
^ S

Tz
s
^ N
0
0

G D . ~3!

The velocity and tractionfs(0) at boundaryz50 in the sub-
strate side can be written in terms of the transmitted wave
potentialf2

s andc2
s

f s~0!5F Vx
s~0!

Vz
s~0!

Tz
s~0!

Tx
s~0!

G5BFf2
s

c2
s G . ~4!

The velocity and traction on the layer top can be represented
by the incident wave potentialf2

f d(kx2kx0) and reflected
wave potentialf1

f .

FVz
l ~d!

Tz
l ~d!

Tx
l ~d!

G5S ia fe
ia f d 2 ia fe

2 ia f d

2 ir fveia f d 2 ir fve2 ia f d

0 0
D

3F f1
f

f2
f d~kx2kx0!G , ~5!

wherer f is the density of the fluid. By substituting Eqs.~4!
and~5! into ~3!, the reflected wave potentialf1

f , transmitted
longitudinal wave potentialf2

s , and shear-wave potentialc2
s

can be obtained as

FIG. 1. The schematic diagram of the layered solid and acoustic micros-
copy. There is a bond defect betweenx5a andb in the interface.
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Ff1
f

f2
s

c2
s
G1 ivDF E

2`

1`

~b41~kx8!f2
s~kx8!1b42~kx8!c2

s~kx8!!S~kx2kx8!dkx8

E
2`

1`

~b31~kx8!f2
s~kx8!1b32~kx8!c2

s~kx8!!N~kx2kx8!dkx8

0
0

G5F R0

TL0

TS0

Gd~kx2kx0!, ~6!

whereD5M21A8 and

M5S 2 ia fe
ia f d c21 c22

ir fveia f d c31 c32

0 c41 c42

D .

A8 is the matrix ofA without the first row,ci j is the element
in matrix C5AB. R0 , TL0 andTS0 are the reflection coeffi-
cient, longitudinal, and shear-wave transmission coefficients
without the bond defect. The expressions for matrixA andB
can be found in Ref. 7.

Now, three coupled equations~Eq. 6! for the reflected
wavef1

f , longitudinal, and shear transmission wavesf2
s ,c2

s

have been obtained. In the coupled integral equations,
b41(kx), b42(kx), b31(kx), and b32(kx) are all continuous
functions. In numerical calculation, the infinite integration
has to be truncated into a finite integration. The truncation
position is determined by the behaviors ofS(kx) andN(kx).
For bond defects with small widths or sharp edges, the band-
width of S(kx) and N(kx) will be large; therefore the trun-
cation position also has to be large. Equation~6! can be
discretized to obtain a set of algebraic equations. The Green
function G(kx1 ,kx2) in Eq. ~1! corresponds to the reflection
coefficient f1

f (kx ,kx0), which can be obtained by solving
this algebraic equation using the Gaussian elimination
method.

When the bond compliancesSandN are small, then the
iterative solution of this integral equation is more efficient.
By assumingS and N are small and neglecting the second
term in the right side of Eq.~6! in the zeroth approximation,
we get

Ff1
f

f2
s

c2
s
G 0

5F R0

TL0

TS0

Gd~kx2kx0!.

The higher-order approximation can be obtained by iterative
sequence

Ff1
f

f2
s

c2
s
G n

5F R0

TL0

TS0

Gd~kx2kx0!

2 ivDF ~b41f2
s~n21!1b42c2

s~n21!! ^ S

~b31f2
s~n21!1b32c2

s~n21!! ^ N
0
0

G .

The first order, i.e., the Born approximation, can be obtained
as:

G~kx1 ,kx2!5f1
f ~kx1 ,kx0!5R0~kx2!d~kx22kx1!

2 iv~dl1„b41TL0~kx1!S~kx22kx1!

1b42TS0~kx1!S~kx22kx1!…

1dl2„b31TL0~kx1!N~kx22kx1!

1b32TS0~kx1!N~kx22kx1!…

where thebi j anddi j are elements in matrixB andD.
If the width of the bond defect becomes infinite and the

bond compliancen(x) and s(x) are invariable with respect
to x, then S(kx) and N(kx) will be delta functions in the
wave number domain,S5S0d(kx) andN5N0d(kx). In this
case, the convolution in Eq.~6! becomes simple multiplica-
tion and Eq.~6! becomes a simple linear equation which can
be solved analytically. Equations~1! and ~6! are formulated
for line-focus transducers; for spherical-focus transducers
~axial symmetry problems!, similar equations can be ob-
tained by using the polar coordination system.

II. NUMERICAL RESULTS AND DISCUSSION

In order to solve the coupled Eq.~6! and calculate the
integration of Eq.~1!, the wave numberkx should be trun-
cated and discretized.G(kx1 ,kx2) is obtained by solving Eq.
~6!, which has been discretized to a set of linear equations;
then the amplitudeVout is calculated by numerical integration
of Eq. ~1!. In our calculation, a lens with semiaperture angle
60 deg has been used, and the characteristic functionsL1(kx)
andL2(kx) are calculated by the method described in Ref. 8.
The operation frequency is 225 MHz. The coupling fluid
~water! has density 9.98 g/cm3 and wave speed 1.48 km/s.
Two kinds of specimens are used, and the properties are
shown in Table I.

Material one corresponds to fused quartz with gold coat-
ing, and the velocities of layer are smaller than that of the
substrate. Material two is aluminum with silicon-nitride coat-
ing, and the velocities of layer are larger than that of the
substrate. Therefore, for material one, more than one surface

TABLE I. Properties for the layer and substrate.

Material 1 Material 2

Layer Substrate Layer Substrate

Longitudinal velocity~mm/ms! 3.24 5.97 10.61 6.37
Shear velocity~mm/ms! 1.2 3.76 6.20 3.11
Density ~g/cm3! 19.3 2.2 3.18 2.69
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wave can exist when the frequency and layer thickness
increase.9 However, for material two, only one surface wave
exists.

In all of the following figures, the defocus is normalized
by the wavelength in the fluid, i.e.,Z5z0 /l f . The nondi-
mensional bond compliance has been used, i.e.,N5N0 /Nl

andS5S0 /Sl . Nl andSl may be written as:Nl5l lL /r ln lL
2

andSl5l lS /r ln lS
2 . l lL andl lS are the longitudinal and shear

wavelengths of the layer.Nl andSl correspond to the layer
compliance with thickness ofl lL andl lS , respectively. The
thickness of the layer is 0.01l lL in the calculations.

Figures 2~a! and ~b! and 3~a! and ~b! show theV(z)
curves for difference bond compliances. The bond defect
width is 0.5l lL . For material one, there are two surface
waves~Sezawa wave and Rayleigh wave! at this thickness
and frequency.10 The Sezawa wave has higher velocity
than the Rayleigh wave. As shown in Fig. 2, for small bond
compliance, theV(z) curve is dominated by the Rayleigh
wave at small defocus (Z.215), and at large defocus
(Z,215), the Sezawa wave becomes more important. It is
well known that the oscillation in theV(z) curve is due to
the interference between the specular reflection and the leaky
surface wave. The specular reflection corresponds to the

small incident angle, i.e., normal incident wave. The leaky
surface wave corresponds to the ray incident at the critical
angle. For the normal incident wave, the shear stress on the
interface approaches zero; therefore, the shear bond compli-
ance has little influence on the specular reflection wave.
However, the normal incidence reflection coefficient greatly
depends on the normal bond compliance. As shown in Figs.
2~a! and 3~a! the V(z) curve is sensitive to normal bond
compliance in the whole defocus range. For different shear
bond compliances, theV(z) curve has variation only after
some defocus. At a small defocus, the main attribution to the
V(z) curve is the specular reflection due to the focus position
around the specimen surface. This explains why theV(z)
curve is insensitive to shear bond compliance at a small de-
focus. ComparingV(z) curves for normal and shear bond
compliance, the shear bond compliance mainly changes the
phase difference between the specular reflection and the
leaky surface wave, and therefore shifts the maximum and
minimum position in theV(z) curve. For the normal com-
pliance, the wholeV(z) curve can move up and down for
difference bond compliances due to the change of specular
reflection coefficient amplitude. For material two, the behav-
iors for shear and normal bond compliance are similar to

FIG. 2. ~a! V(z) curves for material one with different normal bond com-
pliance.~b! V(z) curves for material one with different shear bond compli-
ance.

FIG. 3. ~a! V(z) curves for material two with different normal bond com-
pliance.~b! V(z) curves for material two with different shear bond compli-
ance.
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material one. Comparing Figs. 2~b! and 3~b!, the response of
material one is more sensitive to shear bond compliance than
that of material two. Because there are two surface waves in
material one, the phase difference between the two surface
waves and specular reflection makes the response have more
complicated features.

Figures 4~a! and ~b! and 5~a! and ~b! show the relation
between SAM response and bond compliance for different
bond defect widths. The defect width is normalized by the
longitudinal wavelength in the layer. The defocus is chosen
to be the first minimum defocus position in theV(z) curve of
perfect bond. The results show that the amplitude does not
simply increase when the bond compliance increases; there
are maximum and minimum positions as the bond compli-
ance increases. For normal bond compliance, as shown in
Figs. 4~a! and 5~a!, the two materials have similar behaviors.
The amplitude decreases at small normal bond compliance
and reaches the minimum value at a certain compliance
value. The compliance value corresponding to this minimum
position is significantly influenced by the bond defect width.
The smaller bond defect width generally has a larger de-
creasing range. For material one, there is a small oscillation
in small bond compliance range for infinite bondwidth.
These behaviors are almost the same for all defocus positions

as shown in Figs. 2~a! and 3~a!; theV(z) curve will decrease
at small bond compliance and then increase at high compli-
ance in all defocus positions. This is due to the specular
reflection coefficient amplitude, which decreases at small
bond compliance and increases at high bond compliance. As
the bond compliance increases from zero, the specimen sur-
face becomes ‘‘effectively soft’’ due to the spring-boundary
condition between the layer and substrate, and the acoustic
impedance of stiff surface matches that of the water; there-
fore, reflection amplitude decreases. But when the normal
bond compliance becomes too high, the surface becomes
‘‘too soft,’’ the acoustic impedance becomes mismatched
again, and the reflection amplitude increases as the normal
bond compliance increases. For shear bond compliance, the
behaviors of the two materials are different. For material
two, the response amplitude only increases as compliance
increases. For material one, the response amplitude has a
maximum point. The relations also depend on the defocus
for material two, as shown in Fig. 3~b!. If the defocus is
within the range where the amplitude increases as defocus
decreases in Fig. 3~b!, the amplitude will increase as the
bond compliance increases. However, at defocus in the am-
plitude decreasing range in Fig. 3~b!, the amplitude will
decrease as the bond compliance increases. The sensitivity

FIG. 4. ~a! Response amplitude vs normal bond compliance for material
one.~b! Response amplitude vs shear bond compliance for material one.

FIG. 5. ~a! Response amplitude vs normal bond compliance for material
two. ~b! Response amplitude vs shear bond compliance for material two.
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seems to be higher at defocus between the maximum and
minimum positions in Fig. 3~b!. However, for material one,
due to the existence of Sezawa and Rayleigh waves, the be-
haviors become more complicated. As shown in these fig-
ures, the defect width has significant influence on the re-
sponses. The response amplitude approaches that with
infinite bond defect when the defect width becomes larger
than the longitudinal wavelength of the layerl lL . The am-
plitude variation may still be detectable as the bond compli-
ance increases when the defect width is smaller than
0.05l lL .

Figure 6 shows the response when the SAM scans over
an area with a bond defect of different shapes. The normal-
ized normal bond compliance is 6, and shear bond compli-
ance is 3. The solid line corresponds to the bond defect with
Gaussian shape and the dashed line corresponds to the bond
defect with a step-function shape. For smooth bond defect,
the responses are also smooth and without oscillation. For a
step-function bond defect, there is oscillation in the response;

this oscillation is similar to that for the specimen with a
surface crack.11 In Eq. ~6!, the behaviors of theN(kx) and
S(kx) depend on the shape of the defects. For bond defects
with sharp edges,N(kx) and S(kx) will be functions with
oscillation. This leads to the output amplitude oscillation at
the sharp edges as shown in Fig. 6.

III. CONCLUSION

The results show that the SAM response is sensitive to
bond compliance between layer and substrate. The contrast
mechanism is due to the variation of specular reflection co-
efficient amplitude and phase difference between the specu-
lar and leaky surface wave. The reflection coefficient ampli-
tude is significantly affected by the normal bond compliance.
Shear bond compliance has influence on the phase difference
between the specular and leaky surface wave by changing
the surface wave velocity. The contrast also depends on the
defocus, defect width, and material properties. Quantitative
evaluation of the bond quality may be possible by minimiz-
ing the difference between the measuredV(z) curve and the
simulatedV(z) curve.
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A technique for measuring the ellipticity and rotation
of the polarization plane of ultrasound
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A technique for investigating magnetoacoustic phenomena such as the ultrasonic analogs of the
Faraday, Cotton–Mouton, and Kerr effects is reported. This technique makes it possible to measure
the ellipticity and the angle of rotation of the polarization plane of ultrasound. Measurements were
made using data on amplitude and phase variations of the voltage on a receiving piezoelectric
transducer as a function of the magnetic induction. ©1998 Acoustical Society of America.
@S0001-4966~98!01411-8#

PACS numbers: 43.35.Yb@HEB#

INTRODUCTION

The need to obtain quantitative data on the ellipticity«
and the angle of rotation of the polarization planef ~or the
major ellipse axis, when«Þ0) arises during investigation of
magnetoacoustic polarization phenomena~MPP! which are
ultrasonic analogs of the well-known magnetooptic Faraday,
Cotton–Mouton, and Kerr effects. The first two effects refer
to the bulk phenomena and the third to the surface phenom-
ena since an alteration of the polarization takes place at the
interface of two media which have different magnetoelastic
properties.

Ultrasonic analogs of the Faraday and Cotton–Mouton
effects have been discovered in single crystals of yttrium-
iron garnet under magnon-phonon resonance.1,2 The magni-
tudes of« andf obtained in these experiments were rather
large and it was possible to evaluate them by distorting the
exponential decay for the ultrasonic echo pulses in the oscil-
loscope screen. Rotation of the polarization was later found
in metals due to an interaction of ultrasound with conduction
electrons at low temperatures.3 The values off obtained in
metals were fairly small; therefore a technique for precise
investigation of rotation of the polarization was developed.4

It was based on the measurements of amplitude versus a
magnetic field for two cases:~i! a field parallel and~ii ! anti-
parallel to the wave vectork, while the receiving piezoelec-
tric transducer~receiver! was rotated through the anglec
Þ0 or 6p/2 with respect to the generating transducer~gen-
erator! ~see Fig. 1!. This technique might be applied to in-
vestigation of the Faraday effect. The effect is odd with re-
spect to the inversion of magnetic inductionB:

f~B!52f~2B!, «~B!52«~2B!. ~1!

To improve the technique and to make it applicable for mea-
suring not onlyf but « as well, the phase measurements
were included5 in the above scheme. This also gave rise to
the measurement of phase velocitiess6 and absorptionG6

of circularly polarized modes when MPP are due to both
circular magnetic birefringence and circular magnetic dichro-
ism ~i.e., due to differences in the magnetic field depen-

dences of phase velocities and of absorption for two circu-
larly polarized normal modes!.

A further advance6 in the technique of ultrasonic polar-
imetry introduced the acoustic analog of the Cotton–Mouton
effect. Originally, it was thought that the measurements
should be taken with the direction ofB defined. However,
there were two different values ofc, namely,c15p/4 and
c252p/4. Such a variant made possible the study of MPP
which are neither characterized by properties of symmetry
with respect toB inversion nor described by Eq.~1! nor by
any other. A generalization of this technique for arbitrary
values ofc1 andc2 was presented in Ref. 7. Unfortunately,
the method described in the above two references required
existence of a state characterized by«50 andf50 at a defi-
nite B. This requirement proved to be a sufficient restriction
when applied to magneto-ordered materials.

This paper describes a new technique with no such a
restriction. Moreover, the possibility of using this technique
to investigate a recently discovered8 ultrasonic analog of the
Kerr effect is discussed. The method5 often used for measur-
ing « and f for the Faraday effect~see, for example, Refs.
9–11! is briefly given in Sec. II.

I. GENERAL EXPRESSIONS

As in the previous papers,5–7 a technique is used to mea-
sure the amplitude and phase of the voltage on the receiver.
A traveling wave regime is arranged in a specimen or other
actions are undertaken to eliminate the effect from numerical
reflections of ultrasound from the specimen’s boundaries.

Let us consider propagation of a shear ultrasonic wave
along the positive direction of thez axis. Elastic shiftsA at a
momentt are given byA(z,t)5A1u11A2u2 , whereu1 and
u2 are the unit vectors of thex andy axes, respectively. On a
complex plane (x,iy) the vectorA corresponds to a complex
numberA(z,t)5A11 iA2 , which may be represented as the
sum of two circular componentsA1(z,t) andA2(z,t). Fig-
ure 2 shows the rotation direction of these components; the
directions of the polarization of the generator and receiver
~the directions are defined by the unit vectorsug and ur ,
respectively!; and the positive directions for estimating the
anglesf, c, andC ~the angle betweenu1 andug).a!Electronic mail: gudkov@imp.uran.ru
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Elastic vibrations excited by the generator, which is lo-
cated atz50, are spread by shear bulk modes. They are
assumed to be of an elliptical polarization~the most general
case!. It should be noted that circular and linear polarizations
are particular variants of an elliptical one~when u«u51 or
«50, respectively!. Each mode, indicated by an indexl , is
characterized by the absorption coefficientG l , ellipticity « l ,
wave vectork l , and the direction of the major ellipse axis,
defined byw l

1 and w l
2 phases, which are independent ofz

andt. The modulus of« l is the ratio of the minor and major
ellipse axes. Its sign indicates the direction of theu move-
ment over the elliptical trajectory: minus corresponds to the
movement similar to the rotation when the (2)-polarized
mode propagates~i.e., counter-clockwise motion if we look
along the positive direction of thez axis! and plus corre-
sponds to the~1!-polarized mode~clockwise rotation!.

Elastic shifts, defined at the complex plane, are due to

propagation of thelth normal mode. These are given as a
sum of two circular components:

Al~z,t !5Al
1~z,t !1Al

2~z,t !, ~2!

where

Al
6~z,t !5al

6exp$2G lz%exp$6 i ~vt2kl z7w l
66C!%,

~3!

al
6 are real and determine the amplitudes of circular compo-

nents,kl are z components ofk l5(0,0,kl), and v is the
cyclic frequency of ultrasound. Using these definitions we
can write

A6~z,t !5exp$6 ivt%a6exp$ i ~C7w6!%, ~4!

where

a6exp$ i ~C7w6!%[(
l

al
6exp$2G lz%

3exp$7 i ~klz6w l
67C!%. ~5!

Note that a1(z50)5a2(z50) and w1(z50)5w2

(z50). These relations are due to the linear polarization of
ultrasonic vibrations called forth by a piezoelectric trans-
ducer in aug direction.

Ellipticity and the angle of rotation of the polarization
are presented in terms ofa6 andw6 as

«5
a12a2

a11a2
, f52

1

2
~w22w1!. ~6!

For this study it is convenient to introduce a parameter,

p5
a2exp~ iw2!

a1exp~ iw1!
, ~7!

and to transform Eq.~6! as follows:

«5
12upu
11upu

, f52
1

2
Im @ ln~p!#. ~8!

Thus, in order to estimate« and f the amplitudes and
phases of two circular components of ultrasonic vibrations
or, more accurately, the ratio of the amplitudes and the dif-
ference in phases of the components should be measured.

Since the receiver is sensitive to vibrations which are
parallel to the directionur , we should write an expression
for the projection ofA(z,t) on ur as

Ar~z,t !5A•ur5Re@~A11A2!ur* #

5Re$a1exp@ i ~vt2w12c1!#

1a2exp@2 i ~vt2w21c1!#%, ~9!

where* denotes the operation of complex conjugation and
the complex numberur5exp@i(c11C)# corresponds to the
ur vector.

Ultrasonic vibrationsAr initiate the ac voltage

hAr5U cos~vt2q! ~10!

on the receiver,h2 is the transformation coefficient of the
energy of elastic vibrations into the energy of the electric
field, U is the amplitude of the voltage, andq is the phase.

FIG. 1. Location of piezoelectric transducers on a specimen. The arrows
indicate the polarization of the transducers.

FIG. 2. ~a! Directions of the polarization of the generating piezoelectric
transducer (ug) and the receiving one (ur) and directions of rotation of
circular componentsA6; ~b! the positive direction for estimating the angles
introduced in the text.
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UsingAr from Eq.~9!, Eq. ~10! can be written in the follow-
ing form:

@a1cos~w11c1!1a2cos~w22c1!#cosvt

1@a1sin~w11c1!1a2sin~w22c1!#sinvt

5
U

h
@cosvt cosq1sinvtsinq#. ~11!

Since Eq.~11! is valid for an arbitraryt, it can be trans-
formed into two equations:

a1cos~w11c1!1a2cos~w22c1!5
U

h
cosq, ~12!

a1sin~w11c1!1a2sin~w22c1!5
U

h
sinq. ~13!

Multiplying the left- and right-hand sides of Eq.~13! by i
and adding the result to Eq.~12! we obtain

a1exp@ i ~w11c1!#1a2exp@ i ~w22c1!#5
U

h
expiq.

~14!

II. THE FARADAY EFFECT

It should be noted that this effect relates to odd phenom-
ena and is observed when the direction of the waves’ propa-
gation is parallel to the vector of magnetic induction and to a
rotational symmetry axis of thenth order (n>3): k l iCniB
5(0,0,B).

From Eq.~1!, when«50 andf50 at B50, it follows
that a15a2 and w15w2 and Eq.~14! for B50 assumes
the form

2a0expiw0 cosc15
U0

h
expiq0 , ~15!

where a0 and w0 are the values ofa6 and w6 at B50,
respectively, as well as any other equation with 0 index.

Equation~14! is written for an arbitraryB5B1Þ0, de-
noting U(B1) asU1 andq(B1) asq1 :

a1~B1!exp@ i ~w1~B1!1c1!#1a2~B1!

3exp@ i ~w2~B1!2c1!#5
U1

h
expiq1 . ~16!

From the Onsager relations for hydrotropic media,12

a1~B!5a2~2B! and w1~B!5w2~2B!. ~17!

DenotingU(2B1) asU2 andq(2B1) asq2 we can rewrite
Eq. ~16! in which B252B1 . In accordance with Eq.~17!,
substituting a6(2B1) and w6(2B1) by a7(B1) and
w7(B1), respectively, it follows that

a1~B1!exp@ i ~w1~B1!2c1!#1a2~B1!

3exp@ i ~w2~B1!1c1!#5
U2

h
expiq2 . ~18!

After dividing the left- and right-hand sides of Eqs.~16! and
~18! by the corresponding sides of Eq.~15!, the following
system may be obtained:

a1~B1!

a0
exp@ i ~w1~B1!2w01c1!#

1
a2~B1!

a0
exp@ i ~w2~B1!2w02c1!#

52 cosc1

U1

U0
exp@ i ~q12q0!#,

~19!
a1~B1!

a0
exp@ i ~w1~B1!2w02c1!#

1
a2~B1!

a0
exp@ i ~w2~B1!2w01c1!#

52 cosc1

U2

U0
exp@ i ~q22q0!#.

The solution of this system is

a6~B1!

a0
exp@ i ~w6~B1!2w0!#5

~U2 /U0! exp@ i ~q22q07c1!#2 ~U1 /U0! exp@ i ~q12q06c1!#

2i sin~7c1!
. ~20!

Let us introduce

Dq i5q i2q0 and Ni5220 lg
Ui

U0
, ~21!

which are the variations of the phase and attenuation of the signal~dB! caused by the alteration ofB from 0 to B1 . It should
be noted thatDq i andNi are the only parameters that are measured experimentally. Now we can obtainp, according to Eq.
~7!:

p5
102N1/20exp@ i ~Dq12c1!#2102N2/20exp@ i ~Dq21c1!#

102N2/20exp@ i ~Dq22c1!#2102N1/20exp@ i ~Dq11c1!#
, ~22!

« andf can be also obtained using Eq.~8!. After completing some operations we establish:
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upu25
102N1/101102N2/10223102~N11N2!/20cos~Dq12Dq222c1!

102N1/101102N2/10223102~N11N2!/2ocos~Dq12Dq212c1!
, ~23!

and

f5
1

2
arctan

@102N1/102102N2/10#sin 2c1

@102N1/101102N2/10#cos 2c1223102~N11N2!/20cos~Dq12Dq2!
. ~24!

If MPP are due to circular magnetic dichroism and birefringence, it is possible to determine the magnetic-state-dependent
components of the absorption@DG65G6(B)2G0# and those for phase velocity@Ds65s6(B)2s0# of two circularly polar-
ized normal modes:

DG652
1

z0
ln

a6

a0
and Ds652

s0
2

vz0
~w62w0!,

wherez0 is the distance, covered by ultrasound in the specimen. According to Eq.~20!,

DG652
1

2z0
ln

102N1/101102N2/10223102~N11N2!/20cos~Dq22Dq172c1!

4 sin2c1

, ~25!

and

Ds652
s0

2

vz0
arctan

102N1/20cos~Dq16c1!2102N2/20cos~Dq27c1!

102N1/20sin[~Dq16c1!2102N2/20sin~Dq27c1!
. ~26!

III. THE COTTON–MOUTON EFFECT

The second well-known type of MMP, namely, the
acoustic analog of the Cotton–Mouton effect, is observed
underk'B. It refers to even phenomena and conforms to the
following relations:

f~B!5f~2B! and «~B!5«~2B!. ~27!

The method of measuring« andf in this case consists
of evaluating the amplitude and phase variation of the signal
at no less than two differentB (B1 andB2) with respect to a
specific initial B5B0 using three different anglesc: c1 ,
c2 , andc3 .

The relevant equations may be obtained on the basis of
Eq. ~16!, while performing appropriate substitutions,

a1~B0!exp@ i ~w1~B0!1c1!#1a2~B0!

3exp@ i ~w2~B0!2c1!#5
U0

h
expiq0 , ~28!

a1~B1!exp@ i ~w1~B1!1c1!#1a2~B1!

3exp@ i ~w2~B1!2c1!#5
U1

h
expiq1 , ~29!

and

a1~B2!exp@ i ~w1~B2!1c1!#1a2~B2!

3exp@ i ~w2~B2!2c1!#5
U2

h
expiq2 . ~30!

Denoting the left-hand side of Eq.~28! as a complex number
A0 , and dividing Eqs.~29! and ~30! by ~28!, we establish

a1~B1!

A0
exp@ i ~w1~B1!1c1!#1

a2~B1!

A0

3exp@ i ~w2~B1!2c1!#5102N1~B1!/20exp@ iDq1~B1!#,

~31!

and

a1~B2!

A0
exp@ i ~w1~B2!1c1!#1

a2~B2!

A0

3exp@ i ~w2~B2!2c1!#5102N1~B2!/20exp@ iDq1~B2!#.

~32!

Similar equations forc5c2 follow:

a1~B1!

A0
exp@ i ~w1~B1!1c2!#1

a2~B1!

A0

3exp@ i ~w2~B1!2c2!#

5102N2~B1!/20$exp@ iDq2~B1!#%102L2/20expil2 , ~33!

and

a1~B2!

A0
exp@ i ~w1~B2!1c2!#1

a2~B2!

A0

3exp@ i ~w2B2!2c2)#

5102N2~B2!/20$exp@ iDq2~B2!#%102L2/20expil2 , ~34!

whereL2 and l2 describe variations in amplitude~dB! and
phase of the signal, respectively, due to the differences in
linkage of the transducers with the specimen whilec is be-
ing changed fromc1 to c2 . Note, thatN2 and Dq2 are
defined with respect to the values determined whenB5B0
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and c5c1 . One more change inc produces the following
equations in addition to Eqs.~31!–~34!:

a1~B1!

A0
exp@ i ~w1~B1!1c3!#1

a2~B1!

A0

3exp@ i ~w2~B1!2c3!#

5102N3~B1!/20$exp@ iDq3~B1!#%102L3/20

3@expil3#102L2/20expil2 , ~35!

and

a1~B2!

A0
exp@ i ~w1~B2!1c3!#1

a2~B2!

A0

3exp@ i ~w2B2!2c3)#

5102N3~B2!/20$exp@ iDq3~B2!#%102L3/20

3@expil3#102L2/20expil2 . ~36!

Here L3 and l3 have the same origin asL2 and l2 but
correspond to the variation ofc from c2 to c3 . Dividing Eq.
~35! by ~36! and introducing

a6~Bj !

A0
exp@ iw6~Bj !#5F j

6 ,

Nk~Bj !5Nk j , L5102L2/20expil2 , ~37!

and

Dqk~Bj !5Dqk j ,

we establish that

F1
1exp@ ic3#1F1

2exp@2 ic3#

5102~N312N32!/20exp@ i ~Dq312Dq32!#

3$F2
1exp@ ic3#1F2

2exp@2 ic3#%. ~38!

The solution of Eqs.~31!–~34! may be written as follows:

F j
65

102N1 j /20exp@ iDq1 j #exp@7 ic2#2L3102N2 j /20exp@ iDq2 j #exp@7 ic1#

2~7 i !sin~c22c1!
. ~39!

After substituting Eq.~39! into Eq. ~38! we determineL:

L5
sin~c32c2!

sin~c32c1!

102~N112N31!/20expi ~Dq112Dq31!2102~N122N32!/20expi ~Dq122Dq32!

102~N212N31!/20expi ~Dq212Dq31!2102~N222N32!/20expi ~Dq222Dq32!
, ~40!

where

102L2/105
sin2~c32c2!

sin2~c32c1!
$102[N112N31]/101102[N122N32]/10223102[N112N311N122N32]/20cos~Dq111Dq322Dq312Dq12!%

3$102[N212N31]/101102[N222N32]/10223102[N212N311N222N32]/20cos~Dq211Dq322Dq312Dq22!%
21, ~41!

and

l25arctan$102[N111N2122N31]/20sin~Dq112Dq21!2102[N111N222N322N31]/20sin~Dq111Dq322Dq222Dq31!

2102[N121N212N312N32]/20sin~Dq121Dq312Dq322Dq21!1102[N121N2222N32]/20sin~Dq122Dq22!%

3$102[N111N2122N31]/20cos~Dq112Dq21!2102[N111N222N322N31]/20cos~Dq111Dq322Dq222Dq31!

2102[N121N212N312N32]/20cos~Dq121Dq312Dq322Dq21!1102[N121N2222N32]/20cos~Dq122Dq22!%
21. ~42!

Now the parameterp, which is present in Eq.~8!, may be obtained at an arbitraryB in the following form:

p~B!5
F2~B!

F1~B!
5

L3102N2~B!/20exp$ i @Dq2~B!1c1#%2102N1~B!/20exp$ i @Dq1~B!1c2#%

102N1~B!/20exp$ i @Dq1~B!2c2#%2L3102N2~B!/20exp$ i @Dq2~B!2c1#%
, ~43!

whereN1(B) and Dq1(B) are variations of the amplitude~dB! and phase of the signal due to the change in the magnetic
induction fromB0 to B measured atc5c1 ; N2(B) andDq2(B) are variations forc5c2 , but the variations are defined with
reference to the initial state atB5B0 andc5c1 . L is determined by Eq.~40!.

Finally,

upu25$102[L21N2~B!]/101102N1~B!/10223102[L21N2~B!1N1~B!]/20cos@Dq2~B!2Dq1~B!2c21c11l2#%

3$102[L21N2~B!]/101102N1~B!/10223102[L21N2~B!1N1~B!]/20cos@Dq2~B!2Dq1~B!1c22c11l2#%21, ~44!

and
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f~B!5 1
2arctan$102[L21N2~B!]/10sin 2c11102N1~B!/10sinc2223102[L21N2~B!1N1~B!]/20sin 2~c11c2!

3cos@Dq2~B!2Dq1~B!1l2#%$102[L21N2~B!]/10cos 2c11102N1~B!/10

3cos 2c2223102[L21N2~B!1N1~B!]/20cos 2~c11c2!cos@Dq2~B!2Dq1~B!1l2#%21. ~45!

If the values off and « are known at a certainB0

~according to our designations they aref0 and«0), the mea-
surements at the two anglesc1 andc2 are enough to deter-
mine L. As a result of Eqs.~6! and ~7! for this case,

p05
12«0

11«0
exp~2 i2f0!. ~46!

Using Eq.~43! it is possible to obtain the following:

L5102~N12N2!/20exp@ i ~Dq12Dq2!#

3
exp~ ic2!1p0exp~2 ic2!

exp~ ic1!1p0exp~2 ic1!
. ~47!

To summarize, it should be mentioned that as far as Eq.
~27! was not used in an explicit form, the formulas obtained
for this case may be applied to determine« andf even for
investigating phenomena which are not characterized by any
property of symmetry involving an inversion ofB.

IV. KERR EFFECT

A typical diagram for such an experiment is presented in
Fig. 3. Medium I is isotropic as expected, while elastic prop-
erties of medium II depend onB. In such a case a change of
polarization occurs only at the interface of the media. A de-
scription of the polarization at point 3 may be obtained with
the use of Eqs.~2!–~8!. We must take into account, however,
that there are two circularly polarized normal modes and
their contribution to the right part of Eq.~4! should be mul-
tiplied by factorsR6 expir6 as soon as the ultrasound passes
through point 2. These factors describe the ellipticity and
rotation of the polarization which appear due to reflection of
ultrasound from the interface of the media. Probably, after
reflection, the~1!-polarized mode should change the polar-
ization and become a~2!-polarized mode~if the polariza-
tions in the systemK9 were defined in which thez-axis is
parallel to the wave vectors of the reflected waves! and vice

versa for~2! polarization. However, this circumstance is not
significant since the absorption and phase velocities are
equal for these two modes in the medium I. Thus,

A6~z,t !5exp$6 ivt%~R6expir6!u~z22z!a0
6

3exp$2G6~z2z1!%

3exp$7 i @k6~z2z1!6wo
67C#%

[exp$6 ivt%a6exp$ i ~C7w6!%, ~48!

wherea0
65a0 are amplitudes of the modes atz5z1 , w0

6 are
initial phases, andu(z) is the step-function. Such a transfor-
mation leads to a new definition ofa6 andw6, but does not
change the meaning. As a result, the procedure of« and f
evaluation presented in Sec. III is quite applicable and Eqs.
~41!–~47! may also be used in the case in question.

V. CONCLUSION

While investigating magnetic crystals it is not necessary
to use a precise method for measuring« and f since the
values obtained in the experiment are rather large and can be
evaluated with a less complicated technique.1,2

Quite a different situation arises when the bulk MPP are
studied in normal metals10,11 and magnetic poly-crystals.13

The values of« and f may be quite small. Thus, the de-
scribed method is the only one applicable. The same may be
said concerning the Kerr effect even when considering mag-
netic single crystals. In Ref. 8 it was reported that« and f
were less than 1% and 1 degree, respectively, and were ob-
tained in an experiment dealing with reflection of ultrasound
from the interface between a yttrium–iron garnet and quartz.
Such small variations of polarization are not important in
relation to any practical application. However, they are im-
portant for science since they provide information about
physical characteristics of the object studied.

Indirect confirmation of this statement can be seen in
Ref. 14, where the amplitude on the receiver as a function of
magnetic fieldA(H) is compared withDG2(H) calculated
with the use of Eq.~25!. In fact, these two types of curves are
the results of direct measurement of ultrasonic absorption in
tungsten and one was obtained while taking into account
variations of the polarization. The data were applied to de-
termine nonlocal conductivity of the metal using the position
in the H-scale of the peak caused by resonant interaction of
ultrasound with a circularly polarized electromagnetic wave.
It can be seen that the data of the direct measurement have to
be corrected by a few kOe in keeping with a proper experi-
mental approach.

FIG. 3. An experimental setup to investigate the ultrasonic analog of the
Kerr effect.
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Generalized material model for lead magnesium niobate (PMN)
and an associated electromechanical equivalent circuit
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An existing one-dimensional nonlinear material model of lead magnesium niobate@J. C. Piquette
and S. E. Forsythe, ‘‘A nonlinear model of lead magnesium niobate~PMN!,’’ J Acoust. Soc. Am.
101, 289–296~1997!# is generalized to three dimensions. The resulting theory is applied to two
practical systems: the ‘‘thickness expander plate’’ and the ‘‘length expander bar.’’ Linearizing the
theory results in an electromechanical equivalent circuit that is applicable to predicting the
first-order behavior of transducers based on either of these practical systems. The methods used are
sufficiently general that the circuit is also appropriate for piezoelectric, and even for electrostatic,
transducers. Preliminary experimental data that confirm the validity of the circuit are presented.
Connections between the constants of the theory and those of piezoelectricity are derived, and a
general expression for the coupling coefficient is obtained. Known theoretical coupling coefficients
for piezoelectric and electrostatic transducers are recovered as special cases. The coupling
coefficient of the PMN bar at zero prestress and zero remanent polarization is examined in some
detail. For this case it is found that, to a good approximation, the bias voltage of the optimal~i.e.,
maximum! coupling coefficient is& times the bias voltage which produces the maximum effective
piezoelectricd33. A simple formula for estimating second harmonic distortion at zero stress and
remanent polarization is given. TheD field for the bar is obtained in terms of a Maclaurin series in
stress. This series is asymptotic in the electric field, and is useful for estimating harmonic distortion
when the stress or remanent polarization are nonzero.@S0001-4966~98!00911-4#

PACS numbers: 43.38.Ar, 43.20.Px, 43.30.Yj, 43.58.Vb@SLE#

INTRODUCTION

Recently, a one-dimensional material model for the be-
havior of lead magnesium niobate~PMN! was described.1

The model is a generalization of a theory of electrostriction
by Mason.2 In order to broaden its applicability, the model is
generalized here to three dimensions. The theory is solved
for two practical cases: the ‘‘thickness expander plate’’ and
the ‘‘length expander bar,’’ as considered in Ref. 3. The
first-order behavior resulting from these nonlinear solutions
is summarized in a lumped-parameter equivalent circuit. The
methods used to derive the circuit are sufficiently general
that it is equally applicable to transducers which incorporate
a piezoelectric, electrostatic, or electrostrictive actuator. In
this sense, the equivalent circuit may be considered to be
‘‘universal’’ ~i.e., it is not restricted to any one of these three
transducer types!.

In Sec. I the material model is generalized to three di-
mensions, and the two practical applications are derived. The
equivalent circuit is presented in Sec. II. Circuit elements are
expressed in such a way that both the thickness expander
plate and the length expander bar are subsumed. Special
cases of this equivalent circuit are the piezoelectric3 trans-
ducer and the Hunt4 electrostatic transducer. The coupling
coefficient for the general case, as well as for several par-
ticular cases, is discussed in Sec. III. Experimental data are
presented in Sec. IV. A summary and conclusion are given in
Sec. V. Appendix A presents connections between the con-
stants of the theory and those of piezoelectricity. Appendix B
furnishes approximate analytical solutions of the theory for

the D field in the case of the bar, and discusses the problem
of estimating harmonic distortion for nonzero stress or rem-
anent polarization.

I. PMN THEORY GENERALIZED TO THREE
DIMENSIONS

In Ref. 1 it is postulated that the strain at zero stress of
PMN is exactly quadratic in the displacement fieldD. This
postulate is continued here, and extended to three dimen-
sions.~It is worthwhile noting here that numerous data sets
have been analyzed since the appearance of Ref. 1, and these
data sets have been found to be consistent with this postulate
in the sense that agreement between theory and experiment is
similar to that seen in Fig. 3 of Ref. 1. The postulate also has
been found to continue to hold to a similar degree of accu-
racy under conditions of prestress as high as 83 MPa.! In
analogy to Ref. 2, constantsQ are introduced to represent the
strength of electrostriction, but a somewhat more complex
material model is considered here than was considered there.
Although the underlying electrostrictive material is symmet-
ric, suggesting the viability of a two-elastic-constant model
as used in Ref. 2, the imposition of a bias or a remanent
polarization breaks the symmetry, with the result that a
greater number of material constants must be retained.@As
can be seen by examining Table VIII, pp. 202–204 of Ref. 3,
even BaTiO3, for which the theory of Ref. 2 was developed,
exhibits unique values for more than two elastic constants,
owing to the broken symmetry arising from the remanent
polarization. Thus more elastic constants must be retained if
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the piezoelectric crystal resulting from the polarization~or
biasing! of an electrostrictive material is to be fully de-
scribed. Here, it is desired to retain a sufficient number of
matrix elements to describe the behavior of the usual piezo-
electric ceramics,3 as well as the behavior5 of PMN. See p.
177 of Ref. 3 for a useful representation of the required
nonzero parameters, and the symmetries these parameters
must exhibit, for this case.# Five elastic constants are re-
tained for consistency with the materials of interest. The re-
tained elastic constants ares11

D , s12
D , s13

D , s33
D , ands44

D . ~Al-
ternatively, the corresponding elasticc-constants could be
used.! Here, and in what follows, it is to be understood that
the notations for the active and passive material constants,
and variables, are the standard ones.2,3 ~Of course, in the
absence of a bias, the underlying PMN material is isotropic.
Nonetheless, the imposition of a bias breaks this simple sym-
metry. In the case of PMN, the specific numerical values of
the material constants are herein assumed to be experimen-
tally determined at each bias of interest.! The elements re-
tained in, and the symmetries imposed upon, theQ-matrix
are also those necessary for a proper description of the be-
havior of PMN.~Cf. Ref. 5, the ‘‘m-matrix’’ described on p.
127. The required symmetries of theQ-matrix are the same.!
The retained elements of theQ-matrix areQ13, Q33, and
Q44.

The equations which result from generalizing the model
of Ref. 1 to three dimensions by imposing the assumed
properties6–8 are

E15
D12P0

~1!

A~e0e11
T !22a~e11

T !2W
22Q33T1D122Q13T2D1

22Q13T3D124Q44T6D224Q44T5D3 , ~1!

E25
D22P0

~2!

A~e0e22
T !22a~e22

T !2W
24Q44T6D122Q33T2D2

22Q13T3D222Q13T1D224Q44T4D3 , ~2!

E35
D32P0

~3!

A~e0e33
T !22a~e33

T !2W
24Q44T5D124Q44T4D2

22Q33T3D322Q13T1D322Q13T2D3 , ~3!

S15s11
D T11s12

D T21s13
D T31Q33D1

21Q13D2
21Q13D3

2,
~4!

S25s12
D T11s11

D T21s13
D T31Q13D1

21Q33D2
21Q13D3

2,
~5!

S35s13
D T11s13

D T21s33
D T31Q13D1

21Q13D2
21Q33D3

2,
~6!

S45s44
D T414Q44D2D3 , ~7!

S55s44
D T514Q44D1D3 , ~8!

and

S65s66
D T614Q44D1D2 . ~9!

In Eqs.~1!–~3! P0
(1) , P0

(2) , andP0
(3) are the components of

the remanent polarization vectorP0 , and W[( j 51
3 @(D j

2P0
(j))/ej j

T#2. For permanently poled ferroelectrics, only two
physically independent dielectric permittivities~convention-
ally e11

T and e33
T ) exist, and~usually! P0

(1)5P0
(2)50; P0

(3)

[P0 ; thus

e11
T 5e22

T . ~10!

~For unbiased PMN, we havee11
T 5e22

T 5e33
T .) However, the

equations have been written to allow for some generality.@If
all components ofP0 are negligibleandno bias voltageV0 is
applied ~i.e., if the symmetry is not broken!, then e115e22

5e33[e and the five passive constants considered would
reduce to two, in conformity with the approach of Ref. 2.#
Continuing the notation and terminology of Ref. 1, the prod-
uct e0 e denotes thelow-field dielectric permittivity~at con-
stant stress!, anda is the ‘‘saturation parameter’’~which is a
measure of the rate at which saturation occurs in both theP
vs E andSvs E curves!. See Ref. 1 for more details.~It is of
course an assumption that only a single saturation parameter
is required for three dimensions.!

For the materials of interest,s66
D of Eq. ~9! is not an

independent elastic constant. It is related to the other elastic
constants according to

s66
D 5H 2~s11

D 2s12
D ! ~piezoelectric ceramics, biased PMN!

s44
D ~unbiased PMN).

~11!

It will be noted that Eqs.~1!–~11! embody apreferredset of
axes. This was done to avoid a proliferation of elastic
s-constants9 ~as would be required for complete generality!.

It should also be understood that Eqs.~1!–~3! are each
subject to a limitation of field strength similar to that noted in
Ref. 1. In particular, a restriction of the form

(
j 51

3

A@~D j2P0
~ j !!/e j j

T #2,0.99e0 /Aa ~12!

applies to these equations.@This restriction on field strength
can be relaxed, if desired, but more complicated expressions
than those of Eqs.~1!–~3! would result, cf. Ref. 1.#

Next, following Ref. 3, two simple applications of the
three-dimensional theory will be considered, viz., the ‘‘thick-
ness expander plate’’ and the ‘‘length expander bar.’’ Only
the nonlinear versions of these practical cases will be devel-
oped at this point. Consideration of the linearized versions of
the equations will be postponed until the equivalent circuit is
addressed in Sec. II.

A. Thickness expander plate

Applying the equations of the three-dimensional theory
to the problem of a laterally constrained plate~i.e., S15S2

50) polarized through its thickness~taken to be the ‘‘3’’
direction!, assuming thatD and E fields exist only in the
‘‘3’’ direction, and solving forE3 andS3 gives

E35
D32P0

A~e0e33
T !22a~D32P0!2

22b2T3D3

1b3~D3
32P0

2D3!, ~13!

and
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S35b1T31b2D3
2, ~14!

where

b15s33
D 2

2~s13
D !2

s11
D 1s12

D 5
1

c33
D , ~15!

b25Q332
2s13

D Q13

s11
D 1s12

D , ~16!

and

b35
4Q13

2

s11
D 1s12

D . ~17!

@In order to derive Eq.~13!, the zero of strain forS1 andS2

has been redefined so that Eq.~13! might satisfy a boundary
condition which imposesE350 whenT350 andD35P0 .#
It will be noted that Eq.~13! and Eq.~14! are equivalent to
Eq. ~9! and Eq.~10!, respectively, of Ref. 1 except that Eq.
~13! contains an extra term inb3 . Only terms less than the
cubic power inD were retained in the approximation consid-
ered in Ref. 1. Here, however, the perspective is taken that
Eqs. ~1!–~9! are ‘‘exact,’’ in the sense that these equations
are not considered to arise from series expansions. Thusall
terms have been retained in producing Eq.~13! and Eq.~14!.
@However, Eq.~13! also contains an extra term inD.# It is
worthwhile remarking that theb3 term of Eq.~13! is neces-
sary in order for the linear form of the theory to give good
agreement with piezoelectricity. These matters are consid-
ered further in Appendix A.

B. Length expander bar, end electroded

Next, consider the problem of a bar lying in the ‘‘3’’
direction with electrodes on its ends and poled along its
length. Solving the three-dimensional equations forE3 and
S3 subject to appropriate conditions (T15T25T45T55T6

50; D15D250) gives essentially the same solution as for
the thickness expander plate, i.e., Eq.~13! and Eq.~14!, ex-
cept that the definitions of the ‘‘b’’ constants change to

b15s33
D , ~18!

b25Q33, ~19!

and

b350. ~20!

In what follows, the reader should bear in mind the fact that
Eq. ~13! and Eq.~14! can be made to represent the solutions
of either the thickness expander plate or the length expander
bar by switching between the two sets of expressions for the
parametersb1 , b2 , and b3 ; viz., Eqs.~15!–~17! and Eqs.
~18!–~20!, respectively.

II. ‘‘UNIVERSAL’’ EQUIVALENT CIRCUIT

An equivalent circuit can be derived by linearizing the
theory either for the length expander bar or the thickness
expander plate. The linearization is achieved by writing the
D field asD5Q0 /A1q/A, whereq is the first-order charge
andQ0 is a fixed charge on the electrodes~each of areaA!,

arising either from a fixed polarizationP0 , a bias voltage
V0 , or a combination of these. The strain is written in the
form S5S(0)1S(1), whereS(0) is a fixed strain whose defi-
nition is at our disposal, andS(1) is the first-order strain.
Similarly, the electric field is expressed asE5E(0)1E(1).
By substituting these expressions into either the theory for
the plate or the bar, expanding the functional dependence
aboutQ0 , and retaining only first-order terms, a first-order
theory is deduced from which an equivalent circuit can be
derived.~Boundary conditions are imposed in the manner of
Ref. 3. A sufficiently narrow frequency range is assumed that
frequency-independent circuit components may be used.!
The resulting circuit is presented in Fig. 1. The circuit ele-
ment values are given by

N5~C1 /C0!~Q0 /d! ~21!

~N is the electromechanical transformer turns ratio!,

C15msne /~Gd! ~22!

(C1 is the ‘‘blocked’’ capacitance!, where

G5
~e0e33

T !2

A@~e0e33
T !22a~Q0 /A2P0!2#3/214~b2

2/b1!Q0
2/A3

1b3~3Q0
2/A32P0

2/A!22b2T3
~0!/A, ~23!

andQ0 is a root of the equation

V0 /d5
Q0 /A2P0

A~e0e33
T !22a~Q0 /A2P0!2

1b3~Q0
2/A22P0

2!

3Q0 /A22b2~Q0 /A!T3
~0! ~24!

FIG. 1. ‘‘Universal’’ equivalent circuit based on the linearized version of
the three-dimensional theory.E5first-order signal, or drive, voltage;I 1

5first-order current supplied by power amplifier;u15first-order velocity of
transducer radiating face;N5electromechanical transformer turns ratio
5(C1 /C0)(Q0 /d); C15total blocked capacitance5msne /(Gd);

G5
~e0e33

T !2

A@~e0e33
T !22a~Q0 /A2P0!2#3/2 14~b2

2/b1!Q0
2/A3

1b3~3Q0
2/A32P0

2/A!22b2T3
~0!/A;

C052neQ04(2b2Q0d/b1A2V0); T3
(0)5constant stress~such as a pre-

stress!; P05remanent polarization;V05bias voltage;Q05bias ~or rema-
nent! charge is a root of the equation;

V0 /d5
Q0 /A2P0

A~e0e33
T !22a~Q0 /A2P0!2

1b3~Q0
2/A22P0

2!Q0 /A

22b2~Q0 /A!T3
~0! ;

CM5total motional capacitance5neb1d/(msA); LM5total motional
inductance5M ~‘‘effective mass’’ including loading mass; see Ref. 11!;
RM5total motional resistance5msr M /ne ; r M5motional resistance~single
element!; ZR5radiation impedance~see, e.g., Ref. 12!; ne5number of ele-
ments in each stack~elements areelectrically in parallel, mechanicallyin
series!; ms5number of stacks~applied mechanically in parallel to the trans-
ducer radiating face!; d5plate separation~single element!; A5surface area
of active material~single element!.
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(Q0 is the bias charge, or remanent charge, on a single ele-
ment!. In the above equations,T3

(0) represents a constant
stress ~such as a prestress!. For the case of the length-
expander bar (b350), Eq. ~24! reduces to a fourth-degree
polynomial; in the case of the plate it reduces to an eighth-
degree polynomial.

In Eqs. ~21!–~24! and in what follows, the actuator of
the transducer is assumed to consist of ‘‘stacks’’ of active
material, where each element of each stack acts electrically
in parallel but mechanically in series. Each such stack con-
tainsne elements. Moreover, it is assumed that several such
stacks act mechanically in parallel to drive the transducer
face. There arems suchmechanicallyparallel stacks; all such
stacks are also wiredelectrically in parallel with each other.
A is the area of one of the plates of a single element;d is the
equilibrium separation between the plates of one element in
the presence of the bias voltageV0 and remanent polariza-
tion P0 ; and E of Fig. 1 is the first-order driving voltage.
~The circuit parameters are summarized in the caption to Fig.
1.! The second term in the quantityG, given by Eq.~23!,
multiplied by the areaA, is the difference between the ‘‘di-
electric impermeability’’at constant stress~usually denoted
asb33

T ) and thatat constant strain~usually denoted byb33
S )

predicted by the theory.~The entire quantityGA is equal to
b33

S . See Appendix A for further consideration of this pa-
rameter.!

In Eq. ~21! C0 is a capacitive term~not explicitly ap-
pearing in the circuit! given by

C05
2neQ0

2b2Q0d/b1A2V0
. ~25!

When the~rather unusual! circumstance arises in which the
denominator of Eq.~25! is zero, the electrostrictive and elec-
trostatic forces are in balance. In this situation, the electro-
mechanical turns ratioN is zero, and no first harmonic output
occurs.

The motional impedance of the circuitZm is given by

Zm5 j vLM1RM1
1

j vCM

5 j vM1
ms

ne
r M1

msA

j vneb1d
~26!

~with M the total ‘‘effective’’ motional mass10,11 including
‘‘loading’’ mass, r M the motional resistance of a single ele-
ment, andv the angular frequency!. The quantityZR is the
radiation impedance.~See, e.g., Ref. 12.!

In deriving the expressions for the circuit elements, an
additional stress has been added to the equations of the
theory to account for the presence of the electrostatic force
Fe ~i.e., the force which each electrode exerts on the other
owing to the presence of charge!. The purpose of including
such a term is to permit the recovery of the electrostatic
transducer, and the calculations are only approximately valid
in the limits of vanishingly small values ofb2 , b3 , and
T3

(0) . This force, presumed to exist only in the ‘‘3’’ direc-
tion, is given approximately by

Fe'2 1
2~D32P0!E3A. ~27!

~The first harmonic contribution arising from this force is
approximately 2qV0 /d, with q the signal charge.! The
equivalent circuit of Fig. 1, with element values as given,
will recover both the length-expander bar and the thickness
expander plate piezoelectric equivalent circuits.@Cf. Ref. 3,
p. 237, Fig. 24; and p. 239, Fig. 26, respectively.# To do so,
make the replacementsV050 ~since the ceramic is assumed
to be unbiased!; T3

(0)50 ~since the influence of zeroth-order
stress is not taken explicitly into account!; ms5ne51 ~since
these circuits involve single elements only!; and either the
‘‘plate’’ or ‘‘bar’’ prescriptions for the parametersb1 , b2 ,
and b3 , given in Sec. I A and Sec. I B, respectively, are
substituted as appropriate.@Account must also be taken of
the fact that the circuit of Fig. 1 represents single-sided op-
eration~i.e., one side of the ceramic is assumed stationary!.
In addition, the explicitV0 term in Eq. ~25! is set to zero
because the electrostatic force is ignored in these circuits.
Expressions which relate the parameters of the present theory
to those of piezoelectric theory, given in Appendix A, must
also be used. An unimportant minus sign arises from a nega-
tive surface velocity boundary condition imposed at the right
side of the ceramic by Berlincourtet al. See Ref. 3, p. 235,
Eq. ~111!. Finally, the fact thate0e33

T of the theory is equiva-
lent to e33

T of Ref. 3 should be kept in mind.#
In a similar way, the equivalent circuit for the single-

sided electrostatic transducer of Ref. 4 is recovered with the
replacementsP050; T3

(0)50; a50; b25b350; and ms

5ne51. In order to recover Hunt’s equations for the equi-
librium charge and displacement@Ref. 4, p. 179, Eq.~6.9a!
and Eq.~6.9b!#, generally the ‘‘zeroth-order’’ version of Eq.
~14! is required viz.,

S3
~0!5b1T3

~0!1b2~Q0 /A!2. ~28!

However, for the case of the electrostatic transducer the con-
tribution from the zeroth-order electrostatic force must~ob-
viously! also be included. Using the zeroth-order electro-
static force deducible from Eq.~27!, with b2 and b3

presumed small, we get

S3
~0!5b1T3

~0!1b2~Q0 /A!2

1
1

2

b1~Q0 /A2P0!2

A~e0e33
T !22a~Q0 /A2P0!2

. ~29!

In deriving Hunt’s equations, it is also important to note that
T3

(0)50, and againb2 , P0 , and a are to be set to zero as
well. Hunt’s zeroth-order electric field follows from Eq.~24!.

Since the theory underlying the equivalent circuit is non-
linear, it is important to estimate harmonic distortion. Such
an estimate is provided by solving the theory~prior to lin-
earization! for the second-to-first harmonic ratio in the sur-
face velocity of the transducer. When the electrostatic force,
pre-stress, and remanent polarization are negligible, the ap-
proximate result is
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Uu2

u1
U'U~Zm1ZR!1v

~Zm1ZR!2v

E1@211a~E0
21E1

2!15a2~E0
422E0

2E1
2!1a3~3E0

615E0
4E1

2!#

2E0~11aE0
2!~214aE0

212a2E0
423aE1

213a2E0
2E1

2!
U, ~30!

where the subscripts on the impedance sumZm1ZR indicate
the harmonic for which the sum should be evaluated;E0

5V0 /d denotes the bias electric field; andE15E /d denotes
the first harmonic driving electric field. This equation accu-
rately predicts harmonic distortion for peak drive voltages as
high as the bias voltage. For that case, the error between the
harmonic ratio predicted by Eq.~30! and the exact harmonic
ratio is less than 1.25 dB. For drives up to 75% of the bias,
the error is less than 0.5 dB. For higher-level drives, or non-
zero values of prestress and/or remanent polarizationP0 , the
calculation of harmonic distortion is more difficult. This mat-
ter is considered in Appendix B.

As with most equivalent circuits, the present one is an
approximation to the underlying theory. Thus its application
is more restricted than the theory. The present circuit yields
an accurate prediction for the first harmonic output of the
transducer if driving voltages are not extremely high. In par-
ticular, for peak ac drives up to 75% of the bias voltage, the
first harmonic amplitude is predicted by the circuit to within
approximately 1 dB of the exact value.

III. THE COUPLING COEFFICIENT

A. The general case

The coupling coefficient associated with a circuit having
the topology of Fig. 1 is simply calculated in terms of the
circuit capacitances13 ~once the usual technique of removing
the transformer from the circuit to produce an all-electric
representation is carried out!. After simplification, the result
for the square of the coupling coefficient in the general case
is

k25
b1

d2GA S 2b2Q0d

b1A
2V0D 2

, ~31!

whereG andQ0 are given by Eq.~23! and Eq.~24!, respec-
tively.

B. Piezoelectric thickness expander plate

Interesting special case solutions can be obtained for
unbiased (V050) and unstressed (T3

(0)50) piezoelectric ce-
ramics. As a first example, consider the piezoelectric thick-
ness expander plate. Applying the results given in Appendix
A to the definition ofG given by Eq.~23! @the expression for
G which results is the right-hand side of Eq.~A10!, multi-
plied by an extra factor ofA; i.e., GA5b33

S #; imposing the
special case values ofb1 , b2 , andb3 for the thickness ex-
pander plate given in Sec. I A; and substituting into Eq.~31!
~with V050) yields

k25h33
2 /~b33

S c33
D !. ~32!

This result is equivalent to the coupling coefficient of Ber-
lincourt et al.3 @Cf. Ref. 3, p. 191, Eq.~34!.# Similar methods
of calculation show that Eq.~31! also gives the correct cou-

pling coefficient for the case of the length-expander bar@cf.
Ref. 3, p. 191, Eq.~35!#, accounting, of course, for the
proper values ofb1 , b2 , andb3 which apply to that case.

C. Single-sided electrostatic transducer

In the case of the electrostatic transducer all terms that
make the material between the plates ‘‘active’’ are set to
zero, as is the remanent poleP0 , the prestressT3

(0) , and the
saturation parametera. Hence,b25b350; P050; and a
50. With these substitutions, the equations forG and Q0

simplify to

G51/~e0e33
T A!, ~33!

and

Q05e0e33
T AV0 /d. ~34!

Substituting Eq.~33! and Eq.~34!, together with the assumed
values of the other parameters, into Eq.~31! produces

k25b1V0
2e0e33

T /d2. ~35!

This expression for the coupling coefficient of the electro-
static transducer is seen to be equivalent to that of Hunt@Ref.
4, p. 181, Eq.~6.15!# with the identification that the defini-
tion of zero strain used here leads to the equivalence of the
plate-separation parameterd of the present theory to the
combinationd1x0 in Hunt’s theory; that is, the definition of
zero strain used here includes the strain induced by the bias
voltage, which Hunt’s definition does not. The remainder of
Hunt’s parameters ‘‘go over’’ to the parameters of the
present theory according tocm→b1d/A ~cf. the definition of
CM in Fig. 1, with ms5ne51); C0→e0e33

T A/d; and E0

→V0 . ~Of course,e33
T 51 for the vacuum case studied by

Hunt.!

D. PMN: The zero prestress length-expander bar

While the general case for PMN requires the use of Eq.
~31!, a special case can be considered in order to see the
explicit dependence of the coupling coefficient on bias in a
relatively simple way. For PMN the electrostatic force is
negligible, so the explicitV0 term of Eq.~31! can be omitted.
It is also assumed thatP0 can be ignored~although this is not
always an accurate assumption!. Moreover, zero prestress is
assumed here, and we consider only the case of the bar~i.e.,
b350). Under these conditions, the coupling coefficient14

for PMN resulting from Eq.~31! simplifies to

~kPMN
2 !

5
4b2

2~e0e33
T !3~V0 /d!2

b1$@11a~V0 /d!2#5/21~4b2
2/b1!~e0e33

T !3~V0 /d!2%
.

~36!
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The coupling coefficientkPMN is plotted as a function of bias
voltage in Fig. 2 using sometypical numerical values for the
parameters.@Strictly speaking, Fig. 2 is an approximation
since the elastic ‘‘constant’’s33

D used to derive the plot has
been held fixed, whereas it must generally vary at least
somewhat with bias, as is suggested by the fact thats11

D

Þs33
D for piezoceramics. While permittivity also varies with

bias, this effect is already included in the theory~with the
bias-variable permittivity being given, for the present case,
by the reciprocal of the first term of Eq.~23! with the areaA
removed!. Recall thate33

T denotes thelow-field permittivity
in these equations.# The peak value ofkPMN, approaching
approximately 0.4 in Fig. 2, is fairly typical. In thebest
cases, such as for the material considered in Ref. 7, the peak
value ofkPMN is closer to 0.5.

The ‘‘optimal’’ bias, i.e., the bias which causes the
maximum value of (kPMN

2 ), is

V0
~opt!5dA 2

3a
, ~37!

and the value of (kPMN
2 ) at V0

(opt) is

~kPMN
2 !opt5

1

11~25/24!A5/3ab1 /@b2
2~e0e33

T !3#
, ~38!

where, again, the variation of the elastic constant with bias
has been ignored.

The maximum value of the effectived33 constant does
not occur at the same bias as the maximum coupling coeffi-
cient. By computingd335(]S3 /]E3)T using Eq. ~6! ~the
general equation forS3) subject to the conditions satisfied by
the length-expander bar~i.e., D15D250; T15T25T45T5

5T650), it is found that

d33
~effective!5

2Q33~e0e33
T !2E3

~11aE3
2!2 52Q33D3 /@b33

T #bias. ~39!

The second equality in Eq.~39! is presented to show the
similarity of d33

(effective) to the equation ford33 that arises in
deriving piezoelectricity, as given by Eq.~A3! in Appendix
A. Notice that the role played in Eq.~A3! by the remanent
polarizationP0 is played in Eq.~39! by the value ofD3 at
bias @i.e., the zero-stress solution of Eq.~3! for D3 evaluated
at E35V0 /d, with P050#. The quantity@b33

T #bias is the di-

electric impermeability at constant stress, also evaluated at
bias @i.e., the first term of Eq.~23!, multiplied by A#. Com-
puting the maximum value ofd33

(effective) through differentia-
tion with respect toE3 ; substituting the bias fieldE3

5V0 /d; and thus solving for the ‘‘optimal’’ bias~with re-
spect to maximizingd33), one finds

V0
~opt!5dA 1

3a
. ~40!

Comparing Eq.~37! with Eq. ~40!, it is seen that the bias
voltage of the maximum coupling coefficient is& times the
bias voltage of the maximum effectived33 at zero stress.

IV. PRELIMINARY EXPERIMENT

A preliminary experiment was undertaken to attempt to
verify the equivalent circuit. The experimental setup is
shown in Fig. 3. The experiment was carried out on a sample
that comprises an unloaded 18-element stack of 0.5-cm-
thickness PMN circular rings, with each ring having an ef-
fective area of 0.00266 m2. Such an unloaded stack may be
considered to be two single-sided 9-element stacks mounted
back to back along the zero-velocity plane which must be
present owing to symmetry. The low-field relative dielectric
permittivity of the sample material was first determined to be
18 200 using zero-bias measurements.~TheD field is simply
related to the first harmonic drive current, and theE field to
the first harmonic drive voltage, with low-level drives as-
sumed. The ratio ofD to E gives the zero-bias permittivity.!

FIG. 2. Coupling coefficientk vs bias voltageV0 for a typical PMN mate-
rial. The thickness through which the bias is applied isd50.5 cm. The case
considered is a length expander bar at zero prestress.

FIG. 3. The experimental setup.
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TheQ33 electrostriction constant was determined to be 0.021
m4/C2 at zero bias.@Equation~14!, evaluated for the case of
the length-expander bar and zero stress, shows that second
harmonic strain is simply related to first harmonicD field
through Q33.# Bias and drive voltages were then applied
simultaneously. Axial acceleration was monitored by the use
of accelerometers. Experimental limitations permitted only
low-frequency, low-bias measurements. The results are sum-
marized in Table I. The symbolsa1 anda2 denote the first
and second harmonic axial accelerations, respectively. The
first six columns of the table are experimental data, and the
last three columns are theory, based on the length-expander
bar. Columns seven and eight are based on the equivalent
circuit while column nine is based on Eq.~30!. ~The ratio
a2 /a152u2 /u1 , assuming harmonic excitation. Also, at low
bias the saturation parametera can be taken to be zero.! The
equivalent circuit element values were evaluated using the
results of the zero-bias measurements.~Although the param-
eter b1 was not determined, the low-frequency limit of the
circuit output is independent of that parameter.! Experimen-
tal results from columns four through six should be com-
pared with corresponding theoretical results in columns
seven through nine. As can be seen agreement is quite good,
with most results differing by a few percent or less. The
worst agreement is for thea2 /a1 calculation for the fourth
entry given for 300 Hz. The error in this case is approxi-
mately 8.4%.

V. SUMMARY AND CONCLUSION

A theory of PMN has been generalized to three dimen-
sions. The two classic problems of the length-expander bar
and the thickness expander plate were solved. A ‘‘universal’’
equivalent circuit that is applicable to electrostrictive, piezo-
electric, and electrostatic transducers was given. The circuit
is useful for approximately predicting first harmonic trans-
ducer output. The results of a preliminary experiment which

investigated the correctness of the circuit were described.
Second harmonic distortion can be estimated using a simple
formula that was presented. A general formula for the cou-
pling coefficient was obtained, and several special cases
were considered. Future work will focus on applications in-
cluding the effects of prestress.
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APPENDIX A: RELATIONS TO PIEZOELECTRIC
PARAMETERS

Derivations of the connections between the parameters
of the present theory and those of the theory of piezoelec-
tricity are given here. The first attempt to derive piezoelec-
tricity from electrostriction was made by Mason.~See Ref. 2,
pp. 301–303.! Such derivations were also carried out by Ber-
lincourt and Jaffe.15

The definition of the piezoelectricg constant is3

g5~]S/]D !T . ~A1!

This definition is straightforward to apply directly to the
model equations. For the materials under consideration, the
piezoelectricd constant is simply related to theg constant
through the equationd33b33

T 5g33. The piezoelectrice andh
constants are also related in a relatively simple manner tog
@see Ref. 3, p. 189, Eq.~27!#. Thus it is a straightforward
matter to relate all the piezoelectric constants to the constants
of the present theory.~It is assumed thatP0

(3)[P0 is the only
nonzero component of remanent polarization, and that the
material is unbiased, i.e.,V050, and unstressed, i.e.,T3

(0)

50.) The results are

TABLE I. Comparison of experiment and theory for a single-sided PMN transducer.

Freq.
~Hz!

Bias
~V!

Drive
~V!

Experiment Theory

I 1

~A!
a1

~m/s2! a2 /a1

I 1

~A!
a1

~m/s2! a2 /a1

300 351.5 72.1 0.103 0.175 0.199 0.103 0.176 0.205
300 355.3 144.0 0.207 0.352 0.399 0.205 0.357 0.407
300 357.1 215.9 0.312 0.532 0.601 0.307 0.539 0.609
300 240.6 75.0 0.107 0.123 0.285 0.107 0.127 0.309
300 242.5 149.2 0.214 0.247 0.573 0.214 0.254 0.614
300 244.4 224.5 0.321 0.371 0.864 0.321 0.385 0.917
400 335.4 72.6 0.142 0.303 0.212 0.138 0.303 0.221
400 345.8 144.8 0.284 0.610 0.426 0.275 0.622 0.430
400 350.5 217.4 0.426 0.936 0.626 0.413 0.946 0.636
400 239.7 71.2 0.141 0.214 0.300 0.135 0.212 0.308
400 242.5 142.0 0.282 0.431 0.596 0.270 0.430 0.609
400 244.4 212.9 0.424 0.651 0.895 0.405 0.648 0.909
500 351.5 74.0 0.172 0.498 0.212 0.176 0.505 0.205
500 356.2 147.6 0.345 1.01 0.422 0.350 1.02 0.406
500 358.1 221.4 0.519 1.52 0.635 0.525 1.54 0.607
500 239.7 72.4 0.171 0.341 0.308 0.172 0.338 0.299
500 242.5 144.6 0.343 0.687 0.616 0.344 0.684 0.592
500 244.4 216.4 0.516 1.04 0.926 0.515 1.03 0.884
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,b33
T d315g3152Q13P0 , ~A2!

b33
T d335g3352Q33P0 , ~A3!

b33
S e335h3352g31c13

D 1g33c33
D 52b2

plateP0c33
D , ~A4!

b11
T d155g1554Q44P0 , ~A5!

b11
s e155h155g15c44

D , ~A6!

and

b33
S e315h315g31~c11

D 1c12
D !1g33c13

D , ~A7!

where in Eq.~A4! b2
plate denotes the value ofb2 for the case

of the plate, Eq.~16!. In Eq. ~A5! b11
T 51/(e0e11

T ), wheree11
T

is the permittivity of Eq.~1!. In Eq. ~A6!, b11
S is given by

b11
S 5b11

T 1g15h15. ~A8!

The expression given ford31 in Eq. ~A2! is equivalent to that
found by Mason@Ref. 2, p. 301, Eq.~12.28!#, once account
is taken of notational differences. However, the expression
for d33 given in Eq.~A3! differs from his expression@cf. Ref.
2, p. 303, Eq.~12.32!#, but agrees with that of Ref. 15, p.
147, Eq.~30!. The term in square brackets in Mason’s Eq.
~12.32! is equivalent tob2 for the case of the plate, Eq.~16!,
whereas Eq.~A3!, the equation ford33, involvesb2 for the
case of the bar, Eq.~19!. Mason’s equation is actually analo-
gous to Eq.~A4!, since his derivation is based on the behav-
ior of a plate, which is controlled byh33. ~See Ref. 3, pp.
238–239.! Hence, Mason’s equation actually calculatesh33

~to within a factor ofc33
D ), and notd33.

In Eq. ~A2! and Eq.~A3!, the quantityb33
T is the dielec-

tric impermeabilityat constant stress, and is related to the
dielectric permittivitye33

T of Eq. ~3! of the theory through the
equationb33

T 51/(e0e33
T ). The quantityb33

S of Eq. ~A4! is the
dielectric impermeabilityat constant strain. Its value can be
determined from the calculations presented for the thickness
expander plate, and is obtained by comparing the plate re-
sults to the relevant results from piezoelectric theory.@Com-
pareC1 of Eqs.~22!–~24! with C0 of Fig. 26, p. 239 of Ref.
3, imposingV050 andT3

(0)50, assuming an unbiased piezo-
ceramic at zero prestress, noting thatQ05P0A is a root of
Eq. ~24! for these conditions, and using forb1 , b2 , andb3

the plate expressions given by Eqs.~15!–~17!, respectively.#
The outcome of this comparison is

b33
S 5

1

~e0e33
T !

14b2
2P0

2c33
D 1

8Q13
2 P0

2

s11
D 1s12

D ~A9!

~whereb2 has been explicitly retained for convenience, and
denotes the plate value!, or,

b33
S 5b33

T 1
h33

2

c33
D 1

2g31
2

s11
D 1s12

D . ~A10!

Equation~A10! results from replacing the electrostrictive pa-
rameters of Eq.~A9! with the relevant piezoelectric param-
eters using the equations given above.@It is worthwhile
pointing out that Eq.~A8! also follows from the theory by
methods similar to those used to derive Eq.~A9!.# The ‘‘ex-
act’’ relationship betweenb33

S andb33
T based on piezoelectric

theory can be deduced from Table XXXII of Ref. 2, p. 452.
In SI units this relationship is

b33
S 5b33

T 12g31h311g33h33. ~A11!

The right-hand-side of Eq.~A11! can be shown to be for-
mally equivalent to the right-hand side of Eq.~A10!, using
the interconnections between the piezoelectric constants.

Numerical values of the expressions of Eq.~A10! and
Eq. ~A11! are examined in Table AI. Here, values for the
constants listed in Table VIII of Ref. 3, pp. 202–203, have
been substituted. The value given forb33

S has been computed
by taking the reciprocal of the value listed for the dielectric
permittivity at constant strain. It is noted here that if theb3

term of Eq.~13! had been omitted, as was done in Ref. 1, the
last two terms on the right-hand side of Eq.~A10! would be
different, and the present theory would then not agree very
well with piezoelectric theory.

An expression for the difference between the dielectric
permittivity at constant stress and that at constant strain
given in Ref. 15@p. 145, Eq.~21!# yields results with gener-
ally the same accuracies for the computed values ofb33

S

compared with those of Table AI, with the exception of the
entry for 95%-wt BaTiO3, 5%-wt CaTiO3. In this case the
expression of Ref. 15 gives a result with much better accu-
racy than Eq.~A10!. This is likely due to the fact that the
piezoelectricd-constants~required in the cited equation of
Ref. 15! have been measured to better accuracy than theg-
and h-constants@required in Eq.~A10!# as reported in the
table of Ref. 3. The computed entries in Table AI for 95%-wt
BaTiO3, 5%-wt CaTiO3, which exhibit errors approaching
10%, can be brought into agreement~to within the accuracy
of the numerical values! by usingcomputedvalues ofg and
h instead of the directly measured values. First, the two re-
quired g-constants are computed from the measuredd-
constants andb33

T using Eq.~A2! and Eq.~A3!. Next, the two
h-constants are computed by substituting the resulting values
of g into Eq. ~A4! and Eq.~A7!, along with the required
c-constants. When evaluated in this manner, the value ofh33

computed for 95%-wt BaTiO3, 5%-wt CaTiO3 is 1.80
3108 V/m, a value that is over 7% greater than the mea-
sured value forh33 for this material as listed in the table of
Ref. 3. The computed values forg31, g33, andh31 all come
out to within less than 1% of the listed values. Thus, the
relatively large error inh33 is sufficient to explain most of
the discrepancy in the computed values ofb33

S in Table AI.

TABLE AI. Computed values of dielectric impermeabilityb33
S for various

materials compared with measured. Column 3 expression and results are
based on present theory; expression and results of column 4 are based on
‘‘exact’’ piezoelectric theory. Numerical values are from Ref. 3, p. 202,
Table VIII. ~All numerical values are expressed in SI units.!

Material b33
S

b33
T 1h33

2 /c33
D

12g31
2 /(s11

D 1s12
D )

b33
T 12 g31 h31

1g33 h33

PZT-4 1.783108 1.773108 1.773108

PZT-5 1.363108 1.373108 1.363108

PbZr0.54Ti0.46O3 4.353108 4.263108 4.253108

BaTiO3 8.973107 9.023107 9.033107

95-wt % BaTiO3, 1.243108 1.143108 1.123108

5-wt % CaTiO3
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Good agreement between theory and data was reported
in Ref. 1, despite the absence of theb3 term in the equation
used there to fit the data@i.e., theb3 term of Eq.~13! was
ignored there#. This is not inconsistent with the statement
made here that this term is needed for good agreement with
piezoelectric theory. Sinceb350 in the theory for the
length-expander bar, the agreement between theory and data
noted in Ref. 1 almost certainly indicates that in the experi-
ments considered the samples were acting more like length-
expander bars than like thickness expander plates. No lateral
motion occurs in the case of the thickness expander plate.
This condition could not have obtained in the experiments
considered since no lateral constraints were applied to the
samples. On the other hand, in predicting piezoelectric prop-
erties from electrostriction theb3 term was found to contrib-
ute to thefirst-order expression forb33

S , owing to the influ-
ence of the strong remanent pole that is present in such
materials.

APPENDIX B: APPROXIMATE SOLUTIONS AND
HARMONIC DISTORTION

For the general case, calculation of harmonic distortion
is difficult. One approach is entirely numerical: That is, a
monofrequency driving electric field~with bias! can be input
into Eq.~13!, which can be solved numerically forD, and the
result substituted into Eq.~14!. A discrete Fourier transform
~DFT! can then be then performed to determine harmonics.
Another approach is to find an approximate analytical solu-
tion to the model equations and to use a power series expan-
sion of the result to determine harmonics. Although tedious,
this latter approach is viable if a modern symbolic manipu-
lation computer program~such as Mathematica™, Maple™,
or Macsyma™! is available.16

Since high drive voltages produce the greatest harmonic
distortions, an asymptotic solution of the equations in elec-
tric field, parameterized by prestress, is useful in this regard.
Such a solution of Eq.~13!, for the case of the length-
expander bar, can be written in the form

D5 f 01 f 1T31 f 2T3
21 f 3T3

31 f 4T3
4, ~B1!

where f 0 through f 4 are functions ofE given by

f 05P01
e0e33

T E

A11aE2
, ~B2!

f 15
2b2e0e33

T ~e0e33
T E1P0A11aE2!

~11aE2!2 , ~B3!

f 25
22b2

2e0e33
T

~11aE2!7/2 @22e0e33
T P0A11aE2

16ae0e33
T P0E2A11aE213aE3

„~e0e33
T !21aP0

2
…

1„22~e0e33
T !213aP0

2
…E#, ~B4!

f 35
4b2

3e0e33
T

~11aE2!5 @210aE3~e0e33
T !3

1A11aE2P0„2~e0e33
T !22aP0

2
…

13aE2A11aE2P0~27~e0e33
T !21aP0

2!

14a2E4A11aE2P0„3~e0e33
T !21aP0

2
…

14a2E5e0e33
T
„~e0e33

T !213aP0
2
…12E„~e0e33

T !3

26ae0e33
T P0

2
…#, ~B5!

and

f 45
2b2

4e0e33
T

~11aE2!13/2 @80a3E6A11aE2e0e33
T P0„~e0e33

T !21aP0
2
…18A11aE2e0e33

T P0„2~e0e33
T !212aP0

2
…

240a2E4A11aE2e0e33
T P0„9~e0e33

T !212aP0
2
…248aE2A11aE2e0e33

T P0„24~e0e33
T !213aP0

2
…1E„28~e0e33

T !4

1120a~e0e33
T !2P0

2215a2P0
4
…120a3E7

„~e0e33
T !416a~e0e33

T !2P0
21a2P0

4
…15a2E5

„223~e0e33
T !4254a~e0e33

T !2P0
2

15a2P0
4
…22aE3

„244~e0e33
T !41135a~e0e33

T !2P0
215a2P0

4
…#. ~B6!

@It should come as no surprise that Eq.~B2!, the zeroth-order
stress solution, is equivalent to the result obtained when Eq.
~13! is solved withT3 set equal to zero. The method used to
derive these formulas is described elsewhere.17# Since Eq.
~B1! is an asymptotic expansion inE, it becomes increas-
ingly accurate as drive levels are increased, and is less accu-
rate for low-level drives. Numerical tests show that for a
peak ac drive equal to 35% of the bias or greater, the error in
the first harmonic strain based on theD-field determined
from Eq.~B1! is about 0.2 dB or less. The error in the second
harmonic is about 0.7 dB, and in the third harmonic is about
3 dB. ~But the third harmonic amplitude is less than 1% of

the first harmonic amplitude for this case.! For very high
drive levels, the error can be very small. For example, in one
numerical test using a bias of 0.9 MV/m, a peak ac drive
equal to three times the bias, and a prestress of 12 ksi~82.7
Mpa!, the errors in the harmonics of the strain determined
using the value of theD-field calculated from Eq.~B1! are as
follows: first harmonic, 0.017 dB; second harmonic, 0.021
dB; third harmonic, 0.006 dB; fourth harmonic, 0.213 dB;
fifth harmonic, 0.250 dB; and sixth harmonic, 2.07 dB. In
this case, the second harmonic amplitude is about twice the
first harmonic amplitude; and the third harmonic amplitude
is approximately equal to the first harmonic amplitude. The
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sixth harmonic amplitude is about 2.5% of the first harmonic
amplitude. Hence, Eq.~B1! results in accurate approxima-
tions for those harmonics which are most significant.

Upon substitution of Eq.~B1! into Eq. ~14!, and expan-
sion of the resulting expression forS3 into a power series in
E, an expression for the harmonic components can be de-
rived assumingE5E01E1 sin(vt), with E0 the bias field.
By collecting contributions to the first and second harmonics
from each term of the power series, the second-to-first har-
monic strain ratio can be computed using the approximation

S2

S1
'2

~1/2!c21~1/2!c41~15/32!c61~7/16!c8

c11~3/4!c31~5/8!c51~35/64!c7
. ~B7!

Here,c1 ,c2 ,... are thecoefficients of sin(vt),sin2(vt),..., re-
spectively, in the power series expansion forD2 and the
numerical values in the numerator~denominator! are the
contributions to the second harmonic~first harmonic! arising
from each power of sin(vt). @Equation~B7! applies only to
an unloaded sample, including prestress, and not to a full
transducer. Generalization to a full transducer, however, is
straightforward.#

1J. C. Piquette and S. E. Forsythe, ‘‘A nonlinear material model of lead
magnesium niobate~PMN!,’’ J. Acoust. Soc. Am.101, 289–296~1997!.

2W. P. Mason,Piezoelectric Crystals and Their Application to Ultrasonics
~Van Nostrand, New York, 1950!, pp. 296–304.

3D. A. Berlincourt, D. R. Curran, and H. Jaffe, ‘‘Piezoelectric and piezo-
magnetic materials and their function in transducers,’’ inPhysical Acous-
tics 1 (Part A), edited by W. P. Mason~Academic, New York, 1964!, pp.
169–270.

4F. V. Hunt,Electroacoustics~Harvard U.P., Cambridge, 1954!.
5G. H. Blackwood and M. A. Ealey, ‘‘Electrostrictive behavior in lead
magnesium niobate~PMN! actuators,’’ Smart Mater. Struct.2, 124–133
~1993!.

6X. D. Zhang and C. A. Rogers, ‘‘A macroscopic phenomenological for-
mulation for coupled electromechanical effects in piezoelectricity,’’ J. In-
tell. Mater. Syst. Struct.4, 307–316~1993!.

7C. L. Hom, S. M. Pilgram, N. Shankar, K. Bridger, M. Massuda, and S. R.
Winzer, ‘‘Calculation of quasi-static electromechanical coupling coeffi-
cients for electrostrictive ceramic materials,’’ IEEE Trans. Ultrason. Fer-
roelectr. Freq. Control41, 542–551~1994!.

8Reference 7 describes a three-dimensional theory of PMN that incorpo-
rates a phenomenological polarization model from Ref. 6. As discussed in
Ref. 1, however, the hyperbolic tangent polarization model of Ref. 6 does
not fit the available PMN data as accurately as the square root polarization
model of Ref. 1. A three-dimensional generalization of the polarization
model of Ref. 1 is incorporated within the present theory. Also, Eqs.
~1!–~9! have been written out in full, following the practice of Ref. 2,
rather than in the compact tensor notation of Ref. 7, in order that all the
material symmetries imposed here are explicitly seen.

9It is assumed that a biased specimen of PMN behaves in a manner similar
to a permanently polarized piezoelectric ceramic. Advantage is taken of
this assumed behavior in orienting the preferred set of axes in such a way
as to reduce the number of elastic constants required to represent material
behavior. Thus it is assumed that if a remanent poleP0 exists ~in the
absence of a bias voltage!, its direction is taken to be the ‘‘3’’ direction.
This is the convention generally used in piezoelectricity, resulting in the
reduction of the number ofs-constants to the five retained here. Similarly,
if no remnant exists but bias voltage is applied, the ‘‘3’’ direction is taken
to be the direction of the correspondingD-field ~denotedD0). Finally,
should both a remanent poleP0 and a bias which produces fieldD0 exist,

the ‘‘3’’ direction is taken to be the direction of the vector resultantD0

1P0 . Only in this latter case would remanent componentsP0
(1) , P0

(2) ,
P0

(3) all likely have unique values. The unique values would arise from the
rotation of axes~such as that considered in Ref. 2, pp. 455–461! required
to orient the ‘‘3’’ direction along the resultantD01P0 . Nonetheless, it is
assumed that the rotation restricts the number ofs-constants to five, and
the number of permittivities to two.

10Since the equivalent circuit of interest represents asingle-sidedsystem,
i.e., one end of the active material is assumed stationary, the effective
mass may be considered to be a single lumped inductance, as depicted in
Fig. 1. For adouble-sidedsystem, such as considered in Ref. 3, p. 237,
Fig. 24; and p. 239, Fig. 26,two separate impedances are required in
general, as shown there.

11Since frequency-independent circuit elements have been used in Fig. 1,
the effective mass required depends on the frequency range, and loading
mass, of interest. Consider first the case ofzero loading mass. Owing to
the behavior of the functions which arise in solving the wave equation, at
frequencies well below resonance the effective mass is

1
2 the ceramic

mass, a result which is fairly obvious from the low-frequency behavior of
the trigonometric-function circuit elements depicted in Ref. 3, p. 237, Fig.
24; and p. 239, Fig. 26, evaluated for the single-sided case. Near the
frequency at which the total impedance of the trigonometric-function cir-
cuit elements vanishes in the circuits of Ref. 3~which is not the true
resonance frequency owing to the influence of the negative blocked ca-
pacitance!, the effective mass is 4/p2 times the ceramic mass. This fol-
lows from solving for the frequency which causes the total impedance of
the trigonometric-function circuit elements to vanish, and then determin-
ing what effective mass causes the total impedance ofLM andCM of Fig.
1 to vanish at the same frequency. Consider next the case in which the
loading mass is much greater than the ceramic mass. Here, the well-
known result in which the effective mass is equal to the loading mass plus
1/3 the ceramic mass applies. Thus, it is not possible to represent the
behavior of the system over the entire low-frequency-to-resonance interval
with the simple frequency-independent circuit elements shown in Fig. 1.
For broadbandrepresentation it is necessary to resort to the frequency-
dependent circuit elements used in Ref. 3. The circuit of Fig. 1 can be
generalized to the broadband case in a fairly obvious way, producing a
circuit with the same topology as the circuits of Ref. 3.

12L. L. Beranek,Acoustics~McGraw-Hill, New York, 1954!, p. 121, Fig.
5.5~a!, for the case of a piston in an infinite baffle.

13D. Stansfield,Underwater Electroacoustic Transducers~Bath U.P., Bath,
U.K., 1991!, p. 82, Eq.~4.12!.

14An expression for a PMN coupling coefficient is given in Ref. 7. How-
ever, that coupling coefficient differs in a fundamental way from the one
presented here, since the Ref. 7 result yields nonzero values ofk for zero
bias voltageV0 . WhenV050 ~andP050, as is assumed there!, the output
at thefundamentalfrequency must be zero, so the present coupling coef-
ficient ~which is a predictor of behavior at the fundamental! necessarily
vanishes. The fact that nonzero coupling coefficients are predicted for zero
bias from the theory of Ref. 7 means thatsecond harmonic outputis
related tofirst harmonic inputby that coefficient.

15D. Berlincourt and H. Jaffe, ‘‘Elastic and piezoelectric coefficients of
single-crystal barium titanate,’’ Phys. Rev.111, 143–148~1958!.

16Equation~13! can also be solved exactly for the case of the bar, since in
that case it is simply a fourth degree polynomial. However, that approach
is not helpful for determining analytical expressions for the harmonics,
owing to the complexity of the expressions. In fact, an attempt to obtain
the first-order Maclaurin-series expansion in stress of the exact solution
using Mathematica failed on a PC with 65 megabytes of physical memory.
Hence, an approximate solution, such as the asymptotic solution given
here, is more useful in deducing analytical expressions for harmonic com-
ponents than is the exact solution.

17J. C. Piquette, ‘‘Method for obtaining analytical corrective Maclaurin-
series solutions to algebraic and transcendental systems,’’ SIAM~Soc.
Ind. Appl. Math.! J. Appl. Math.~in review!.
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A Fourier series solution for the radiation impedance
of a finite cylinder

John L. Butler and Alexander L. Butler
Image Acoustics, Inc., 97 Elm Street, Cohasset, Massachusetts 02025

~Received 22 May 1998; accepted for publication 1 August 1998!

A mathematical model for the radiation impedance of a finite cylinder with extended rigid ends is
developed using a Fourier series approach. This series approach is shown to be possible by
modeling the cylinder as a widely separated periodic replica representation. Radiation impedance
results are obtained for the cylinder operating in uniform, dipole, and cardioid radial modes of
vibration. The cardioid mode is then used as a radiation impedance model for the underwater sound
slotted cylinder transducer. ©1998 Acoustical Society of America.@S0001-4966~98!02611-3#

PACS numbers: 43.38.Fx, 43.40.Rj, 43.20.Rz@SLE#

INTRODUCTION

The finite cylinder transducer shape is commonly used
in underwater sound applications. In particular, the slotted
finite cylinder transducer1 has been found to be a useful
source for low-frequency applications because of its small
size. A modified equivalent sphere model with an area equal
to two-thirds the actual radiating area of the cylinder has
been used as an approximate radiation impedance model
with some success.2 However, the validity of this model may
be questioned for large cylinder aspect ratios or large size
parameters where the size is large compared to the wave-
length of sound. Accordingly, we have developed a model
based on a more rigorous mathematical foundation. The
model is based on Robey’s radiation impedance model3 for a
finite cylinder with uniform motion and rigid cylindrical ex-
tensions on the ends of the cylinder. His mathematical foun-
dation is based on a Fourier integral approach which yields a
solution in the form of an integral. Greenspon4 developed a
procedure for evaluating the remainder of the reactive part of
Robey’s integral. We shall develop a mathematical model
with a simpler series solution which may be readily applied
to nonuniform angular motion and used to model the radia-
tion load on a slotted cylinder.

I. MATHEMATICAL MODEL

Consider the cylinder of heighth and radius a with cen-
ter located atz50 andr 50, illustrated in cylindrical coor-
dinates in Fig. 1 with rigid extensions along thez axis. These
rigid cylindrical extensions provide significant simplification
by allowing the velocity boundary conditions along the en-
tire z direction to be applied at the radial distancer 5a. This
model is an approximation to the model of a finite cylinder
with rigid end caps and approaches this case as the radius
‘‘ a’’ decreases in size compared to the wavelength of sound
in the adjacent medium. The rigid extension model was
originally proposed by Laird and Cohen5 to determine the
far-field beam pattern response from a cylinder of finite ex-
tent.

The differential Helmholtz version of the wave equation
may be written in cylindrical coordinates as

1

r

]~r ]p/]r !

]r
1

1

r 2

]2p

]f2 1
]2p

]z2 1k2p50, ~1!

wherep is the acoustic pressure, the wave numberk5v/c
52p/l, v is the angular frequency,c is the sound speed,
andl is the wavelength. The cylindrical coordinates are the
radiusr, azimuth anglef, and axial distancez.

The pressure is periodic in thef angular direction with
period 2p and because the pressure is also an even function,
we may expand it in a Fourier cosine series as

p~r ,f,z!5 (
n50

`

pn~r ,z!cos~nf!, ~2!

where

pn~r ,z!5
en

p E
0

p

p~r ,f,z!cos~nf!df, ~3!

with e051 anden52 otherwise. If we now substitute Eq.
~2! into Eq. ~1!, we obtain the Helmholtz differential equa-
tion for eachnth angular mode as

1

r

]~r ]pn /]r !

]r
2

n2

r 2 pn1
]2pn

]z2 1k2pn50 ~4!

and have, accordingly, eliminated the second order differen-
tial in f.

The second order differential inz could be eliminated, as
Robey3 did, by means of a Fourier integral transform along
thez direction. However, since the velocity distribution has a
finite value only on the surface of the active cylinder and is
zero beyondz56h/2, we would expect, as a result of
spreading, the pressure to decrease to some small value asz
increases along the surfacer 5a. Accordingly, we may con-
sider this acoustic system to be analogous to an electrical
band limited system; thus allowing the use of a periodic
replicated model as illustrated in Fig. 2. In this model the
active cylinder system is replicated to6 ` in the 6z direc-
tion with periodd. Because the model is now periodic, we
may use a Fourier series rather than integral to obtain our
solution if the periodd is chosen large enough so that the
pressure on one band, caused by all the other bands, has
decreased to some small value on the surfacer 5a. We
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should point out that this method is not applicable to far-field
solutions~see, e.g., Ref. 5! since the pressure from the rep-
licas can add to the solution as a result of nearly equal dis-
tances to a far-field point.

Within this model we may now write the even function
modal solution forpn as

pn~r ,z!5 (
m50

`

pnm~r !cosS m2pz

d D , ~5!

where the Fourier series expansion coefficients are given by

pnm~r !5
2em

d E
0

d/2

pn~r ,z!cosS m2pz

d Ddz, ~6!

with e051 andem52 otherwise. If we now substitute Eq.
~5! into Eq. ~4!, we get

1

r

]~r ]pnm /]r !

]r
2

n2

r 2 pnm2am
2 pnm1k2pnm50, ~7!

wheream[m2p/d.
Equation~7! may be rewritten in the form of Bessel’s

equation as

r
]~r ]pnm /]r !

]r
1~bm

2 r 22n2!pnm50, bm
2 [k22am

2 ,

~8!

with thenth modal radiation solution from Eq.~8! written as

pnm5AnmHn~bmr !, ~9!

where the coefficientsAnm are to be determined from the
boundary conditions. The Hankel function of ordern is given
by Hn(x)5Jn(x)1 iYn(x), whereJn(x) and Yn(x) are the
Bessel and Neumann functions of ordern. This Hankel func-
tion with a 1 sign between the Bessel and Neumann func-
tions is the Hankel function of the first kind which yields a
negative reactive impedance. We will display these results
with a positive sign to comply with normal convention.

The value of the radial velocity is presumed to be the
known boundary condition along the surface of the cylinder
from which we can determine the coefficientsAnm . In gen-
eral the radial velocityu5(1/ivr)]p/]r , where r is the
density of the medium. Thus the modal velocity from Eq.~9!
is

unm~r !5bnAnmHn8~bmr !/ ivr, ~10!

where Hn8(x)5]Hn(x)/]x. Solving the above equation for
Anm at r 5a, and then substituting into Eq.~9! yields

pnm5 ivrunm~a!Hn~bma!/@bmHn8~bma!#. ~11!

Then on substitution into Eq.~5! we get the modal solution

pn~a,z!5 ivr (
m50

`

unm~a!
Hn~bma!

@bmHn8~bma!#
cosS m2pz

d D ,

~12!

where@from Eq. ~6! and usingu5(1/ivr)]p/]r ,]

unm~a!5
2em

d E
0

d/2

un~a,z!cosS m2pz

d Ddz. ~13!

Consider now the specific case where the cylinder mo-
tion is a constant,vn , along thez direction and zero along
the rigid surface extension which was originally constructed
for this velocity boundary condition. In this case Eq.~13!
becomes

unm5
2em

d
vnE

0

h/2

cos~amz!dz5
emhvn

d
SincS amh

2 D ,

~14!

FIG. 1. Single cylinder of radiusa and lengthh with rigid extensions.

FIG. 2. Actual cylinder and replicated cylinders with periodd.
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where Sinc(x)5sin(x)/x andam5m2p/d as before. Substi-
tution of Eq.~14! into Eq.~12! then yields the modal solution
for the pressure on the surface as

pn~a,z!5 ivrvnh (
m50

`

em SincS amh

2 D
3

Hn~bma!

@bmdHn8~bma!#
cos~amz!. ~15!

The total solution for the pressure on the surface is then
given through Eq.~2! at r 5a as

p~a,f,z!5 (
n50

`

pn~a,z!cos~nf! ~16!

with the modal velocities determined by

vn5
en

p E
0

p

v~f!cos~nf!df, ~17!

wheree051, en52 otherwise, andv(f) is the given veloc-
ity distribution around the circumference of the cylinder
given by

v~f!5 (
n50

`

vn cos~nf!. ~18!

We can now determine the force and radiation imped-
ance load on the cylinder from the above pressure distribu-
tion. Since the angular velocity distributionmay not neces-
sarily be uniform, the impedance will be derived from the
real and reactive power radiated6 from the cylinder. Here the
radiation impedance is defined asZ5W/v r

2, wherev r is a
reference velocity. The power radiated is given byW
5**pv* dA, wheredA5a df dz is an incremental area
on the cylinder; and thus

W5v r
2Z5aE

0

2pE
2h/2

h/2

pv* df dz. ~19!

The surface intensity is arrived at from Eqs.~16! and ~18!
and may be written as

I 5pv* 5 (
n50

`

(
n850

`

pnvn8
* cos~nf!cos~n8f!. ~20!

Substitution of Eq.~20! into Eq. ~19! yields

W5Zv r
25 (

n50

` S 2padnE
0

h/2

pn dzD vn*

5( Fnvn* 5( Wn , ~21!

with d052 anddn51 otherwise, and where the force

Fn52padnE
0

h/2

pn dz. ~22!

With Wn5Znv r
2 the impedance for each mode is thenZn

5Fnvn* /v r
2. In the cases where we chosev r5vn the modal

impedanceZn5Fn /vn .

If we now use the modal pressure solution, Eq.~15!, in
Eq. ~22!, and perform the indicated integration we get, fi-
nally, the solution for the impedance for each mode as

Zn5 ipah2rvdn (
m50

`

em Sinc2S amh

2 D Hn~bma!

@bmdHn8~bma!#
,

~23!

where, as before,am5m2p/d, bm
2 5k22am

2 , k5v/c
52p/l, andd is the replication period.

Considerbm written as

bm5~k22am
2 !1/25k@12~ml/d!2#1/2

5k@12~m/M !2#1/2, ~24!

where M[d/l. We wish the replicating distanced to be
much greater thanh and more importantly much greater than
l so that the mutual radiation coupling between the cylinder
and its replicates is negligible. For point sources the normal-
ized radiation resistance mutual coupling function isRmc

5@sin(kd)#/kd5@sin(2pM)#/(2pM) which decreases in value
as 1/2pM . Thus for M540.5, Rmc50.004 compared to a
perfect coupling value of 1.00. The parameterbm becomes
imaginary for m.M and has little effect on the radiation
resistance in this range. However, there is a significant con-
tribution to the reactive portion in this range and a consider-
able number of terms~500–1000! beyondm540 must ac-
cordingly be carried. Withbm given by Eq.~24! we can then
write

bma5ka@12~m/M !2#1/2,

bmd52pM @12~m/M !2#1/2, ~25!

amh5kh~m/M !

for use in the computation of Eq.~23!.

II. RESULTS

Consider now the modal pressure given by Eq.~15!
evaluated for the zero order mode. These results are pre-
sented in Fig. 3 for the pressure magnitude perrc unit ve-
locity as a function of the axial distance relative to the cyl-

FIG. 3. Normalized pressure distribution forka50.25 ~———!, 0.5
~– – –!, 1.0 ~...!, and 2~–•–•–•!.
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inder height,h. The edge of the cylinder is atz/h561/2
where the relative pressure is approximately 0.5 for the
larger ka values. Beyond this distance the relative pressure
decreases, as expected. The zero order mode radiation resis-
tance and reactance@calculated from Eq.~23! and normal-
ized to rc2pah] are shown in Figs. 4 and 5, respectively.
The zero order~‘‘omni’’ ! mode represents a cylinder uni-
formly oscillating in a radial direction. These results are pre-
sented here as a function ofka for height to diameter ratios
from 0.5, 1.0, and 5. As seen, the resistive results approach
unity more rapidly for higher values ofh/2a. The case of
h/2a55 approaches the case of an infinitely long cylinder as
would be expected. The initial slope of the reactance curve is
proportional to the radiation mass and the curves of Fig. 5
indicate a greater mass loading for greater cylinder lengths at
small values ofka. The h/2a51 smallka results have been
found7 to compare favorably with results based on Robey’s
complete integral and theCHIEF boundary element8 computer
program.

The normalized radiation resistance and reactance
curves for the dipole mode (n51) are displayed in Figs. 6
and 7 for the same height to diameter ratios. The radiation
resistance for this dipole case is very small for smallka. For
largeka the resistive results approach a normalized limiting
value of 0.5 since the radial motion over the surface is not
uniform and follows a cosine function. The reference veloc-
ity was chosen to be at the maximum value of the cosine
function.

We have also computed the normalized radiation resis-
tance and reactance for a cardioid mode. As a result of com-
parisons with finite element modal analysis,2,7 we believe
that the cardioid mode represents a good approximation to
the radial motion of a slotted cylinder. Moreover, it has also
been shown7 using theCHIEF model8 that the rigid cylinder
extension model,3,5 on which our theory is based, provides
impedance results that approximate the results for a finite
cylinder with end caps. The cardioid function may be written
as C(f)5@11cos(f)#/2, wheref50 is located at the gap
of the slotted cylinder andf5180° is opposite the gap and
at the back of the cylinder. It can be seen thatC(0)51,
C(90)51/2, andC(180)50. It can also be seen that the
functionC(f) is composed of a uniform motionn50 mode
of value 1/2 and a dipole motionn51 mode also of maxi-
mum value 1/2. Because of this and withv05v1 , the car-
dioid impedance is given byZc5(Z01Z1)/2. We have cal-
culated the impedance of this combination ‘‘cardioid’’ mode
through Eq.~23! evaluated withn50 andn51. The radia-
tion resistance and reactance results normalized relative to
rc2pah are shown in Figs. 8 and 9 and may be compared
with the mode 0 results of Figs. 4 and 5. As seen, the general
structure of the curves appears similar; however, the magni-
tude of the reactance is somewhat less and the magnitude of
the resistance is significantly less. The resistance is approxi-
mately one-half the uniformn50 mode for very smallka
values since here the dipolen51 mode contributed values

FIG. 4. Normalized radiation resistance for uniform motion, moden50, for
h/2a50.5 ~———!, 1.0 ~– – –!, and 5.0~•••!.

FIG. 5. Normalized radiation reactance for uniform motion, moden50, for
h/2a50.5 ~———!, 1.0 ~– – –!, and 5.0~•••!.

FIG. 6. Normalized radiation resistance for dipole motion, moden51, for
h/2a50.5 ~———!, 1.0 ~– – –!, and 5.0~•••!.

FIG. 7. Normalized radiation reactance for dipole motion, moden51, for
h/2a50.5 ~———!, 1.0 ~– – –!, and 5.0~•••!.
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are negligible. The 25% reduction in the limiting resistive
value is due to the inclusion of the dipole mode which results
in a reduction in the effective radiating area because of the
cosine distribution.

The cardioid impedance function was incorporated as an
option in the programTSCAT.2 A sketch of the sample slotted
cylinder transducer design is shown in Fig. 10. The piezo-
electric shell drives the cylinder into a bending mode pro-
ducing low-frequency vibrations as in the tines of a tuning
fork. The inner shell is composed of two Navy type I piezo-
electric cylinders operated in the 31 drive each with height
3.175 cm~1.25 in.!, outside diameter 1.27 cm~0.5 in.!, wall
thickness 0.0762 cm~0.03 in.!, and gap width 0.127 cm
~0.05 in.!. The outer shell was chosen to be steel with height
12.7 cm~5 in.!, outside diameter 0.1422 cm~0.56 in.!, wall
thickness 0.0762 cm~0.03 in.!, and gap width 0.127 cm
~0.05 in.!. A mechanical efficiency of 75%, which reduces
the ideal radiation loadedQ by the factor 0.75, was assumed
for this example. The resulting transmitting voltage response
for 1 volt drive with pressure at 1 m in dB re: 1 mPa is
shown in Fig. 11 for the modified equivalent sphere radiation
loading~equivalent sphere for cylinder area reduced by two-
thirds! and the cylindrical radiation loading using the car-
dioid mode. As seen, in this particular case, the cylinder
results are very similar to the results using the modified
equivalent sphere. This close agreement is probably a result
of the transducer operating resonance in the region ofka

!1. The levels at resonance are nearly the same with me-
chanicalQ’s 9.0 and 10.7 for cylindrical and spherical load-
ing, respectively, indicating slightly greater cylindrical resis-
tive loading. On the other hand, the cylindrical loading yields
slightly less radiation mass loading exhibiting a slightly
higher resonance frequency.

III. CONCLUSIONS

We have presented a model for the radiation impedance
of a finite length cylinder with nonuniform angular vibration.
The model is based on Robey’s original model with rigid
extension along the axial direction which approximates the
model of a finite cylinder with rigid end caps. Our approach
to this problem is to consider the cylinder to be replicated
along the axis with large enough spacing between the repli-
cates for negligible mutual radiation loading. This allows a
simpler series solution rather than an integral solution to the
problem. This model also allowed the simple inclusion of
multiple angular modes which lead to the development of a
cardioid vibration distribution function and its corresponding
radiation impedance. We believe that this distribution is a

FIG. 10. Sketch of sample slotted cylinder with inner piezoelectric slotted
shell and outer slotted steel shell.

FIG. 11. Transmitting voltage response of slotted cylinder transducer with
cylindrical ~•••! and modified equivalent sphere~———! radiation loading.

FIG. 8. Normalized radiation resistance for cardioid motion, modesn50
and 1, forh/2a50.5 ~———!, 1.0 ~– – –!, and 5.0~•••!.

FIG. 9. Normalized radiation reactance for cardioid motion, modesn50
and 1, forh/2a50.5 ~———!, 1.0 ~– – –!, and 5.0~•••!.
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good approximation to the radial motion of a slotted cylin-
der. The results showed that the cardioid function achieves
75% of the uniform vibration radiation resistance loading
under large size parameter conditions. The calculated results
for a particular sample slotted cylinder transducer design
were nearly the same for both modified equivalent sphere
loading and the cylindrical loading model developed here.
The replicating scheme appears to be successful and should
be useful for casting other radiation impedance problems in
the form of a Fourier series solution.
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Coupled finite-element wave number decomposition method
for the modeling of piezoelectric transducers radiating
in fluid-filled boreholes

Didace Ekeom, Bertrand Dubus, and Christian Granger
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A numerical model is proposed to describe in the frequency domain the radiation of a piezoelectric
transducer in a fluid-filled borehole surrounded by a formation of infinite extent. Finite elements are
used to model the transducer, the borehole fluid, and the fluid–formation interface. The unbounded
character of the domain is accounted for by using a wave number decomposition on the borehole
surface and dampers on the top and bottom surfaces of the borehole mesh. The method is validated
by studying three configurations with analytical solutions:~i! normal stress acting on an empty
borehole;~ii ! normal stress acting on a fluid-filled borehole; and~iii ! point source acting on the
fluid-filled borehole axis. The radiation of a piezoelectric ring transducer in an oil-filled tube
surrounded by water is also studied experimentally and numerically. ©1998 Acoustical Society of
America.@S0001-4966~98!03311-6#

PACS numbers: 43.38.Fx, 43.20.Rz, 43.20.Mv, 43.40.Ph@SLE#

LIST OF SYMBOLS

cf or cf 1 sound velocity of the internal fluid
cp real part of the longitudinal wave velocity

in the elastic formation
cs real part of the shear wave velocity in the

elastic formation
@D# radiation damping matrix
di j piezoelectric strain constants
e symbol restricted to elemente
F vector of the nodal values of the external

force
@H# fluid stiffness matrix
Hn

(2) cylindrical Hankel function of second kind
and ordern

Hn8
(2) derivative with respect to argument of cy-

lindrical Hankel function of second kind
and ordern

h half-height of the borehole mesh
J0 cylindrical Bessel function of zero order
J08 derivative with respect to argument of cy-

lindrical Bessel function of zero order
@Kuu# solid stiffness matrix
@Kuw# piezoelectric matrix
@Kww# dielectric matrix
kf5v/cf or acoustic wave number in the internal fluid
kf 15v/cf 1

kf 25v/cf 2 acoustic wave number in the external fluid
kp5v/cp compressional wave number in the elastic

formation
ks5v/cs shear wave number in the elastic formation
kT modulus~resp. real part, imaginary part!
~resp.kT8 , kT9) of the wave number of the tube wave
kz wave number alongz axis
@L# solid–fluid coupling matrix

L length of finite elements on borehole sur-
face

l height of the borehole surface with non-
zero applied normal stress

@M# solid mass matrix
@M1# fluid mass matrix
N number of nodes on the borehole surface

~or number of computation points in the
formation!

Np vector of interpolation functions of pres-
sure

NT vector of interpolation functions of stress
normal to borehole surface

Nz number of roots ofg(kz) insideg
P vector of the nodal values of the pressure
p pressure in the (r ,z) domain
p̄ pressure in the (r ,kz) domain
Q0 vector of the nodal values of the applied

electrical charge
Q̈0 volume acceleration of point source
si j

E elastic compliance constants at constant
electric field

r distance from the borehole axis
r 1 borehole radius
sgn(z) function equal to 1 ifz.0 and to21 if z

,0
Tn vector of nodal values of stress normal to

borehole surface
t time
tn stress component normal to borehole sur-

face in the (r ,z) domain
t̄ n stress component normal to borehole sur-

face in the (r ,kz) domain
U vector of the nodal values of the displace-

ment
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Ur vector of the nodal values of the radial dis-
placement on the borehole surface

u displacement in the (r ,z) domain
ū displacement in the (r ,kz) domain
Ui analytically computed ~longitudinal or

transverse! displacement atith node of
borehole surface~or ith computation point
in the formation!

ui numerically computed ~longitudinal or
transverse! displacement atith node of
borehole surface~or ith computation point
in the formation!

ūp compressional displacement component in
the (r ,kz) domain

ur radial displacement in the (r ,z) domain
ūs shear displacement component in the

(r ,kz) domain
uz axial displacement in the (r ,z) domain
@Z# global fluid–formation impedance matrix
@Z2# global fluid–fluid impedance matrix
z coordinate along borehole axis
zi coordinate alongz of the ith node of the

borehole surface
G borehole surface
G` cover surface
g regular close contour aroundkT in the

complex wave number plane
a i normalization constants for figures
e computational error

ep imaginary part of the normalized compres-
sional wave velocity in the formation

es imaginary part of the normalized shear
wave velocity in the formation

e i j
T dielectric permittivity constants at constant

stress
l,m Laméconstants
r density of the elastic formation
rc density of PZT5A ceramic
r f or r f 1 density of the internal fluid
r f 2 density of the external fluid
F0 vector of the nodal values of the applied

electrical potential
F0 voltage applied on the transducer
C vector of the nodal values of the flux of

pressure gradient through the mesh bound-
ary ~borehole surface or covers!

c flux of pressure gradient through the bore-
hole surface or the covers in the (r ,z) do-
main

c̄ flux of pressure gradient through the bore-
hole surface in the (r ,kz) domain

Ve elastic formation
V f or V f 1 internal fluid domain~inside the borehole!
V f 2 external fluid domain
Vp piezoelectric domain
v circular frequency

INTRODUCTION

In petroleum acoustics, piezoelectric transducers are
used as acoustic sources in boreholes for different applica-
tions, depending upon the frequency. This work is mainly
concerned with the low-to-medium frequency range for
which the wavelengths of interest are larger or comparable to
the borehole radius. Typical applications are crosswell seis-
mic imaging and sonic logging.1

Most of the theoretical works on acoustic sources in
boreholes have dealt with ideal sources. Considering a low
frequency point source in a borehole, Lee and Balch2 pro-
posed an analytical model describing the far-field radiation
into the formation and the propagation of the tube waves
along the borehole. Kurkjian and Chang3 presented a fre-
quency wave number formulation for ideal monopole, di-
pole, and quadrupole sources and displayed synthetic array
waveforms for both slow and fast formations using source
excitations in several frequency bands. In all of these cases,
the effects relative to the source geometry, the physical
mechanism of energy transduction, and the effect of the ra-
diation medium on the source were not included.

More recently, Kostek and Randall4 proposed a numeri-
cal method based on a velocity-stress finite-difference
scheme to model a piezoelectric ring transducer in a fluid-
filled borehole in the time domain. They provided numeri-
cally computed waveforms and analyzed the deviation of
some transducer characteristics from free-field to borehole

radiation conditions. The choices made for the numerical
model in the present work differs from those of Kostek and
Randall for two reasons. Our work focuses on the character-
ization of narrow-band resonant piezoelectric transducers
~resonance frequency, impedance, radiation patterns! in a
borehole environment. Such a problem is more naturally ana-
lyzed in the frequency domain. In addition, the finite-element
method is used instead of the finite-difference method in
order to avoid any limitation on the geometry of the trans-
ducer.

A numerical model based on the finite-element method
~ATILA code! is proposed here to model the radiation of
piezoelectric transducers in boreholes. The problem is as-
sumed to be axisymmetrical. No other simplifying assump-
tion is made on the source geometry or the transduction
mechanism. The unbounded character of the domain is ac-
counted for by using a wave number decomposition on the
borehole surface and dampers on the top and bottom surfaces
of the borehole mesh. The theoretical formulation is pre-
sented in Sec. I. Validation and comparison with measure-
ments are displayed in Sec. II.

I. THEORETICAL FORMULATION

The axisymmetrical geometry of the problem is de-
scribed using (r ,z) cylindrical coordinates~Fig. 1!. It con-
sists of a piezoelectric domainVp ~the transducer! immersed
in an infinite cylindrical borehole, filled with an ideal fluid
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V f and surrounded by an homogeneous, isotropic, elastic
formationVe of infinite extent. The steady-state problem is
considered. The time dependence ise1 j vt. The finite-
element modeling of a piezoelectric domain immersed in an
ideal fluid of infinite extent has already been dealt with by
many authors5–7 and is just briefly summarized in Sec. I A.
Specific developments taking into account the infinite extent
of the formation and the borehole are described in Secs. I B
and I C, respectively. Computation of radiation in the forma-
tion is carried out in Sec. I D.

A. Piezoelectric transducer and solid–fluid coupling

The finite-element modeling of a piezoelectric trans-
ducer radiating in a fluid of infinite extent starts with a varia-
tional formulation which enforces the constitutive equations
of piezoelectricity, Newton’s law and Gauss’s law inVp ,
Helmholtz equation inV f , and kinematic and dynamic con-
tinuity conditions at the solid–fluid interface. The spatial dis-
cretization of the physical variables~displacement, electric
potential, and pressure field! and the application of the varia-
tional principle lead to a linear set of equations

F @Kuu#2v2@M # @Kuw# 2@L#

@Kuw# t @Kww# @0#

2r f
2cf

2v2@L# t @0# @H#2v2@M1#
G F U

F0

P
G

5F F
2Q0

r fcf
2C

G . ~1!

wheret means transposed.

B. Elastic formation

For problems of cylindrical geometry in borehole acous-
tics, the displacement vectorū is usually expressed in the
(r ,kz) domain2,3

ū~r ,kz!5E
2`

`

u~r ,z!ejkzz dz. ~2!

At given kz , the compressional and shear displacement com-
ponents, associated to the displacements alongr andz, are8

ūp~r ,kz!5ū0p~kz!H1
~2!~ k̂pr !, ~3!

ūs~r ,kz!5ū0s~kz!H0
~2!~ k̂sr !, ~4!

where

k̂p
25kp

22kz
2, ~5!

k̂s
25ks

22kz
2. ~6!

Here, ū0p and ū0s are complex constants determined by the
boundary conditions and given in Appendix A. The square
roots of k̂p

2 and k̂s
2 are chosen in order to verify Sommer-

feld’s conditions at infinity.
A spatial discretization of the borehole surface is per-

formed using a three-noded isoparametric finite element as
shown in Fig. 2. In elemente, the stress component normal

FIG. 1. Geometry of the problem.
FIG. 2. Spatial discretization of the geometry used in the numerical analy-
sis.
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to the surface is related to the vector of the nodal values of
normal stress using Lagrange interpolation functions9 as

tn
e~r 1 ,z!5NT

etTn
e . ~7!

The Fourier transform of Eq.~7! is written

t̄ n
e~r 1 ,kz!5S E

2`

`

NT
etejkzz dzDTn

e5N̄T
etTn

e . ~8!

NT
e andN̄T

e are evaluated analytically, as shown in Appendix
B. The vector of the nodal values of the radial displacement
of the borehole surface due to the normal stress on elemente
is obtained by combining Eqs.~3!, ~8!, and~A1!–~A3!

Ur
e5S 1

2p E
2`

` 2 k̂sH08
~2!~ k̂sr 1!H1

~2!~ k̂pr 1!N̄T
et

D

3F e2 jkzz1

•

e2 jkzzN
GdkzD Tn

e

5@Ye#Tn
e . ~9!

D is given in Appendix A. The quantity in integral~9! is not
formally defined atkz56kp and6ks , but can be prolonged
by continuity. A global impedance relation between normal
stresses and normal displacements at nodes of the borehole
surface is obtained by a classical assembling process

@Y#Tn5Ur , @Y#5(
e

@Ye#. ~10!

To couple the wave number decomposition with finite ele-
ments, it appears from Eq.~1! that it is necessary to obtain a
matrix relation between nodal displacements and nodal
forces rather than nodal stresses. The nodal elementary force
vector on surfaceGe is given by

Fe5E
Ge

NT
etn~r 1 ,z!dGe5S E

Ge
NT

eNT
etdGeDTn

e5@Pe#Tn
e ,

~11!

or after assembling

@P#Tn5F. ~12!

After combining Eqs.~10! and ~12!, the final relation is ob-
tained

F5@P#@Y#21Ur5@Z#Ur . ~13!

The global impedance matrix@Z# is full, complex, nonsym-
metrical, and frequency-dependent.

C. Fluid-filled borehole

The propagation of acoustic waves in the borehole is
described by the Helmholtz equation. The pressure fieldp̄ is
expressed in the (r ,kz) domain

p̄~r ,kz!5E
2`

`

p~r ,z!ejkzz dz. ~14!

The solution is the cylindrical Bessel function10

p̄~r ,kz!5 p̄0J0~ k̂f r !, ~15!

wherep̄0 is a complex constant determined by the boundary
conditions and

k̂f
25kf

22kz
2. ~16!

The boundary conditions on the borehole surface are the con-
tinuity of normal stress, the continuity of the normal dis-
placement, and the cancellation of the tangential stress. The
wave numbers of the waves propagating along the borehole
are the roots of the determinant of the resulting matrix equa-
tion

g~kz!5
k̂fJ08~ k̂f r 1!

v2r f
F ~l12m!k̂pH18

~2!~ k̂pr 1!1
l

r 1

3H1
~2!~ k̂pr 1!G k̂sH08

~2!~ k̂sr 1!1
k̂fJ08~ k̂f r 1!

v2r f
lkz

2

3H0
~2!~ k̂sr 1!H1

~2!~ k̂pr 1!1 k̂sH08
~2!~ k̂sr 1!

3H1
~2!~ k̂pr 1!J0~ k̂f r 1!50. ~17!

At low frequency Eq.~17! has only one root which is gen-
erally associated with the tube wave.11 To get the wave num-
ber kT of the tube wave, a Newton–Raphson algorithm is
used. The initial value is taken equal to the approximate
wave number given by Leeet al.2 which is valid when the
formation is fast (cp.cs.cf) and when the diameter of the
borehole is very small compared with the wavelengths

k05S kf
21

r fks
2

r D 1/2

. ~18!

At low frequency for a borehole of any diameter,kT is com-
puted as the limit of the series

kn115kn2
g~kn!

g8~kn!
, ~19!

where the prime denotes derivative with respect tokz . For a
computation at a higher frequency denotedf, the domain
@0,1 f # is divided intom subdomains of widthD f 5 f /m. D f
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must be small enough to enable the computation with the
previous method of wave numberskT

(1) andkT
(2) , associated

to tube waves at frequenciesf 15D f and f 252D f . For i
.1, the initial valuek0

( i ) is obtained fromkT
( i 21) andkT

( i 22)

using linear extrapolation

k0
~ i !52kT

~ i 21!2kT
~ i 22! . ~20!

To verify that only one tube wave exists at the frequency of
interest, a regular closed contourg aroundkT in the complex
plane is considered. The number of rootsNz insideg is given
by12

1

2 j p R
g
S g8~k!

g~k!
1g~k! Ddg5Nz . ~21!

The computation of this integral is carried out numerically.
To take into account the radiation condition through the

surfaces limiting the mesh along thez axis~these surfaces are
called covers in the following!, classical finite-element
dampers7 are used. For the covers situated far enough from
the acoustic source, the pressure field at the cover is given by

p~r ,z!5p0~r !e2 jkTuzu. ~22!

The pressure gradient normal to the cover is written as

]p

]z
52 j sgn~z!kTp. ~23!

The covers are spatially discretized using three-noded line
elements. In each element, the vectors of the nodal values of
the pressure and of the pressure gradient are

Pe5E
G`

e
Np

ep dG`
e , ~24!

Ce5E
G`

e
Np

ec dG`
e . ~25!

Using Eqs.~23!–~25!, it can be shown that7

Ce52 jkT@De#Pe, ~26!

with

@De#5E
G`

e
Np

et
sgn~z!Np

e dG`
e . ~27!

D. Final set of equations and radiation in the
formation

The final set of equations is obtained by combining Eqs.
~1!, ~13!, and~26! as

F @Kuu#1@Z#2v2@M # @Kuw# 2@L#

@Kuw# t @Kww# @0#

2r f
2cf

2v2@L# t @0# @H#2v2@M1#2 j r fcf
2kT@D#

G F U
F0

P
G5F F

Q0

0
G . ~28!

The components of the displacement field in the forma-
tion u(r ,z) can be computed using Eqs.~3!, ~4!, and~A1!–
~A3!, if t̄ n(r 1 ,kz) is known. On the borehole surface meshed
using finite elements,t̄ n(r 1 ,kz) is obtained by combining
Eqs. ~8!–~10!. For the part of the borehole surface located
outside the mesh, the normal stresses are extrapolated using
the tube wave propagation hypothesis:

tn~r 1 ,z!5H tn~r 1 ,2h!ejkT~z2h!, for z,2h

tn~r 1 ,h!e2 jkT~z2h!, for z.h
. ~29!

If kT is not on the real axis, the corresponding spectrum is
given by

t̄ n~r 1 ,kz!52 j
tn~r 1 ,2h!e2 jkzh

kz2kT
1 j

tn~r 1 ,h!ejkzh

kz1kT
.

~30!

When kT lies on the real axis, a particular computation is
needed to take into account the singularity atkz5kT .13

II. VALIDATION TESTS

The materials used in the computation have the follow-
ing properties

fluid ~oil!: cf51425 m/s, r f5856.5 kg/m3,

fast formation: cp55588~12 j ep! m/s,

cs53387~12 j es! m/s,

r52500 kg/m3, ~31!

slow formation: cp53411~12 j ep! m/s,

cs51350~12 j es! m/s,

r52200 kg/m3.
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The borehole mesh is designed with

h5100r 1 , L55r 1 . ~32!

A. Prescribed stresses on the empty borehole
surface

A triangular normal stress distribution:

tn~z!5T0S 12
uzu
l D , ~33!

is applied on the surface of the empty borehole on a height
2l 5100r 1 . The spectrum of the applied stress in the wave
number domain is expressed analytically and combined with

Eqs.~A1!–~A3! to give the reference solution. Figure 3 com-
pares the displacements computed analytically and numeri-
cally on the borehole surface and in the fast formation (ep

5es50.0) at reduced frequencyksr 150.928. The computa-
tional error is defined as

e5
1

N
A(

i 51

N Uui
22Ui

2

Ui
2 U. ~34!

The variation of the computational error with mesh density is
displayed in Fig. 4. Contrary to classical finite-element mod-
eling where mesh density is related to wavelength, the wave
number decomposition used to describe the formation does
not require any mesh density criterion. This is a direct con-
sequence of the use of Fourier integrals~9! to describe the
spatial variations of the physical fields along the surface.
Therefore, the accuracy of the final result is directly related
to the accuracy in the computation of Fourier integrals. This
result only holds for the discretized wave number decompo-
sition used to describe the formation. When this formulation
is coupled to finite elements which describe the internal part
of the borehole~as in the next sections!, the description of
the internal fields still requires the usual mesh density/
wavelength criterion.

FIG. 3. Displacements generated in the formation by a triangular distribu-
tion of normal stress on an empty borehole surface atksr 150.928. Solid
line: real part of analytical results; dashed line: imaginary part of analytical
results, dots: numerical results.~a! Radial displacements on borehole sur-
face; ~b! radial displacements atr 520r 1 ; ~c! axial displacements atr
520r 1 . a159.840831010 Pa/m, a255.914931011 Pa/m, a351.6919
31013 Pa/m.

FIG. 4. Variation of the computational error with borehole surface mesh
density. Case of an empty borehole with prescribed stress. Solid line: error
on radial displacement; dashed line: error on axial displacement.~a! Dis-
placement atr 5r 1 ; ~b! displacement atr 520r 1 ; ~c! displacement atr
550r 1 .
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B. Prescribed stresses on the fluid-filled borehole
surface

A triangular normal stress given by Eq.~33! is applied
on the surface of the fluid-filled borehole on a height 2l
510r 1 . The spectrum of the applied stress in the wave num-
ber domain is expressed analytically and combined with Eqs.
~A1!–~A3! and boundary conditions on borehole surface to
give the reference solution. Figures 5 and 6 compare the
displacements computed analytically and numerically on the
borehole surface at reduced frequencykfr 150.441 in the
fast (ep5es50.05) and slow (ep5es50.5) formations, re-
spectively. Tables I and II display the characteristics of the
corresponding tube waves. It can be noted that the tube wave

travels faster than the shear wave in the slow formation when
kfr 1.0.220 and therefore radiates in the far field. Variations
of the computational error with the distance between the
source~the origin! and the mesh boundary~covers! is dis-
played in Fig. 7.

FIG. 5. Displacements generated in the fast formation by a triangular dis-
tribution of normal stress on a fluid-filled borehole surface atkfr 150.441.
Solid line: real part of analytical results; dashed line: imaginary part of
analytical results; dots: numerical results.~a! Radial displacements on bore-
hole surface;~b! radial displacements atr 520r 1 ; ~c! axial displacements at
r 520r 1 . a151.607231011 Pa/m, a258.369331012 Pa/m, a351.2715
31013 Pa/m.

FIG. 6. Displacements generated in the slow formation by a triangular dis-
tribution of normal stress on a fluid-filled borehole surface atkfr 150.441.
Solid line: real part of analytical results; dashed line: imaginary part of
analytical results; dots: numerical results.~a! Radial displacements on bore-
hole surface;~b! radial displacements atr 520r 1 ; ~c! axial displacements at
r 520r 1 . a153.386931010 Pa/m, a252.334031012 Pa/m, a351.3498
31013 Pa/m.

TABLE I. Characteristics of tube wave for a fast formation~cp /cf

53.921,cs /cf52.377!.

kfr 1 kT8/ks kT9/ks

0.0441 1.0261 0.0000
0.2205 1.0128 0.0000
0.4409 1.0074 0.0000
1.1023 1.0017 0.0000
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C. Point source in the fluid-filled borehole

The analytical solution of a point source acting at~z
50, r 50! in a fluid-filled borehole surrounded by a fast
formation (ep5es50.05) is considered. At low frequency,
an analytical solution is available.2 Figure 8 compares the
pressures computed analytically and numerically on the
borehole axis at two frequencies.

D. Piezoelectric transducer in a fluid-filled borehole

The problem of a piezoelectric transducer radiating in a
PVC ~poly vinyl chloride! oil-filled tube ~external diameter:
50.6 mm, internal diameter: 47.6 mm! surrounded by water
is considered~Fig. 9!. The transducer is a radially polarized
PZT5A ~lead zirconate–titanate! ceramic ring the dimen-
sions of which are:

external diameter: 39.0 mm,
~35!

internal diameter: 34.2 mm, height: 25.4 mm.

The physical constants of the PZT5A ceramics from the
Morgan-Matroc Company are given in Table III. Starting
with usual PZT5A ceramic constants, the values ofs11

E , d31,
ande33

T are fitted to match thein vacuocharacteristics of the
ring transducer. Then, the same relative change is applied to
the other elastic, piezoelectric, and dielectric constants. Oil
and water sound velocities and densities are:

FIG. 7. Variation of the computational error on the borehole surface radial
displacement with position of the mesh boundary. Case of a fluid-filled
borehole with prescribed stress atkfr 150.441. Solid line: fast formation;
dashed line: slow formation.d52(h2 l ) is the shortest distance between the
prescribed stress and the mesh boundary~cover!.

FIG. 8. Pressures generated by a point source on the axis of a borehole
surrounded by a fast formation. Solid line: real part of analytical results;
dashed line: imaginary part of analytical results; dots: numerical results.~a!
kfr 150.110; ~b! kfr 150.220.a153.7723 m3/~Pa•s2).

FIG. 9. Geometry of the PZT ring transducer in the oil-filled borehole
surrounded by water.

TABLE II. Characteristics of tube wave for a slow formation~cp /cf

52.394,cs /cf50.947!.

kfr 1 kT8/ks kT9/ks

0.0441 1.1102 0.0000
0.2205 1.0002 20.0074
0.4409 0.9762 20.1321
1.1023 0.9525 20.7433
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coil51005 m/s, roil5930 kg/m3,
~36!

cwater51458 m/s, rwater51000 kg/m3.

Specific modifications were made in the formulation, to re-
place the elastic formation by a fluid. They are described in
Appendix C.

The fluids are separated by the PVC tube which is not
modeled. To verify the acoustic transparency of the tube, the
pressure radiated by the transducer is measured in the infinite
water medium and water-filled tube surrounded by water
configurations. Differences are less than 1 dB in the 10–30
kHz frequency range, as long as the distance to the tube axis
is larger than 300 mm.

Figures 10 and 11 display computed and measured pres-
sures in the oil-filled tube and in water respectively when the
transducer is excited by a voltageF05100 V. Excellent
agreement is obtained. The electrical impedance of the trans-
ducer and the active electrical input power are shown in Fig.
12. Around 10 kHz, in the frequency range corresponding to
the cavity mode of the transducer, a shift in the frequency of

the response peak is observed. The difference is probably
due to the fact that the PVC tube is not modeled.

III. CONCLUSION

A numerical method, based on a coupled finite-element
wave number decomposition, is proposed to describe the ra-
diation of piezoelectric transducers in boreholes in the fre-
quency domain. The spatial discretization of the wave num-
ber decomposition leads to a mutual mechanical matrix
relating nodal displacements and forces on the borehole sur-
face. Tube waves and radiation in the formation are also
considered. A validation is provided by comparison with
analytical values for test problems. The accuracy of the
method is demonstrated for the case of a piezoelectric ring
transducer radiating in an oil-filled tube surrounded by water.
The proposed model is an efficient tool to describe the cou-
pling of the transducer with different waves and therefore to
optimize acoustic sources for boreholes.

The wave number decomposition technique provides a
discretized surface representation of an infinite elastic me-

FIG. 10. Pressures generated by the ring transducer in the surrounding water
at 15 kHz. Thick line: real part of numerical results; thin line: imaginary part
of numerical results; dots: measurements.~a! Pressure atr 5400 mm; ~b!
pressure atr 5600 mm.

FIG. 11. Pressures generated by the ring transducer in the surrounding water
at 20 kHz. Thick line: real part of numerical results; thin line: imaginary part
of numerical results; dots: measurements.~a! Pressure atr 5400 mm; ~b!
pressure atr 5600 mm.

TABLE III. Physical characteristics of PZT5A ceramics.

s11
E 519.4310212 m2/N s12

E 526.79310212 m2/N s13
E 528.54310212 m2/N

s33
E 522.2310212 m2/N s44

E 556.2310212 m2/N rc57072 kg/m3

d155536310212 m/V d3152157310212 m/V d335343310212 m/V
e11

T 516.631029 F/m e33
T 516.331029 F/m
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dium which can be directly integrated in any finite-element
software. The extension to other problem geometries~e.g.,
semi-infinite elastic medium! is straightforward.

APPENDIX A

The complex constants of Eqs.~3!–~4! are

ū0p~kz!5
2 k̂sH08

~2!~ k̂sr 1! t̄ n~r 1 ,kz!

D
, ~A1!

ū0s~kz!5
2 jkzH1

~2!~ k̂pr 1! t̄ n~r 1 ,kz!

D
, ~A2!

with

D5F ~l12m!k̂pH1
~2!~ k̂pr 1!1

l

r 1
H1

~2!~ k̂pr 1!G
3 k̂sH08

~2!~ k̂sr 1!1lkz
2H0

~2!~ k̂sr 1!H1
~2!~ k̂pr 1!. ~A3!

APPENDIX B

For a three-noded isoparametric finite element, the inter-
polation function vector is defined as

NT
et5@NT1

e ~z!,NT2
e ~z!,NT3

e ~z!#, ~B1!

NTi
e ~z!5aiz

21biz1ci , ~B2!

a15
z22z3

D8
, b15

z3
22z2

2

D8
, c15

z3z2
22z2z3

2

D8
,

a25
z32z1

D8
, b25

z1
22z3

2

D8
, c25

z1z3
22z3z1

2

D8
, ~B3!

a35
z12z2

D8
, b35

z2
22z1

2

D8
, c35

z2z1
22z1z2

2

D8
,

D85z1z3
21z2z1

21z3z2
22z1z2

22z2z3
22z3z1

2, ~B4!

where subscripti denotes the node number. The correspond-
ing N̄T

e vector is written as

N̄T
et5@N̄T1

e ~kz!,N̄T2
e ~kz!,N̄T3

e ~kz!#, ~B5!

N̄Ti
e ~kz!55

ai

3
~z2

32z1
3!1

bi

2
~z2

22z1
2!1ci~z22z1! for kz50

H 2 j
ai

kz
z2

21S 2
ai

kz
22 j

bi

kz
D z21S 2 j

ai

kz
3 1

bi

kz
22 j

ci

kz
D J ejkzz2

2H 2 j
ai

kz
z1

21S 2
ai

kz
22 j

bi

kz
D z11S 2 j

ai

kz
3 1

bi

kz
22 j

ci

kz
D J ejkzz1 for kzÞ0.

~B6!

APPENDIX C

For an empty borehole surrounded by a fluid~denoted
by subscript 2!, the pressure spectrum in the fluidp̄(r ,kz) is
related to the spectrum of the pressure normal derivative

c̄(r 1 ,kz) on the borehole surface by

p̄~r ,kz!52
c̄~r 1 ,kz!

k̂f 2H08
2~ k̂f 2r 1!

H0
~2!~ k̂f 2r !, for r>r 1 ,

~C1!

with

k̂f 2
2 5kf 2

2 2kz
2. ~C2!

FIG. 12. Variation of electrical input characteristics of the transducer with
frequency. Solid line: numerical results; dashed line: measurements.~a!
Modulus of input impedance;~b! active input electrical power.
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The spatial discretization of the borehole surface using three-
noded line elements is performed according to the descrip-
tion of Sec. I B and leads to

Pe5S 1

2p E
2`

` 2H0
~2!~ k̂f 2r !N̄T

et

k̂f 2H08
2~ k̂f 2r 1! F e2 jkzz1

•

e2 jkzzN
GdkzD Ce

5@Y2
e#Ce. ~C3!

Integration is performed in the complex plane by avoiding
the poles atkz5kf 2 andkz52kf 2 . After settingr 5r 1 in Eq.
~C3! and assembling, a matrix equation relating nodal pres-
sures and nodal flux velocities on the borehole surface is
obtained

@Z2#P5C. ~C4!

For the case of the fluid-filled borehole~denoted by sub-
script 1! surrounded by another fluid~denoted by subscript
2!, the boundary conditions on the borehole surface are the
continuity of pressure and normal displacement. The wave
numberkT of the tube wave is the first root of the determi-
nant of the resulting matrix equation

g2~kz!5
k̂f 1

v2r f 1
J08~ k̂f 1r 1!H0

~2!~ k̂f 2r 1!

2
k̂f 2

v2r f 2
J0~ k̂f 1r 1!H08

~2!~ k̂f 2r 1!. ~C5!

The damping element is then constructed as described in
Sec. I C. The final set of equations is obtained by combining
Eqs.~1!, ~26!, and~C4!:

F @Kuu#2v2@M # @Kuw# 2@L#

@Kuw# t @Kww# @0#

2r f 1
2 cf 1

2 v2@L# t @0# @H#1@Z2#2v2@M1#2 j r f 1cf 1
2 kT@D#

G F U
F0

P
G5F F

2Q0

0
G . ~C6!

Radiation in fluid 2 is obtained using the procedure previously described for an elastic formation~Sec. I D!.
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Design and optimization of unipolar pressure pulse generators
with a single transducer

Stéphane Holéa) and Jacques Lewiner
Laboratoire d’Électricité Générale, École Supe´rieure de Physique et de Chimie Industrielles de la Ville
de Paris, 10, rue Vauquelin, 75005 Paris, France
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In this paper a broad bandwidth elastic wave generator is described which can produce unipolar
~half-oscillation! longitudinal pressure pulses. Such systems are of great interest in many fields: for
instance, in nondestructive testing when spatial resolution is needed in lossy materials. The emitter
is composed of a thin piezoelectric transducer coupled with a waveguide and a backing medium.
Depending on the impedance of each material, both broad proportional and differential bandwidth
can be obtained. The theoretical description, which takes into account the connection to an electrical
generator, is presented. It allows for optimization of the performance of the system. These
developments are in good agreement with the experiments which have been carried out. A
bandwidth of 185% of the central frequency and pressure pulses of 1.5-MPa amplitude are obtained.
© 1998 Acoustical Society of America.@S0001-4966~98!00811-X#

PACS numbers: 43.38.Fx, 43.35.Zc@SLE#

INTRODUCTION

Elastic wave techniques are intensively used to probe
materials in nondestructive testing. For instance, in echo-
graphic techniques,1,2 a short ultrasonic pulse propagates
through a material to be tested and is partially reflected on
impedance mismatches or flaws. The depth of a mismatch is
determined by measuring the delay between the beginning of
the ultrasonic pulse and the beginning of the echo. In the
case of tomographic techniques,3 a set of measurements is
performed at various angles of incidence in order to deter-
mine the spatial position of each mismatch. In a third ex-
ample, the propagation of an ultrasonic pulse is used to ob-
tain information on the electrical and mechanical properties
of materials.4–6 In all cases the quality of measurements is
directly connected to the spatial resolution which can be ob-
tained. For this reason it is favorable to use as short as pos-
sible ultrasonic pulses. However, the presence of oscillations
of pressure in the pulse has a negative impact, particularly in
lossy materials in the first two examples and in any materials
in the last example. Various reasons are responsible for this
negative impact. First, the presence of oscillations within the
pulse has the effect to shift the Fourier spectrum of the pulse
toward higher frequencies without improving the resolution.
Since the attenuation and the dispersion increase drastically
with the frequency in lossy materials, oscillations lead to a
loss of information. Second, oscillations tend to average any
localized phenomena leading again to a loss of information.
Third and as it is well known, the presence of oscillations
may drastically downgrade the solutions obtained in signal
processing, for instance, when using inverse convolution, po-
larity, or envelope detection. For these reasons, it is highly
desirable to produce unipolar, that is to say, having the shape
of half an oscillation, pressure pulses. With such a pulse the

Fourier spectrum is no longer shifted; measurements are no
longer averaged and signal processing is simplified.

Unipolar pressure pulses can be generated using piezo-
electric transducers in various configuration.7,8 It is possible
to use a thick transducer electrically supplied through its
thickness by a uniform field,9,10 a thick transducer supplied
by a divergent field,11 or a thin transducer supplied by a
uniform field.12 In the first configuration, reducing the thick-
ness of the transducer increases the amplitude of the pressure
wave generated for a given applied voltage. However, since
the pressure wave in the transducer is reflected at its bound-
aries, the thicker the transducer is, the more delayed echoes
are induced. A compromise has hence to be found to make
the system generate the highest-pressure wave amplitude
with the most delayed echoes for a given applied voltage. In
the second configuration, an electrical divergent field is pro-
duced in a very thin layer of a thick transducer. In this case
the pressure wave amplitude does not depend on the thick-
ness of the transducer. Unfortunately, electrodes that induce
the divergent field must be carefully insulated in order to
withstand large electric fields outside the transducer which
could lead to electrical breakdowns. In the third configura-
tion, a thin transducer is subjected to a voltage applied to its
opposite faces. The limiting factor in this case is the break-
down strength of the transducer itself. We have focused our
study on thin transducers because they lead to simple con-
figurations that give both a high amplitude response and a
high voltage insulation between the electrodes.

This paper is separated into five parts. In the first part,
after a brief description of the principle and design used, the
transfer function, which characterizes the dependence on the
applied voltage of the emitted pressure wave, is established.
In the second part the optimization of the performance, in
terms of high amplitude pressure wave and a large band-
width, by choosing proper materials is discussed. The mor-
phology of the transfer function is especially studied in order
to show that it is possible to produce short unipolar pressure

a!Laboratoire des Instruments et Syste`mes, Universite´ Pierre et Marie
Curie 10, rue Vauquelin, 75005 Paris, France. stephane.hole@espci.fr
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pulses by applying to the transducer a particular voltage. The
third part presents a way to optimize the matching between
the acoustic part and the electrical part of the system. The
last two parts are devoted, respectively, to bonding effects
and to a presentation of experimental results.

I. DESCRIPTION AND TRANSFER FUNCTION

A. Description

The general design of the elastic wave generator is
shown in Fig. 1. It is composed essentially of three
materials—a waveguide, a thin piezoelectric transducer, and
a backing medium. The waveguide, coupled to one side of
the piezoelectric transducer, transmits the pressure wave gen-
erated by the system to where it is being used. It can be the
sample to be tested itself or an intermediate medium. In the
latter case, its length must be sufficient to delay nondesired
echoes. The backing medium loads the other side of the pi-
ezoelectric transducer in order to modify the shape of the
generator response. Its length must also be sufficient to reject
spurious echoes. The thin transducer transforms electrical en-
ergy into mechanical energy. Its thickness must be small as
compared to its radial dimensions in order to reduce bound-
ary effects. In addition, electrodes, bonding, and coupling
layers are necessary to electrically supply the transducer and
to transmit the elastic wave to the sample.

In the present study, the waveguide and the backing me-
dium are supposed to be of infinite length, which means that
echoes are avoided and boundary effects negligible. All the-
oretical developments are performed at this stage without
taking into account the effect of electrodes, bonding and
other couplings.

B. Transfer function

The transfer function is obtained by combining the state
equations~1! and the boundary conditions, which are the
continuity of the displacement and of the normal stress at the
interfaces. In Eqs.~1!, T is the stress,S the strain,E the
electrical field, andD the electrical displacement field. The
various coefficients areci jkl

E the elastic stiffness at zero elec-
tric field, ei jk the piezoelectric tensor, ande i j

S the dielectric
tensor at no deformation. The exponentsE andSused in the
former terms mean, respectively, at constant electric fieldE,
or constant deformationS:

Ti j 5ci jkl
E Skl2eki jEk ,

~1!
Di5e i j

SEj1ei jkSjk .

As shown in Eqs.~2!, in the case of quasi-static prob-
lems, the strainS derives from the displacementu and the
electrical fieldE from the potentialF. This is clearly the
case since the speed of light is much larger than the speed of
sound, so that the electric field reaches its equilibrium quasi-
instantaneously as compared to the mechanical motions:

Si j 5
1

2 S ]uj

]xi
1

]ui

]xj
D , Ei5

]F

]xi
. ~2!

In the configuration of Fig. 1, where the thickness of the
transducer (x3 axis! is small as compared to its radial dimen-
sions (x1 and x2 axes!, the displacementu and the electric
potentialF can be considered as constant in a section per-
pendicular to thex3 axis. Thus onlyS33 andF3 are different
from zero. In fact, onlyD3 is also different from zero except
for triclinic and some monoclinic crystals. Furthermore,
when no space charge is trapped in the piezoelectric material,
Poisson’s law indicates thatD3 must be constant along the
x3 axis. It can be calculated by integrating over the trans-
ducer thicknessl the second relation of the state equations.
This leads to

lD 35e33
S v1e333„u3~ l !2u3~0!…, ~3!

wherev is the potential difference applied between the two
sides of the transducer~see Fig. 1!. The stressTi j in the
transducer can be obtained by combining relation~3! with
the first relation of the state equations. One has

Ti j 5
e33

S ci j 33
E 1e3i j e333

e33
S S33

2
e3i j e333

l e33
S „u3~ l !2u3~0!…2

e3i j

l
v. ~4!

In the waveguide and in the backing medium, which are
nonpiezoelectric materials, the stress is directly given by
Hooke’s equation:

Ti j 5ci j 33S33. ~5!

It is now possible, using the above expressions for the
stress and adding the boundary conditions, to calculate the
stress in the waveguide as a function of the voltage applied
to the transducer. Since the interfaces are all perpendicular to
thex3 axis, as shown in Fig. 1, the introduction of the bound-
ary conditions leads to the system of Eqs.~6!. In these ex-
pressions the variables are marked with a ‘‘g’’ or a ‘‘ b,’’
respectively, for the waveguide and for the backing medium:

Ti3g~0!5Ti3~0!, u3g~0!5u3~0!,
~6!

Ti3~ l !5Ti3b~ l !, u3~ l !5u3b~ l !.

In this configuration, we see that the only component of
T which is needed isT13, but, except for triclinic and some
monoclinic crystals,T13 and T23 are equal to zero. For this
reason, if these symmetries are avoided, all spatial indexes
needed for solving the boundary equations are equal to 3 and
assuming thatx3 is the z-axis, the boundary conditions can

FIG. 1. Structure of the elastic wave generator.
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be rewritten by introducing the quantitye5e333, eS5e33
S ,

c5c3333, cE5c3333
E , andu5u3 . One has

cg

]ug

]z
~0!5

eScE1e2

eS •

]u

]z
~0!2

e2

l eS „u~ l !2u~0!…2
e

l
v,

ug~0!5u~0!,
~7!

eScE1e2

eS •

]u

]z
~ l !2

e2

l eS „u~ l !2u~0!…2
e

l
v5cb

]ub

]z
~ l !,

u~ l !5ub~ l !.

The pressure waves propagate from the transducer to-
ward decreasingz in the waveguide and toward increasingz
in the backing medium. In the transducer, both directions of
propagation must be considered. If the displacement is an
harmonic plane wave of circular frequencyv, then:

ug~z!5bgei ~vt1kgz!,

u~z!5aei ~vt2kz!1bei ~vt1kz!, ~8!

ub~z!5abei ~vt2kbz!.

In these expressionsa and b are the displacement am-
plitudes for each plane wave,k the wave vector, andt the
time. The displacement amplitudes are, respectively, indexed
by ‘‘ g’’ or ‘‘ b’’ to refer to the waveguide or to the backing
medium. With these values, Eqs.~7! can be expressed as

ivZgbg52 ivZS a2b1
K2

ikl
„a~e2 ikl21!1b~eikl21!…D

2
e

l
v,

bg5a1b,
~9!

2 ivZS ae2 ikl2beikl1
K2

ikl
„a~e2 ikl21!1b~eikl21!…D

2
e

l
v52 ivZbabe2 ikbl ,

ae2 ikl1beikl5abe2 ikbl .

In these expressions the coupling coefficientK, the nor-
malized circular frequencyw, the specific acoustic imped-
ances of the waveguideZg , of the transducerZ and of the
backing mediumZb are defined by

K5e/AeScE1e2,

w5kl,

Zg5kgcg /v, ~10!

Z5k~eScE1e2!/veS,

Zb5kbcb /v.

The system of the four equations~9! can be used to deter-
mine the four unknown valuesivZgbg , a, b, andabe2 ikbl .
The first of these values is of great interest since it describes
the pressure wave emitted in the waveguide. One has

ivZgbg5
iwZg@Z~cos~w!21!1 iZb sin~w!#

Z2@2K2~12cos~w!!2w sin~w!#2ZgZbw sin~w!1 iZ~Zg1Zb!@w cos~w!2K2 sin~w!#
•

ev
l

. ~11!

The transfer functionhg ~12! between the voltage applied to the transducer and the pressure wave emitted in the
waveguide is equal to:

hg5
iwZg@Z~cos~w!21!1 iZb sin~w!#

Z2@2K2~12cos~w!!2w sin~w!#2ZgZbw sin~w!1 iZ~Zg1Zb!@w cos~w!2K2 sin~w!#
•

e

l
. ~12!

II. CONSEQUENCES

The analysis of this transfer function shows that it is
possible, by choosing the proper materials, to have either a
proportional or a differential behavior below the resonance
frequency. It may also be used to apply a particular voltage
shape in order to produce short width unipolar pressure
pulses. These different points are described in the following
chapter.

A. Broad constant bandwidth

When Zg and Zb are both larger thanZ, hg exhibits a
broad proportional bandwidth response. This behavior can
easily be physically explained. Both surfaces of the trans-
ducer generate pressure waves which have the same shape as
that of the applied voltage but of opposite polarities and
delayed one with respect to the other one by the transit time

of sound waves in the transducer. The resulting pressure in
the waveguide, which is more or less the sum of these two
waves, has the same shape as the time derivative of the ap-
plied voltage. Moreover, because the waveguide and backing
medium impedances are larger than that of the transducer,
the reflected waves at the interfaces have the same polarity as
the incident pressure waves, which has an integrating effect.
The derivation followed by the integration leads to an emit-
ted pressure wave proportional to the electrical excitation.
This simple explanation cannot be applied to all frequencies.
Indeed, in the high frequency range, that is to say, when the
transit time in the transducer is long as compared to the
period of the wave, the transducer acts no longer as a deri-
vator because of the fixed time delay. In the low frequency
range, that is to say, when the transit time in the transducer is
short as compared to the period of the wave, reflections no
longer have an integrating effect because of the attenuation

2792 2792J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 S. Holé and J. Lewiner: Unipolar pressure pulse generators



produced by the transmission of pressure, at least in the
waveguide. This leads to a flat proportional bandwidth be-
tween a low and a high cutoff frequencies. The lower cutoff
normalized circular frequencywL can be estimated by carry-
ing a limited development ofhg at low w:

wL5
Z~Zg1Zb!~12K2!

Z2~12K2!1ZgZb
. ~13!

The higher cutoff normalized circular frequencywH de-
pends on the choice ofZg andZb . If they are different,wH

is almost equal top and if they are equalwH is slightly less
than 2p. Such a configuration is well suited for thin poly-
meric transducers such as those made with polyvinylidene
fluoride ~PVDF!. Indeed they have specific acoustic imped-
ance of the order of 1.5 Pa•s/m.

The bandwidth, defined relative to the central frequency,
whenZg5Zb5Z8, is given by

2
wH2wL

wH1wL
'2

Z~pZ2Z8!~12K2!1pZ82

Z~pZ1Z8!~12K2!1pZ82 . ~14!

This bandwidth can theoretically reach 200% ifZ8 is
infinite. In practice, if the waveguide and the backing media
are made of steel and the transducer of PVDF, the bandwidth
is of the order of 196%. It falls to 186% if steel is replace by
fused silica. Figure 2 showshg for configurations in which
the transducer is made of PVDF and the waveguide and the
backing media made either with steel, silica, or brass. It can
be observed that the absorption atw5p in the case of a
fused silica waveguide and a brass backing medium is neg-
ligible whenZg5Zb .

The gainH of the elastic wave generator is given by

H5
ZgZb

Z2~12K2!1ZgZb
•

e

l
. ~15!

In this configurationZ is lower thanZg andZb , so that
the gain is approximately equal to the ratioe/ l .

B. Broad differential bandwidth

It has been seen above that the positive reflections at
both surfaces of the transducer lead to an integrating behav-
ior. Hence, breaking this configuration lets the generator just
act as derivator. The advantage of the differential bandwidth
is that it starts from dc. The application of a step voltage to

the transducer generates a unipolar pressure pulse in the
waveguide.12 At low frequencyhg behaves as

hg'
ZgZb

Zg1Zb
•

iw

Z2~12K2!
•

e

l
. ~16!

Replacingw, Z, andK in ~16! by their values leads to

hg'
ZgZb

Zg1Zb
•

e

cE iv. ~17!

In this expressioniv is the Fourier transform of the time
derivative operator. The gain of this operator has two parts,
the first one depending on the waveguide and on the backing
medium impedances, and the other one depending on the
ratio e overcE, which is the piezoelectric coefficientd of the
transducer. Unlike as in the former broad constant bandwidth
case, the gain of the differential operator does not depend on
the transducer thickness.

When the waveguide has to transmit the pressure wave
to a sample of specific acoustic impedanceZs , the transmis-
sion coefficient of the pressure from the waveguide to the
sample has to be taken into account. Here the overall gain is
optimized when the waveguide impedanceZg

opt is equal to
the geometrical average of the impedances of the backing
medium and of the sample:

Zg
opt5AZsZb. ~18!

Concerning the bandwidth, a choice ofZb between 1
and 1.5 timesZ is a good compromise between amplitude
and bandwidth. In that case the higher cutoff normalized
circular frequency is slightly larger thanp/2. If Zb is slightly
smaller thanZ, the bandwidth can be increased to almostp.
Figure 3 showshg when the transducer is made of a piezo-
electric ceramic, the waveguide of fused silica, and the back-
ing medium either of brass or aluminum.

C. Short unipolar pressure pulse

So far the linear bandwidth of the elastic wave generator
has been studied in the frequency domain. In this paragraph
the generation of short unipolar pressure pulses is especially
analyzed. Indeed, it is possible to express the numerator of
the transfer functionhg as a sum of the Fourier transform of
two adjacent pulses:

FIG. 2. Normalized circular frequency dependence ofhg in the case of a
broad flat bandwidth generator with a PVDF transducer:~a! Steel waveguide
and backing medium.~b! Fused silica waveguide and backing medium.~c!
Fused silica waveguide and brass backing medium.

FIG. 3. Normalized circular frequency dependence ofhg in the case of a
broad differential bandwidth generator with a piezoelectric ceramic trans-
ducer: ~a! Fused silica waveguide and brass backing medium.~b! Fused
silica waveguide and aluminum backing medium.
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Z~cos~w!21!1 iZb sin~w!

⇒ iw
Z1Zb

2 S sin~w/2!

w/2
eiw/2

1
Zb2Z

Z1Zb
•

sin~w/2!

w/2
e2 iw/2D . ~19!

The generator will generate two adjacent pulses if the
voltage applied to the transducer has a Fourier transform
proportional to the inverse of the residual terms ofhg . It can
be recalled that a similar procedure has been used in the
audible range.13 The Fourier transform of this particular volt-
age is proportional to the sum of the five following terms:

2
ZK2~2Z1Zg1Zb!

Zg~Z1Zb!
•

eiw

~ iw !2 ,

1
4Z2K2

Zg~Z1Zb!
•

1

~ iw !2 ,

2
ZK2~2Z2Zg2Zb!

Zg~Z1Zb!
•

e2 iw

~ iw !2 , ~20!

1
~Z1Zg!

Zg
•

eiw

iw
,

2
~Z2Zg!~Z2Zb!

Zg~Z1Zb!
•

e2 iw

iw
.

The three first terms, in 1/(iw)2, are Fourier transforms
of ramp voltages starting respectively from21, 0, and 1 in a
normalized timescale, whereas the last two terms, in 1/(iw),
are Fourier transforms of step voltages. They take place in
the same normalized timescale at time21 and 1. The depen-
dence in the normalized timescale of the voltages associated
with the five terms is shown Fig. 4~a!. Figure 4~b! shows the
result of the summation of these five terms. Figure 4~c!
shows the resulting pressure wave response in the wave-
guide. One can notice that the ramps are proportional toK2.
If the coupling coefficient is small, which is the case for
PVDF and piezoelectric crystals in general, the five voltage
terms can be reduced to only two step voltages. It can be

noticed that even if the coupling coefficient is larger, which
is the case for piezoelectric ceramics and some crystal cuts,
the influence on the pressure response of the ramp voltage
term is still not as important as compared to that of the two
step voltage terms. For these reasons two adjacent pressure
pulses can be almost perfectly generated by the simple ap-
plication of two step voltages delayed by the resonance pe-
riod of the transducer.

It must be pointed out that a similar result can be ob-
tained by a digital signal processing. A single step voltage is
generated from which is subtracted a delayed and properly
amplitude modified copy of this voltage. This technique does
not physically produce a short pressure pulse but rather a
long one eventually with oscillations. However, the mea-
sured signal resulting from this pressure wave can be pro-
cessed to retrieve the information as if it were a short pres-
sure pulse. With this technique, the beginning and the
amplitude of the second step can be optimized by previous
measurements. Another advantage is the simplification of the
experiment: it is easier to generate a single step voltage than
a sequence of two having specific amplitudes and proper
timing. On the other hand, the signal-to-noise ratio is de-
creased by a factor of& due to the sum of two white noises.
Figure 5 shows the result of this process for both low and
high transducer coupling coefficientsK. It can be noticed
that the pulses are better defined with a lowK transducer. As
it has been explained above, the ramp voltage terms do not
introduce significant modification of the shape of the emitted
pressure in the waveguide.

III. ELECTRICAL CONNECTION

So far, the purely acoustic response of a generator has
been discussed, assuming a perfect match with the electrical
generator which supplies it. In this section, the influence of
the connection between the electrical and the acoustical parts
of the system is discussed. A method is proposed to design
and choose the appropriate elements for the whole system.

A. Cable effect

The elastic wave generator emits a pressure wave pro-
portional to the voltage applied to the transducer. But this
voltage depends on the electrical input impedance of the
elastic wave generator, on the cable properties, and on the
output impedance of the electrical generator. If there were no
cable and an electrical generator with an almost zero output
impedance, the problem would be solved. Because it is hard
to reach such a configuration within a large bandwidth, the
electrical input impedance of the elastic wave generator must
be taken into account. It can easily be calculated by intro-
ducing in relation~7! the expression of the current densityj
versus the electrical displacement fieldD:

j i52
]Di

]t
. ~21!

In the case of an harmonic excitation and taking into
account the fact thatD1 andD2 are equal to zero,j can be
expressed from the following:

FIG. 4. Voltage shape that must be applied tohg to make the generator
produce two adjacent pressure pulses:~a! Decomposition of the voltage into
three ramps and two steps.~b! Voltage shape resulting from the summation
of the five voltage terms.~c! Pressure shape generated.

2794 2794J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 S. Holé and J. Lewiner: Unipolar pressure pulse generators



2 j S 1

iv
1d~v! D5

eS

l
v1

e

l
„u~ l !2u~0!…. ~22!

When the mean current is equal to zero, the electrical
impedance is

v
j

5S 12K2
Z~Zg1Zb!sin~w!12iZ2~12cos~w!!

w@Z~Zg1Zb!cos~w!1 i ~Z21ZgZb!sin~w!# D
3

l

iveS . ~23!

Below resonance, the impedance behaves as a planar
capacitor of thicknessl made of a dielectric having the di-
electric constant at zero stiffnesseT of the transducer. The
exponentT used foreT means at constant stressT. One has

v
j

5~12K2!
l

iveS5
l

iveT . ~24!

Sincel is small, the equivalent capacitance of the trans-
ducer is large. This makes it difficult to supply the higher
frequencies. Two cases can be considered. First, the electri-
cal generator is matched to the cable and the electrical circuit
can be considered as aRC circuit, whereR is the output
impedance of the electrical generator andC the input imped-
ance of the elastic wave generator. In this case, the electrical
bandwidthFe is 1/(2pRC). Second, the electrical generator

is not matched to the cable and the electrical circuit can be
considered, if the length of the cable is short enough, as a
RLC circuit whereL is the inductance of the cable. In that
case, the electrical bandwidthFe is 1/(2pALC).

B. Case of a differential bandwidth generator

In this paragraph the optimization of a differential band-
width generator is considered. The problem is to obtain the
largest pressure amplitude for a given voltage generator,
acoustical bandwidth, coaxial cable, and transducer area. It
has been shown above that the bandwidth of the elastic wave
generator is proportional to the thickness of the transducer.
Thus its equivalent capacitanceC can be calculated from the
acoustical bandwidthFa , the transducer sound velocityV,
and the areaS taking p/2 as the normalized cutoff circular
frequency. One has

l 5
V

4Fa
, ~25!

which leads to

C5
4eTSFa

V
. ~26!

The bandwidth of the whole system depends not only on
the transducer parameters but also on the electrical param-
eters. If the acoustical bandwidthFa is lower than the elec-
trical bandwidthFe , then the amplitude of the emitted pres-
sure is optimized when the transducer has the highest
piezoelectric coefficientd, as shown in Eq.~17!. Suppose
now thatFe is lower thanFa one must decrease the capaci-
tance seen by the electrical generator by introducing a serial
capacitor Cs in the circuit in order to reach at leastFe

5Fa . Using the expressions forFe obtained in Sec. III A, it
is possible to determineCs in the case of matched cables or
of short length cables. In the case of matched cables one has

Cs5
4eTSFa

8pReTSFa
22V

, ~27!

and with short length cablesCs is given by

Cs5
4eTSFa

~4p!2LeTSFa
32V

. ~28!

This serial capacitor increases the electrical bandwidth
but also decreases the voltage applied to the transducer by a
factor M for a given electrical generator voltage. Since the
value ofCs depends on the transducer dielectric constant and
on the sound velocity,M has to be taken into account for the
choice of the transducer material. For matched cablesM is
equal to

M5
V

8pReTSFa
2 , ~29!

and for short length cablesM is equal to

M5
V

~4p!2LeTSFa
3 . ~30!

FIG. 5. Pressure in the waveguide as a function of time and time compres-
sion signal obtained by digital processing. The elastic wave generators have
a fused silica waveguide and a brass backing medium:~a! Case of a low
piezoelectric coupling coefficient~40-mm PVDF transducer supplied by a
540-V step voltage!. ~b! Case of a high piezoelectric coupling coefficient
~120-mm piezoelectric ceramic transducer supplied by a 52-V step voltage!.
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As can be seen in both cases, this factor is directly pro-
portional to the ratio ofV/eT. The pressure wave amplitude
is thus optimized when the transducer has the highestV•g
product, whereg is the classical piezoelectric coefficient as
defined by the ratiod/eT.

We have considered the effect of two types of connec-
tions. It is now possible to analyze the best one for a given
application. If the electrical bandwidth is larger than the
acoustical one, both types of connections are equivalent. On
the contrary, if a serial capacitor has to be added, then it is
more favorable to choose the type which is associated with
the smallestM factor. The ratio ofMm , obtained in the case
of a matched connection, overMs , obtained in the case of a
short length connection, is

Mm

Ms
5

2pLFa

R
52pFaAme l c . ~31!

In this expressionm ande are, respectively, the insulator
permeability and the dielectric constant of the coaxial con-
necting cable andl c its length. For a 1-m length polyethylene
insulated coaxial cable, the best matched connection is ob-
tained whenFa is higher than 32 MHz.

In the case of the generation of two adjacent pressure
pulses, the electrical bandwidth has to be larger than the
acoustical one in order to include the spectrum of these two
pulses. For instance,Fe must be eight times larger thanFa to
generate pressure pulses having edges four times smaller
than their width. Assuming thatn is the ratio ofFe overFa ,
Mm is divided by a factorn and Ms by a factorn2. Thus
Mm /Ms is also reduced by a factorn so that the matched
connection type may always be used.

IV. BONDING

All analysis has been made assuming in the elastic wave
generator a perfect coupling between the waveguide and the
transducer and between the transducer and the backing me-
dium. Unfortunately, this is not the case because these inter-
faces include electrodes and a bonding material. The intro-
duction of such layers on both sides of the transducer
changes the transfer function of the generator. It is well ac-
cepted to consider that layers of thickness smaller than 5% of
the wavelength do not produce any serious degradation. For
instance, with a 20-MHz bandwidth, 5% of the wavelength
in an Epoxy layer leads to a thickness of less than 5mm. If
the layer is thicker then some effects are visible on the band-
width. The influence of these layers can be taken into ac-
count. They change the impedance according to

Zseen8 5Zl

Z81 iZl tan~v l l /Vl !

Zl1 iZ8 tan~v l l /Vl !
, ~32!

whereZl , l l , andVl are, respectively, the layer impedance,
the thickness, and the sound velocity, andZ8 is either the
waveguide or the backing medium impedance. It can be ob-
served thatZseen8 is progressively changed fromZ8 to iZl as
the frequency increases. Above the resonance frequency of
the layer, the impedance oscillates betweenZ8 and iZl , and
produces resonances and antiresonances in the acoustical
bandwidth. When the layer is relatively thin, the resultinghg

amplitude is enhanced when the layer impedance is larger
thanZ8 and is reduced in the opposite case.

V. EXPERIMENTAL RESULTS

Some results in the time domain have already been
shown above. In the present part, experimental spectra are
compared with the theoretical calculation ofhg established in
the first part of this paper.

We have used two types of piezoelectric transducers ei-
ther made of ceramic or of PVDF. In order to measure the
emitted pressure wave an electrical method involving a short
circuit capacitor is used.12 When the pressure wave enters
into the insulating part of the capacitor, the short circuit cur-
rent i sc is proportional to the pressure shape:

Tg~ t !52
Zs

tCs
•

l s

Vs
i sc~ t !. ~33!

In this expressionZs , l s , andCs are, respectively, the
specific acoustic impedance, the thickness, the capacity of
the sample, andVs is the applied voltage. From the short
circuit current and the shape of the voltage applied to the
transducer, it is possible to derivehg .

Figure 6 shows a comparison between the experimental
and the theoretical spectra of a broad flat bandwidth genera-
tor made of a fused silica waveguide, a brass backing me-
dium, and a 40-mm-thick 1.75-cm2 active surface PVDF
transducer. As expected, the two spectra are very similar,
except for their amplitude, exhibiting a bandwidth of almost
185% spread from 800 kHz to 20 MHz. The difference of the
amplitude over this bandwidth, which corresponds to a shift
of 25 dB, can be attributed to pressure losses in the trans-
ducer, in the waveguide, and in the coupling media and also
to the uncertainty of characteristic coefficients of the materi-
als used in the experiment. The spectrum has been calculated
with the ‘‘original’’ pressure of Fig. 5~a! generated by a step

FIG. 7. Broad differential bandwidth elastic wave generator.

FIG. 6. Broad flat bandwidth elastic wave generator.
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voltage of only 175 V. This voltage could be 10 times larger
and still not reach the breakdown voltage. Such a voltage
could generate a pressure of 1 MPa in the waveguide.

Figure 7 shows a comparison between the experimental
and the theoretical spectra of a broad differential bandwidth
generator made of an aluminum waveguide, a brass backing
medium, and a 120-mm-thick 1.75-cm2 active surface ce-
ramic transducer.14 Here again the general shapes are very
similar and the difference of the amplitude over the spectrum
corresponds to a shift of25 dB for the same reasons as
mentioned above. The time response of this elastic wave
generator to a 175-V step voltage is illustrated in Fig. 8. The
peak pressure amplitude is 1.5 MPa for a 30-ns rise time and
a 135 ns width. Some oscillations due to the bonding appear
on the peak but vanish rapidly.

VI. CONCLUSION

In this paper we have shown that it is possible to gener-
ate high power pressure pulses using a thin transducer
coupled on each of its sides with a waveguide and a backing
medium. We have analyzed the behavior of such a system
taking into account the specific acoustic impedance of the
components of the elastic wave generator. Depending on the
goal, very broad flat or differential bandwidth generators can
be designed. It is also possible to generate very well defined

pressure pulses using two consecutive step voltages of prop-
erly chosen amplitudes with one delayed with respect to the
other one by the resonance period. The influence of the elec-
trical connections has been taken into account in order to
make possible the design of a system giving the highest am-
plitude pressure wave with the lowest electrical applied volt-
age. Experiments have been carried out which show a very
good agreement between theory and experiments.
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5C. Alquié, G. Dreyfus, and J. Lewiner, ‘‘Stress-wave probing of electric
field distributions in dielectrics,’’ Phys. Rev. Lett.47, 1483–1487~1981!.
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A compact theory and the detailed design of the ring-type all-fiber Fabry–Pe´rot interferometer
hydrophone system has been developed here. The system is composed of four parts: the optical part
with the laser source, the ring interferometer of all-fiber suited for the acoustical structure, the
acoustical structure, and the stabilization maintaining the feedback servo mechanism and signal
demodulation part. For this reason it differs greatly in many ways from the traditional concept of
hydrophone which is commonly made up with one or several functional material elements such as
the piezoelectric ceramic or the PVDF ones. So, on accuracy ground it is named the Fiber
Hydrophone System instead of Hydrophone. The fiber-optic hydrophone itself, not including the
laser source and the electric servo part, has the compact size off40380 mm, specific gravity of
less than 1, and the system has a free-field open-circuit voltage sensitivity level of above2140 dB
re: 1 V/mPa. Experimental results show an exciting future of this kind of fiber-optic hydrophone
system for the application of all optical towed arrays. ©1998 Acoustical Society of America.
@S0001-4966~98!01209-0#

PACS numbers: 43.38.Zp, 43.30.Yj@SLE#

INTRODUCTION

Perhaps one of the most important breakthroughs in so-
nar technology after World War II is the towed array sonar
system. This breakthrough had forced the submarine to be
developed into a quieter state. As a follow-up to the coming
out of the quieter state submarine the need for some new
sonar concepts which can keep in step with the up-to-date
progress of technology becomes clear. An optic towed array
is such a new concept and the fiber-optic hydrophone is its
kernel part.

Optic fiber sensing technology began in the late 1970s,
optic fiber hydrophones were first demonstrated by Bucaro
et al. in 1977.1 During 20 years of development significant
progress has been achieved. Now there are tens of different
kinds of fiber-optic hydrophones being reported. Among
these works, Dandridge’s contribution is the most
noticeable.2–5 From the point of view of the acousto-optic
transduction mechanism, the fiber-optic hydrophone systems
can be classified into three types: the intensity modulation
type, the polarization modulation type, and the phase gener-
ated interference type. This has been well demonstrated in
the published literature.

Now, the main interests of the study in sonar use are
focused on the phase generated interference type. Since the
working principles are exactly the same with traditional optic
interferometers except that the light paths are confined
within the optic fibers, the hydrophone systems of this type
are also named the interferometer hydrophone systems. Hy-
drophones of this type have sensitivities of 2 to 3 orders of
magnitude higher than that of the piezoelectric ceramic
counterparts that are now in active service.

Figure 1 shows several all-fiber interferometers suitable
for hydrophone systems.

The Mach–Zehnder and the Michelson interferometers
belong to the two-beam interference kind which have two
fiber arms; one is the sensory arm, the other is the reference
beam arm. An acoustically induced change on the sensory
arm will generate a phase difference between the two arms;
if we suitably select the linear region of its output intensity
versus the change of phase difference as its working scope,
the phase difference will be proportional to the acoustic
change. However, there are some inconveniences in forming
a hydrophone with these kinds of interferometers, such as its
reference arm will also be sensitive to the acoustic pressure
and this requires solving the acoustical shielding problem,
which is a difficult matter. A push–pull idea which makes
both arms sensory arms seems to some extent to provide a
solution to the problem, but this idea limits the hydrophone’s
structure to an impractical case.6 In addition, this kind of
interferometer hydrophone needs two fiber couplers, making
the system arrangement more complex. But there are also
some advantages of this kind, for example, it does not need
the laser source to be highly coherent and this will reduce the
technical requirement for the laser source greatly.

The Sagnac and the Fabry–Pe´rot interferometers belong
to the multibeam interference kind.

An all-fiber Sagnac interferometer operates in such a
principle that the light beam from the laser source is coupled
to a directional coupler which splits the beam into two. It
makes the two beams transmit in opposite directions with
each other in a closed fiber ring, and then they return to the
same terminal of a photodetector. If the system gets a small
rotation in the direction perpendicular to the plane where
light beams are in, there will be an optical path difference
between the two beams. So it is sensitive to the rotation
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effects and often used as a gyroscope system. When it is used
as a hydrophone system, we have to add another coupler and
a polarizer to distinguish the sensory beam and the reference
one.

All-fiber Fabry–Pe´rot interferometers can be arranged in
two forms in their construction. One is by plating certain
medium films which have a high reflecting ratio onto both
ends of a piece of single-mode fiber to form a Fabry–Pe´rot
resonator. This form has advantages of simplicity and high
sensitivity. But its high reflection back to the laser source
will induce an unstable source problem, so an isolator is
needed. Another problem is the technical difficulty of con-
necting the communicating fiber to the two ends. These limit
its real application in constructing a practical hydrophone.
The other form of an all-fiber Fabry-Pe´rot interferometer is
by using a so-called fiber ring resonator to form a Fabry–
Pérot counterpart. It usually has a fineness of tens or several
hundreds. Theoretically speaking, a Fabry–Pe´rot interferom-
eter has a fineness of 1 to 2 orders of magnitude higher than
that of the Mach–Zehnder and Michelson ones. In reality, it
is the finest displacement-sensing instrument known today.
So, theoretically the hydrophones of Fabry–Pe´rot interfer-
ometer type have the highest sensitivity.

Therefore we choose the ring form of all-fiber Fabry–
Pérot interferometer in our hydrophone system.

I. THEORIES

A. The principles of the ring-type all-fiber Fabry–Pe ´rot
interferometer

Traditionally a Fabry–Pe´rot interferometer is made up
of two parallel mirrors, it is an open cavity and requires the
two mirrors to be strictly parallel with each other. Any slight
tilt would induce a rapid geometrical loss, so it is very dif-
ficult to have a relatively long cavity interferometer.

While a ring-type all-fiber Fabry–Pe´rot interferometer
employs the single-mode optical fiber and a directional cou-
pler to make up a closed cavity, it is necessary that the multi-
beam interference be completed by means of a ring optical
fiber path. Having overcome this problem, there is another
difficulty which we will meet when we make a practical
hydrophone; that is the winding loss, which will be discussed
later.

The working principles of a ring-type all-fiber Fabry–
Pérot interferometer are shown in Fig. 2. It is commonly
named a ring resonator in the optical fiber communication
field.

An incident light E1 from the laser source is split by the
coupler into two, the E3 and E4. By passing through the ring,
E3 becomes another incident light E2 which again will be
partially coupled into E4, and partially into E3 by the cou-
pler. This endless circulation forms the multibeam interfer-
ence at the output end of E4.

FIG. 1. Some typical all-fiber interferometers.
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If we useac to indicate the coupling loss,a f , the trans-
mitting loss of light in the fiber, andK, the coupling coeffi-
cient of the coupler, and assume the ring has a length ofl, the
optical traveling time needed in one circulation in the ring
will be

t5 l /n, ~1!

where v is the velocity of light in the fiber. Thus we can
express the light amplitudes as follows:

E1~ t !5E0 exp@2 i ~2pn0t1w~ t !!#, ~2!

E2~ t !5exp~22a f l /2!E3~ t1t!, ~3!

E3~ t !5exp~2ac/2!@~12K2!1/2E1~ t !1 iKE2~ t !#, ~4!

E4~ t !5exp~2ac/2!@ iKE1~ t !1~12K2!1/2E2~ t !#. ~5!

The fiber ring lengthl cannot be very long, so the optical
transmitting loss factora f l in the fiber ring is relatively very
small compared with the coupling lossac , in fact it can be
neglected in Eq.~3!, so we can approximately express Eq.
~3! as

E2~ t !5E3~ t1t!. ~6!

With the recurrence relations of Eqs.~2!–~5!, we can get

E4~ t !/E1~ t !5AH B1A~12K2! (
n51

`

~AB!n21

3exp@2 i2pnn0t1 i „w~ t !2w~ t1nt!…#J ,

~7!

whereA5exp(2ac/2), B5 iK . By taking the mean square
of the above equation with respect to time, we finally obtain
the input–output light intensity ratio of the ring-type all-fiber
Fabry-Pe´rot interferometer as

uE4~ t !/E1~ t !u25A2$12G/@12H sin2~u/2!#%, ~8!

where

G5~12K2!~12A2K2C2!~12A2!/~11AKC!2~12A2K2!,
~9!

H54AKC/~11AKC!2, ~10!

C5exp~22pDnt!, ~11!

u52pn0t2p/2. ~12!

Equation~8! includes the information of random-phase per-
turbation of the laser source. Here we can make a brief dis-
cussion on its output properties.

~a! SupposeA25K2, this means the coupling coefficient
K is matching with the coupler loss coefficientA, in addition,
suppose the laser source is monochromatic, or the spectrum
line width ~of the laser source! Dn50, thus from Eq.~8! we
know

UE4~ t !

E1~ t !U
2

5K2
12~12K2!2

~11K2!224K2 sin2~u/2!
, ~13!

this is the ideal case, its resonating output properties are
shown in Fig. 3 and, at this case we say the coupling coef-
ficient K is the resonance coupling coefficient.

~b! Again, in the matching case ofA25K2, but the ef-
fects of the spectrum line width have been taken into consid-
eration, that is,DvÞ0. Substitutingt5 l /n, Dn5nDl/l,
and~the coherence length! Lc5l2/Dl into ~8! and we have

UE4~ t !

E1~ t !U
2

5K2H 12
~12K !2

„11K2 exp~22p l /Lc!…/~11K2!

124K2 exp~22p l /Lc!sin2~u/2!/„11K2 exp~22p l /Lc!…
2J . ~14!

FIG. 2. A ring type all-fiber Fabry–Pe´rot interferometer.

FIG. 3. Ring resonance properties.
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Figure 4 shows the changes of the resonance output proper-
ties of the ring resonator with respect to the coherence length
of the laser source.

B. The elastic theories of the back structure of the
hydrophone

One of the advantages of an optical fiber hydrophone is
that you can design it in any shape you need. The shape can
be formed by the so-called elastic back structure of the hy-
drophone. In fact it is the back structure which will respond
to the acoustic pressure impinged on the hydrophone, and
corresponding results ensue when the back structure issues
elastic strains in accordance with the pressure. The strains
can be sensed by the fiber ring of the interferometer being
wound around the back structure. In our case, we choose the
back structure to be a hollow cylinder with end caps at both
ends to keep an air cavity inside the structure in order to
obtain a maximum response to the acoustic pressure~see Fig.
5!.

We are concerned here with only the low-frequency
range, or in other words, the maximum dimension of the
hydrophone is small compared with the acoustic wavelength,
so we can use the quasistatic analysis method to solve this
problem. However, it may be proper to say a few words
about an objection brought forward by Bucaro,7 which tends
to invalidate this usual calculation and suggest a dynamic
correction. When the thickness of the cylinder has thinned to
any considerable extent, our calculation of quasistatic analy-
sis would have to be greatly modified.

In the quasistatic state the problem can be solved by
evaluating only the stresses. Here as usual we use 1, 2, and 3
to represent the cylindrical coordinate components ofr, u,
andz, respectively. The stress components of the back struc-
ture ~Fig. 5! should satisfy the equilibrium and the accordant
equations, and also the boundary conditions, which are as
follows. The axisymmetric equilibrium equations:

]T1

]r
1

]T6

]z
1

T12T2

r
50, ~15!

]T3

]z
1

]T6

]r
1

T6

r
50. ~16!

The axisymmetric accordant equations:

D2T12
2

r
~T12T2!1

1

11s

]2Q

]r 2 50, ~17!

D2T21
2

r
~T12T2!1

1

11s

1

r

]2Q

]r 2 50, ~18!

D2T31
1

11s

]2Q

]z2 50, ~19!

D2T62
1

r 2 T61
1

11s

]2Q

]r ]z
50, ~20!

where D25]2/]r 211/r ]/]u1]2/]z2, Q5T11T21T3 ,
ands is the Poisson’s ratio of the material. If we introduce
the stress potentialF here to simplify the problem, we have
the relations:

T15
]

]z S sD2F2
]2F

]r 2 D , ~21!

T25
]

]z S sD2F2
1

r

]F

]r D , ~22!

T35
]

]z F ~22s!D2F
]2F

]z2 G , ~23!

T65
]

]r F ~12s!D2F2
]2F

]z2 G . ~24!

Substituting Eqs.~21!–~24! into ~15!–~20!, F satisfies

D2~D2F!50. ~25!

The general solution of the above equation is

F5z~Alnr1Br21C!1Dz3, ~26!

where the constantsA, B, C, andD can be determined by the
following boundary conditions:

T1ur 5a50, T1ur 5b52P0 ,

T3uz521/25Tu3z51/252P0

b2

b22a2 , ~27!

T6ur 5a50, T6ur 5b50,

whereP0 denotes the incident acoustic pressure, and there-
fore we get the solutions of the stressesTi of the back struc-
ture induced by the incident acoustic pressureP0 :

FIG. 4. Relations with coherence length.

FIG. 5. PVC elastic cylinder as the back structure.
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F T1

T2

T3

T6

G5P0

b2

b22a2 F a2

r 221

2
a2

r 2 11

1
0

G . ~28!

Having had the solution of the stressesTi , the corresponding
strainsSi are obtained at once:

F S1

S2

S3

S6

G5
P0b2

Y~b22a2! F a2~11s!

r 2 2~122s!

2a2~11s!

r 2 2~122s!

2112s
0

G . ~29!

C. The free-field open-circuit voltage sensitivity level
of the hydrophone

Suppose the phase of the traveling light in the ring is

w5knl5b l 1w0 , ~30!

wherek is the wave number of light in vacuum andn is the
refractive index of the fiber core.

Any response to the incident acoustic pressure of the
back structure will introduce a phase change in the ring in-
terferometer being wound on it, we may write it as

Dw5bD l 1 lDb5bD l 1 l @kDn1~]b/]a0!Da0#, ~31!

where a0 is the radius of the fiber core, the term
(]b/]a0)Da0 , which represents the frequency dispersion, is
very small compared withkDn, so we can approximately
rewrite ~31! as

Dw5b l
D l

l
1b l

Dn

n
. ~32!

The second term of above equation can be evaluated by mak-
ing use of the photoelastic relation:

DS 1

n2D
y

5(
l

k,l

pi jkl ekl , ~33!

where ekl are the strain components of the fiber core and
pi jkl is the photoelastic coefficients. Hitherto we have sup-
posed the fiber to be a homogeneous material, so only two of
pi jkl are independent. Note also the relations ofD l / l 5e33,
e115e22, we have

Dw5e33b l 2
n2

2
b l @~p111p12!e111p12e33#, ~34!

hence, if assuming the fiber has been wound tightly on the
back structure, i.e., the elastic changes will be transmitted
directly into the fiber without any loss, or in other words, we
provide that the strains on the connecting boundaries be-
tween the fiber and the back structure are continuous, then,
by noticing the difference between the two coordinate sys-
tems, we can obtain

e335~S11S2!ur 5b , ~35!

e115S3ur 5b , ~36!

by substituting~29! into ~35! and ~36!, and then by using
~34!, we get

Dw5
P0b lb2~2s21!

Y~b22a2! F12
n2

2
~p1112p12!G . ~37!

This means the pressure-phase sensitivity is

Dw

P0
5

b lb2~2s21!

Y~b22a2! F12
n2

2
~p1112p12!G . ~38!

Figure 6 shows the relations of the pressure-phase sensitivity
D/P0 with the back structure’s radius ratioa/b.

Another important design parameter is the optimum
sensing point. If we define

Su5
]

]u UE4~ t !

E1~ t !U
2

~39!

as the phase sensitivity of the Fabry–Pe´rot interferometer,
then there will exist a most sensitive pointu5u0 which sat-
isfies

]Su

]u U
u5u0

5
]2

]u2 UE4~ t !

E1~ t !U
u5u0

2

50. ~40!

From Eqs.~8! and ~39! we have

FIG. 7. Diagram of the hydrophone head.

FIG. 6. Relative-relations of phase-pressure sensitivityDf/p0, with the
radius ratio,a/b.
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u05arccos
1

2 H S 2

H
21D6F S 2

H
21D 2

18G1/2J . ~41!

Substituting~41! into ~39!, the optimum phase sensitivity of
the Fabry–Pe´rot interferometer is obtained

Su0
52

A2G cos2 u0

2H sin3 u0
. ~42!

Equation~42! represents the change per unit phase shift of
the unified output light power from the interferometer.

An incident acoustic pressureP0 acts on the hydrophone
and induces a phase shift ofDw, this will induce a power
change of the output light:

DWout5DwSu0
Win , ~43!

where Win denotes the input light power from the laser
source. By inserting~38! into the above equation,DWout

becomes

DWout52
A2G cos2 u0

2H sin3 u0
•

P0b lb2~2s21!

Y~b22a2!

3F12
n2

2
~p1112P12!GWin . ~44!

Then the output current induced byDWout has the form

i out5DWout

qe

hn
, ~45!

whereq is the light quantum coefficient of the photodiode at
the output end of the hydrophone,e is the electricity of one
electron,h is the Plank constant, andn is the light frequency.
If, in addition, the photodiode has a load resistanceR, then
the output voltage signal of the hydrophone will be

Vout5 i outR5DWout

qe

hn
R, ~46!

thus we obtain the free-field open-circuit voltage sensitivity
of the hydrophone:

M05
Vout

P0
5

qe

hn
R

b lb2~2s21!

Y~b22a2!

A2G cos2 u0

2H sin3 u0

3Fn2

2
~p111p12!21GWin ~47!

and the corresponding sensitivity level:
ML520 log~M0 /M ref!, ~48!

where M ref is the reference sensitivity with the value of 1
V/mPa.

II. THE SYSTEM ARRANGEMENT

A. The diagrams of the system and the hydrophone
head

The ring-type all-fiber Fabry–Pe´rot interferometer hy-
drophone system has four main parts: the optical part with
the laser source, the ring interferometer of all-fiber suited for
the acoustical structure, the acoustical structure, and the sta-
bilization maintaining the feedback servo mechanism with
the signal demodulation part. Figure 7 shows the hydrophone
head arrangement. The scheme diagram of the system is
shown in Fig. 8. We will give a brief discussion below.

B. The requirements for the laser source

From Sec. I B we know the spectrum line widthDn of
the laser source affects the hydrophone’s coherence proper-
ties greatly. And from Eq.~46! in Sec. I C we can see that
the stability of the output power of the laser source also has
a direct influence on the hydrophone’s sensitivity. So it re-
quires that the laser source have a narrow-band spectrum
together with a highly stable output power. We choose a

FIG. 8. The schematic diagram of Fabry–Pe´rot interferometer hydrophone.

FIG. 9. Block diagram of signal pro-
cessing and demodulation scheme.
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He–Ne laser source with the wave length of
l50.6328mm, and make use of the thermalQ-controlling
technique to adjust the cavity length of the laser source au-
tomatically, locking the frequency in a certain point. The
technical parameters are as follows: frequency stability:
~1–10 s square-error! 10210; frequency repeatability: prior to
6131027; output power stability: 1%; spectrum line width:
Dn,300 kHz.

C. Signal demodulation and hydrophone stabilization

We used the noise-freep- i -n-type photodiode at the
output terminal of the hydrophone as a photoelectric con-

verter, and a coimpedance amplifier at the front stage of the
receiving circuit to detect and amplify the faint output cur-
rent signal from the photodiode. The frequency range is from
50 to 5000 Hz, and the bandpass filters are used to absorb
noise. In general, both the acoustical and the electrical noise
shielding methods would have already been well considered
at the design stage, so the high-frequency band suppression
filter used in the system seems to have little use, but in real-
ity we have a piezoelectric ceramic tube inside the hydro-
phone to serve as a reacting mechanism for maintaining the
ring interferometer in its optimum sensing point, and this
mechanism may, under certain circumstances, have some
slight vibrating effects due to its resonance frequencies,
which will cause a wrong feedback controlling signal and the
corresponding mechanism reactions. In such a case the high-
frequency band suppression filter takes its effects. Below 50
Hz, the perturbation has relatively higher amplitudes, and the
lower the frequency, the more difficult to purify it, so the
acoustic shielding is necessary. Figure 9 is the illustration
diagram of this part.

D. The interferometer and the back structure

The all-fiber Fabry–Pe´rot interferometer is made of the
single-mode fiber with the cutoff wavelengthl
50.579mm, and the directional coupler used has a loss fac-

FIG. 10. ~a! Ring resonator’s coherence properties~a! at its natural state,
and ~b! after round winding.

FIG. 11. Photo of an experimental hydrophone head~number 3!.

FIG. 12. Fluid column vibrating calibration system.

FIG. 13. Sound absorbing water pool with the measuring system.
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tor which is less than 0.3 dB. According to the theory and
considering the coherence length of the laser source, we
choose the fiber ring length to bel 58 m. The sensitivity of
the hydrophone is proportional to the ring lengthl, but the
length is constrained due to the winding loss. Figure 10
shows the pictures of the resonance output properties of the
ring interferometer before and after the round winding. We
can see in the pictures the coherence fineness dropped from
above 50 to about 5. The coupling coefficient is chosen to be
K50.95. There is an isolator between the input terminal of
the hydrophone and the output terminal of the laser source
which is used to protect the back reflection from the fiber end
to the laser source; another method for protecting the back
reflection is to grind the input fiber end into an angle, say,
about 6°. The geometric parameter of the back structure is
chosen to bea/b50.95, and the outside dimension of the
hydrophone isf40380 mm. Figure 11 shows the photo pic-
ture of the experimental hydrophone head numbered 3.

III. THE EXPERIMENTAL RESULTS

The sensitivity level and the phase consistent measure-
ments were carried out in two ways according to the different
frequency ranges. From 50 to 1000 Hz the measurements
were done by making use of the fluid column vibrating cali-
bration system, as shown in Fig. 12, and from 1000 to 5000
Hz the measurements were made in the sound absorbing wa-
ter pool, the arrangement is shown in Fig. 13.
The experimental results are listed in Table I and Fig. 14
shows the sensitivity levels, both theoretical and experimen-
tal, of the hydrophone numbered 3.

As to the minimum detectable acoustic pressure~level!,
we have done such a test in the sound absorbing water pool,
that is, by reducing the acoustic source’s level gradually until
the B&K 8103 standard hydrophone’s output is nothing but

noise, then from this level continue the reduction~about 6
dB! until the acoustic source cannot work properly, we failed
to catch the minimum detectable acoustic pressure~level! of
the optic fiber hydrophone.

From the above table we can see that there is a disagree-
ment between the two rows atf 51000 Hz, this is due to the
systematic errors between the two different calibration sys-
tems. Figure 14 shows the mean experimental sensitivity lev-
els of the above results compared with the theoretical one
that is expressed in a line. The phase values are the relative
ones being compared with the standard hydrophone under
the same circumstance. From Fig. 14 we can see that the
experiment sensitivity level is higher than that of the pre-
dicted one, and at both the low- and the high-frequency ends
the sensitivity level has the tendency to descend, this having
much to do with the ‘‘free waves’’ which, by using the dy-
namic elastic theory instead of the quasistatic one, has been
demonstrated by Bucaro.7 Also the descent of the sensitivity
level from 800 to 1000 Hz may be caused partly by the upper
frequency limit of f Hoff5800 Hz of the fluid column vibrat-
ing calibration system, and the lower frequency limit of
f Loff51000 Hz of the sound absorbing water pool.

TABLE I. Measured results of the sensitivity level and relative phase stability of the hydrophone numbered 3
(0 dB re: 1 V/mPa!.

Measuring
order
f (Hz)

First time Second time Third time Fourth time

M (dB) F~deg! M (dB) F~deg! M (dB) F~deg! M (dB) F~deg!

63 2137.9 328.1 2136.8 328.4 2137.9 327.9 2137.0 328.3
80 2130.0 170.1 2128.6 170.2 2129.0 170.1 2130.0 170.1

100 2127.1 175.0 2126.6 175.0 2126.9 175.1 2127.0 175.0
125 2126.6 174.3 2126.2 173.9 2127.1 173.6 2126.8 173.6
160 2126.8 202.3 2126.1 202.7 2126.3 202.7 2126.1 202.7
200 2125.6 200.6 2125.6 200.6 2125.4 200.4 2125.6 200.4
250 2125.9 202.4 2125.0 202.2 2125.9 202.1 2125.6 202.2
315 2124.7 217.6 2124.1 217.6 2125.3 217.9 2125.1 217.6
400 2125.2 227.8 2125.5 227.8 2125.2 228.0 2125.8 227.9
500 2126.2 230.9 2125.7 231.0 2125.7 231.0 2125.9 230.9
630 2127.1 245.7 2125.7 245.7 2126.6 245.7 2127.0 245.7
800 2131.6 106.4 2130.5 106.9 2130.2 106.1 2130.4 106.2

1000 2132.5 14.2 2132.2 14.3 2132.7 14.4 2132.5 14.2
*1000 2129.5 235.2 2129.9 235.7 2127.5 236.0 2128.9 235.7
1250 2127.2 233.9 2129.3 234.0 2129.0 233.5 2129.2 234.0
1600 2128.1 230.3 2128.9 229.3 2128.9 230.1 2129.0 230.1
2000 2127.9 230.0 2128.1 229.9 2129.1 229.9 2130.5 230.0
2500 2128.5 260.7 2129.3 260.2 2127.5 261.0 2129.0 260.2
3150 2128.0 2102.7 2129.5 2102.5 2129.3 2102.5 2128.9 2102.2
4000 2129.5 2145.9 2131.2 2145.8 2130.3 2145.0 2129.0 2145.0
5000 2129.8 176.1 2130.1 176.4 2130.5 176.4 2131.0 176.5

FIG. 14. The theoretical~2! and the measured~* ! sensitivity levels.
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IV. CONCLUSIONS

We have introduced here the theoretical formulations
and the practical arrangements of the all-fiber Fabry–Pe´rot
interferometer hydrophone system. The system has a sensi-
tivity level of above2140 dB, and the hydrophone head has
a compact size off40380 mm. Still, two matters need to be
improved in this system. One is the linear dynamic range,
which depends on the depth of the slope of the coherence
curve represented by the ratiouE4/E1u2 as a function of the
phase shift, as shown in Figs. 6 and 7. This system has a
relatively small dynamic range compared with normal hydro-
phones, that means, when the incident acoustic signal is
slightly strong, the system would be out of its linear range
and give out a distortion electric output. This problem can be
improved by increasing the coherence fineness of the inter-
ferometer and by reducing the winding loss. Another matter
is the permanent stability. Mostly the instability is induced
by thermal perturbation, because this kind of interferometer
is also a kind of thermal sensor. The strain released in the
fiber is also a reason to cause the instability. Now that certain
fibers used for special purposes are commercially available,
it seems the problem can be solved. The authors are now
engaging in a new system with a semiconductor laser as the
light source, which can be adjusted in wavelength due to the
feedback signal from the ring resonator, in order to keep the

system in a certain steady resonant state. So this new system
needs no piezoelectric ceramic mechanism to serve as a feed-
back activator, and there will be no electric wire inside the
hydrophone head. This work will be published in another
paper.
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Complex acoustic waveforms excited with multiple picosecond
transient gratings formed using specially designed
phase-only beam-shaping optics
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This paper describes a method for using a pulsed laser and specialized low cost beam-shaping optics
to launch complex acoustic waveforms with user-definable geometries; diffraction of a continuous
wave probe laser from these waveforms reveals their temporal evolution in real time. Methods are
introduced for designing and fabricating simple binary phase optics for beam-shaping that is useful
for high-frequency measurements on thin films. Experiments on films of platinum on silicon
demonstrate the approach. ©1998 Acoustical Society of America.@S0001-4966~98!01011-X#

PACS numbers: 43.38.Zp, 43.35.Sx@SLE#

INTRODUCTION

Basic scientific interest in high-frequency acoustics and
applications in nondestructive evaluation motivate the devel-
opment of techniques for using picosecond and femtosecond
pulsed lasers to excite surface acoustic waves, and optical
methods to detect these disturbances. Two methods are par-
ticularly useful. One, based on transient grating
spectroscopy1,2 and known as impulsive stimulated thermal
scattering~ISTS!,3,4 uses temporal and spatial overlap of a
pair of excitation pulses to produce a grating interference
pattern. Interaction of these crossed pulses with the sample
launches a material disturbance whose orientation and wave-
length match the interference pattern. In many cases, slight
absorption causes mild, spatially periodic heating, and the
ensuing thermal expansion launches counterpropagating
acoustic waves and thermal disturbances; both of these mo-
tions are monitored through diffraction of probe light that is
overlapped with the excitation pulses. Mathematical descrip-
tions of excitation and detection in this case are given in
Refs. 1, 3, and 5–7. The utility of the ISTS technique has
been demonstrated through studies of high-frequency acous-
tics in bulk solids,8,9 liquids,10 and surfaces,11,12 and on
supported13–15 and free standing16–18 films and multilayer
assemblies.19,20

Another valuable method for acoustically examining
films and surfaces uses impulsive heating induced by the
cylindrically focused output of a pulsed laser.21,22 In this
case, thermal expansion yields a broadband ‘‘line source’’
for surface-propagating acoustic pulses; the pulses are
probed interferometrically or with beam deflection at one or
more locations separated from the excitation. Fourier trans-
formation of data collected in this type of experiment gives
acoustic velocities over a range of wavelengths determined
by the narrow dimension of the focused excitation laser. Pro-
cedures for performing this type of analysis, and mathemati-
cal descriptions of the excitation are contained in Refs. 21
and 23. The ability of this technique to rapidly determine the
dependence of the acoustic velocity on wavelength is attrac-
tive, and has been exploited in the past to characterize a
variety of films and surfaces.24–26Accurate measurements of

the velocities and attenuation rates, however, require probing
at two precisely known locations. In addition, interpreting
data that include multiple acoustic velocities at a single
wavelength~e.g., multiple modes in an acoustic waveguide!
is nontrivial. Although conventional ISTS is extremely effec-
tive for accurately and conveniently determining attenuation
rates and acoustic velocities of single and multiple acoustic
modes in bulk and waveguide structures, it has the disadvan-
tage that acoustic waves with only a single wavelength are
excited and monitored in a single experiment.

This paper describes an experimental approach that
combines many advantages of the line source and ISTS
methods. It uses multiple transient gratings to excite acoustic
waveforms characterized by many wave vectors, and diffrac-
tion to probe these disturbances. The technique has attractive
characteristics that include the capability for~i! single-shot
measurement of wavelength dependent elastic and loss
moduli in bulk samples and dispersion properties of single
and multiple modes in acoustic waveguides, such as thin
films or multilayer structures~which we demonstrate in this
paper!, ~ii ! simultaneous determination of acoustic properties
in many directions in anisotropic materials, and~iii ! investi-
gations of nonlinear interactions between high-frequency
acoustic waves with different, but well defined, wavelengths.
The experiment relies on specialized beam-shaping optics
and commercially available imaging lenses to divide and
then recombine the output of an excitation laser. The beam-
shaping optics and the magnification of the lenses determine
the geometry of the acoustic waveform that the excitation
laser stimulates; diffraction of light from a probe laser deter-
mines its temporal evolution in real time.

We begin by outlining the experimental technique and
apparatus. We then describe several simple binary phase op-
tics specially designed to produce a variety of excitation
beam geometries, and we illustrate a low cost means for
fabricating these optics. Experiments on silicon supported
thin metal films demonstrate how the optics can be used to
excite complex acoustic waveforms, and how diffraction can
be used to probe them. We conclude with a description of
future improvements that may increase the sensitivity and
flexibility of the experiment.
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I. EXPERIMENT

A. Experimental arrangement

Figure 1 schematically illustrates the ISTS, or transient
grating, experiment and displays typical data collected from
a film of Pt ~;70 nm! on a silicon wafer. Crossed picosec-
ond excitation pulses coherently launch counterpropagating
acoustic waves whose wavelengths~L! are defined by the
wavelength of the excitation pulses (lL) and the crossing
angle~u! according to

L5
lL

2 sin~u/2!
. ~1!

The time dependence of light diffracted from the surface
ripple and index modulation associated with the material dis-
turbance reveals the temporal evolution of the response. The
wavelength of the acoustic wave and the mechanical proper-
ties of the sample determine the acoustic frequency and
damping rate of the acoustic component of the signal. Ther-
mal diffusion in and out of the plane of the film governs the
decay of the nonoscillatory component.

In a conventional experiment, a beamsplitter divides the
output of an excitation laser into two parts, and mirrors and
lenses recombine the resulting beams at an angle. Our recent
work demonstrates how simple gratings and imaging lenses
can replace the beamsplitter, mirrors, and lenses used in the
standard experiment.27,28 In the approach introduced here,
beam-shaping optics produce many excitation beams and im-

aging lenses cross these beams at the sample. Figure 2 illus-
trates the specific experimental arrangement. A Nd:YAG la-
ser produces;300-ps, 10-mJ pulses at 1064 nm with a
repetition rate of up to 10 kHz. A spherical lens collimates
the output from this laser, and a cylindrical lens focuses it
onto a beam-shaping mask optimized for operation at 1064
nm. Selected beams generated by diffraction from this mask
are imaged~1:1! onto the surface of the sample. Diffraction
of light from a continuous wave diode laser whose output is
overlapped with the excitation pulses is collected by a lens
pair and focused onto the surface of an avalanche photodi-
ode. ~A beam block prevents undiffracted probe light from
reaching the detector.! A transient digitizing oscilloscope
records the output of the photodiode in real time, and can be
used to average multiple waveforms. For experiments de-
scribed here, acceptable signal-to-noise ratios could be ob-
tained in a single shot of the excitation laser; data displayed
in all of the figures resulted from averaging of 300 shots.

B. Design and fabrication of binary surface relief
phase optics

Custom beam-shaping optics were designed to generate
many excitation beams for stimulating complex, but well de-

FIG. 1. Time dependence of the intensity of light diffracted from a film of
platinum ~;70 nm! on silicon excited by a pulsed laser. The inset shows a
schematic illustration of the experiment. Crossed picosecond excitation
pulses give rise to a grating interference pattern whose periodicity is defined
by the crossing angle and the optical wavelength. Slight absorption by the
film leads to mild impulsive heating in a periodic geometry. Thermal expan-
sion launches acoustic and thermal disturbances at the wavelength of the
optical interference pattern. Surface ripple associated with these responses
diffracts light from a continuous wave probe laser.~For ease of illustration,
this figure shows the probe beam normal to the surface of the sample.
Measurements described in this paper were carried out with the probe beam
incident on the sample at;30° with respect to the surface normal.! The time
dependence of the intensity of the diffracted light reveals the temporal char-
acteristics of the material motions. The data displayed here show oscillations
with a frequency and damping rate determined by the acoustic wavelength
and the viscoelastic properties of the film-substrate system. Thermal diffu-
sion in and out of the plane of the film causes the nonoscillatory component
of the signal to decay in a few tens of nanoseconds.

FIG. 2. Schematic illustration of the experimental setup. Pulses of light
from an excitation laser~passively Q-switched microchip Nd:YAG! are col-
limated and then cylindrically focused onto a beam-shaping mask optimized
for operation at 1064 nm, the wavelength of the microchip laser. An achro-
mat pair recombines selected diffracted orders from this mask. The crossed
pulses induce acoustic and thermal disturbances with wavelengths defined
by the pattern on the mask and the magnification of the imaging lenses. A
lens pair collects and focuses onto an avalanche photodiode the probe light
diffracted by the time-dependent ripple induced on the surface of the sample
by the excitation pulses. A transient digitizing oscilloscope records the out-
put of the photodiode. The achromat pair gives 1:1 imaging; its separation
from the phase optic and the sample is;12 cm.
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fined, acoustic disturbances. We examined only pure phase
optics because they often enable more efficient use of exci-
tation light than ones that include amplitude modulation, and
because optics that absorb light can, in certain extreme situ-
ations, be damaged by the excitation pulses. It should be
noted, however, that for arbitrary manipulations, phase and
amplitude modulating optics must be used.

Figure 3 illustrates the steps for designing and fabricat-
ing the phase optics. The first step involves specifying a
desired beam configuration by identifying the intensities and
positions of excitation beams in an array.~Although the rela-
tive phases of the beams can also be specified, we ignored

this information since it only determines the relative spatial
phase of interference patterns that form when the beams are
recombined.! A numerical search identifies phase optics that
produce beam distributions that best match the desired ones.
Minimization of the sum of squares error between the de-
sired intensities and positions of the excitation beams and the
far field diffraction pattern calculated for a trial phase optic
guides the search. The diffraction pattern was computed by
Fourier transformation of the transmission function,t(x,y),
of the optic.29 The transmission function determines how the
optic modulates light that passes through it. If the~approxi-
mately two dimensional! optic lies atz50, E(x,y,z501) is
the field immediately after the optic, andE(x,y,z502) is
the field immediately before it, then

E~x,y,z501!5E~x,y,z502!t~x,y!. ~2!

For pure phase gratings, the transmission function takes the
form

t~x,y!5exp$ i f ~x,y!%, ~3!

where f (x,y) is a real function that determines the phase
profile. Because we wished to design optics that could be
fabricated easily with low cost procedures, we heavily con-
strained the search by requiring~i! single-level phase profiles
@i.e., the value off (x,y) is binary#, and~ii ! feature sizes no
smaller than one-third of the size of those in a grating that
generates first order diffraction at angular positions of the
outermost specified beams. We also only examined optics
with profiles that varied in one dimension. The search was
performed using a simplex optimization algorithm with a
simple square-wave basis set cut off at a frequency deter-
mined by the minimum feature size. Details of the search
procedure will be described elsewhere.

After numerically locating the binary phase profile that
produces diffraction that best fits the desired beam configu-
ration, a chrome-on-quartz amplitude photomask was gener-
ated with patterns defined by the geometry of this profile.
Photolithography with this mask was then used to pattern a
film of photoresist spin-coated onto a silicon wafer. Casting
and curing a thin elastomeric polymer~polydimethylsilox-
ane! between the patterned resist and a clean glass slide,
followed by removal of the silicon wafer and photoresist,
yields a binary surface relief phase optic with the geometry
of the amplitude mask. The depth of surface relief, the index
of refraction of the elastomer, and the wavelength of the
excitation light determine the depth of modulation of the
phase. The thickness of the photoresist, which is determined
by the spin speed used for spin-coating, was selected to yield
the required phase modulation.~Fabrication procedures simi-
lar to the ones described here have been used in the past to
produce simple rubber optical elements and other elasto-
meric microstructures.30–32!

We used the method outlined in Fig. 3 to generate phase
optics for efficient beamsplitting~i.e., square-wave profile,
with a modulation of the phase ofp!, and for producing
diffraction patterns that match the various beam configura-
tions illustrated in Fig. 4. We chose these configurations be-
cause they are useful for evaluating, for example, dispersion
in thin films where frequencies at a number of wavelengths

FIG. 3. Steps for computing and fabricating custom binary phase optics. A
binary phase profile that produces diffraction that best fits a desired pattern
defines a phase optic.~Only a small fraction of the profile is illustrated here.!
Photoresist patterned with an amplitude photomask whose geometry is de-
termined by the best fit phase profile serves as a template for molding a film
~100–1000mm thick! of elastomeric prepolymer supported by a rigid glass
backing. Curing and removing the polymer from the patterned photoresist
yields a phase optic. The index of the elastomer, the wavelength of the
excitation light, and the phase shift required by the best fit phase profile
define the thickness of photoresist.
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are required, and where signal often decreases with increas-
ing wave vector. The first consideration leads to beam pro-
files that consist of multiple excitation beams; interference
associated with overlap of each pair of beams yields an in-
tensity pattern with a characteristic wavelength. The second
consideration motivates the choice of configurations that
have intensities that increase with diffracted order as illus-
trated in parts C and D of Fig. 4. We evaluated the diffrac-
tion properties of the optics, and their performance in high-
frequency acoustic measurements of a film of Pt~;70 nm!
on silicon.

II. RESULTS

To verify that the fabrication procedures described in the
experimental section can yield high quality phase optics for
use in ISTS experiments, we first built and tested optics with
geometries similar to those of commercial gratings that we
used in previous experiments: square-wave phase masks with
depths~;1.2 mm! optimized for diffraction at 1064 nm.27

The upper and lower frames of Fig. 5 show diffraction pat-
terns measured in the far field, and signals measured using
gratings with 30.0- and 20.0-mm periods, respectively, and
fabricated according to procedures described in the previous
section. Both gratings diffract light into the first orders with
an efficiency of;74%, a value close to the theoretical maxi-
mum ~;80%! and comparable to the efficiency of commer-
cial gratings produced with sophisticated fabrication tech-
niques. The signals illustrated in the upper and lower frames
on the right correspond to surface acoustic waves and ther-
mal modes with 15.0- and 10.0-mm wavelengths, respec-
tively, excited in a film of Pt~;70 nm! on Si by recombining
the 11 and 21 diffracted orders produced by the molded
elastomeric gratings.~Note that 1:1 imaging with only the
1/21 orders produces an intensity pattern whose periodicity
is one-half of that of the grating. This relationship is useful
for interpreting results from complex gratings.! The data are
essentially identical to those collected using commercial
gratings.

Figure 6 illustrates the calculated far field diffraction
patterns and phase profiles of binary phase optics that best
reproduce the patterns illustrated in Fig. 4. In all cases, the
best fit patterns provide reasonable approximations to the
desired ones. The correspondence is not exact because only
binary phase optics with feature sizes larger than a fixed
value were considered. The fraction of light that passes
through the optic and appears in the desired positions is one
quantity that characterizes the efficiency of the optic. Ac-
cording to this measure, designs for optics A, B, and C, have
calculated efficiencies of;60%, and optic D has an effi-
ciency of;70%.

The frames on the right in Fig. 7 show far field diffrac-
tion patterns generated with phase optics designed according
to profiles illustrated in Fig. 6, and fabricated using proce-

FIG. 4. Several arrays of excitation beams useful for launching complex
acoustic waveforms for characterizing thin films. Labels A, B, C, and D
defined in this figure are used throughout the main text to refer to optics that
best fit the beam configurations illustrated in the top through the bottom
frames, respectively.

FIG. 5. Left frames: Normalized intensity of light diffracted from a binary
square-wave phase grating with a depth optimized for diffraction. Data in
the upper and lower frames were collected using gratings with 30- and
20-mm periodicity, respectively. The data show that the gratings, made ac-
cording to procedures outlined in Fig. 3, diffract with;75% efficiency into
the first orders; this efficiency compares well with the theoretical maximum
efficiency~;80%! for a grating with similar geometry. Right frames: Inten-
sity of probe light diffracted from a sample of Pt~;70 nm!/Si excited with
light from 1:1 imaging of first order beams diffracted from gratings that
produce diffraction patterns illustrated in the left frames. The signals in the
upper and lower frames are from acoustic and thermal disturbances with
wavelengths of 19.0 and 10.0mm, respectively.
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dures outlined in Fig. 3. The frames on the left in Fig. 7
show the relative intensities of beams in the calculated dif-
fraction patterns shown in Fig. 6. A comparison of the right
and left frames indicates that the measured diffraction corre-
sponds reasonably well to the calculated diffraction. The
measured efficiencies of optics A, B, C, and D are 58%,
61%, 57%, and 65% respectively; these values are close to
the calculated ones~see previous paragraph!. We believe that
differences between calculated and measured properties re-
sult primarily from imperfections in the fabricated optics
caused by~i! nonuniformities in the thickness of the photo-
resist, ~ii ! deviations of the cross section of the patterned
resist from rectangular, and~iii ! limited resolution ~;0.5
mm! of the mask aligner that was used to expose the resist.

We collected data from films of Pt~;70 nm! on silicon
using the apparatus shown in Fig. 2 and optics whose prop-
erties are illustrated in Figs. 6 and 7. For these experiments,
optics with designs A, B, C, and D had minimum feature
sizes of 3.0, 3.0, 6.0, and 9.0mm, respectively, and 1:1 im-
aging optics were used. We inserted beam blocks immedi-
ately before the imaging lens pair to remove diffracted
beams that did not appear at the desired locations~e.g., dif-
fracted beams 0, and64,65,66,... for optic D!. Figure 8
illustrates typical data; power spectra in the insets show that
more than two acoustic frequencies were present in each
case. The positions and widths of peaks in the power spec-
trum provide accurate measures of the frequencies and
damping rates of the various acoustic components of the ex-
cited waveform. The wavelengths of these components are

simply related to the configuration of the excitation beams
and the imaging. For example, the signal waveform gener-
ated using optic A~top frame! shows three acoustic frequen-
cies, each associated with a different wavelength. The high-
est frequency is associated with the interference pattern
formed by beams 3 and23 and the lowest is due to beams 1
and 21; the intermediate frequency is generated by beam
pairs21 and 3, and by 1 and23. The second frame in Fig.
8 shows four acoustic frequencies generated with optic B. In
this case, the frequencies are associated with diffracted
beams~i! 22, 21 and 2,1,~ii ! 21, 11, ~iii ! 22, 12, and~iv!
21, 2 and 1,22. Similar arguments explain the frequency
components observed with the optics C and D. In general,
the assignments can be determined by selectively blocking
excitation beams at the imaging lens. In practice, it is often
not crucial to know the assignments since the sizes of fea-
tures on the phase optics and the magnification of the lenses
determine the precise values of the acoustic wavelengths as-
sociated with the waveform and, therefore, can be used to
estimate the expected frequencies.

Figure 9 shows data measured from a waveform pro-

FIG. 6. Left frames: Calculated diffraction from binary phase optics opti-
mized to generate beam configurations that best fit those illustrated in Fig. 4.
Right frames: Phase profiles of binary phase optics that produce the diffrac-
tion patterns shown on the left. For each of these optics, more than 60% of
the diffracted light passes appears in the desired locations. FIG. 7. Calculated and measured diffraction patterns from binary phase

optics with geometries illustrated in Fig. 5, and fabricated according to
procedures illustrated in Fig. 6. The data show that for each optic, the
calculated and measured diffraction patterns are similar; slight deviations
are likely due to some combination of~i! small differences between the
geometry of the amplitude mask and the patterned photoresist that result
from limitations in the resolution~;0.5 mm! of the photolithography,~ii !
cross sectional profiles of the patterned resist that are not perfectly rectan-
gular, and~iii ! deviations of the actual from the required depth of surface
relief that arise from nonuniformities in the thickness of the spin-coated
resist.
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duced by using optic D~smallest feature 9.0mm! and 1:1
imaging lenses to excite a waveform with wavelength com-
ponents at 54.0, 27.0, 18.0, 13.5, 10.8, and 9.0mm. This
figure illustrates how data collected by diffraction from com-
plex acoustic waveforms can reveal the dispersion in the ve-
locity in one experiment, and, if necessary, with a single shot
of the excitation laser. In addition to mapping the dispersion
in a single experiment, it is possible to perform sequential
measurements with a series of beam-shaping optics. Figure
10 shows measurements made with three optics that have the
basic design of optic A, but differ in the overall lateral length
scale of the phase profile. The optic used for the top, middle,
and bottom frames had minimum feature sizes of 5.0, 3.0,
and 2.0mm, respectively.~The highest-frequency component

in the bottom frame was not visible because the diffracted
probe light from the shortest acoustic wavelength in this case
was not captured by the lenses that focus signal light onto the
detector.! The measurements shown in Fig. 10 provide points
on the dispersion curve at wavelengths of 45.0, 27.0, 22.5,
18.0, 15.0, 13.5, and 9.0~twice! mm; these data are shown in

FIG. 8. Intensity of probe light diffracted from a film of Pt~;70 nm!
excited using binary phase optics whose diffraction patterns are shown in
Fig. 7, with the apparatus illustrated in Fig. 2. In all cases, the data show
acoustic frequencies that are consistent with spatial frequencies that charac-
terize the interference patterns produced by recombining selected beams
diffracted from the phase optics.

FIG. 9. Acoustic frequency as a function of wavelength in a film of plati-
num on silicon~i! measured using optic D~solid circles!, ~ii ! measured with
three different optics with the phase profile of optic A~crosses!, and ~iii !
calculated using the literature values of the densities and elastic properties of
platinum and silicon~solid line!.

FIG. 10. Intensity of probe light diffracted from a film of Pt~;70 nm!
excited using binary phase optics with phase profiles like the one shown in
the upper frame of Fig. 6. Data in the upper, middle, and lower frames were
collected using optics whose smallest features were 5.0, 3.0, and 2.0mm.
These data illustrate tunability that can be achieved by changing the overall
lateral length scale of features on the phase optic.
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Fig. 9. All of the measurements are consistent with
calculations33 that use the bulk acoustic properties and den-
sity for platinum34 and the density and Voigt-averaged iso-
tropic moduli for silicon.34 ~See Fig. 9.!

Finally, although the positions and widths of peaks in
the power spectrum provide enough data to allow viscoelas-
tic characterization of the sample, the relative amplitudes of
these peaks in principle provide additional information. We
observed, however, that while the positions and widths of
peaks in the power spectra of measured signal remained con-
stant when the distance between the sample and the phase
optic was varied slightly, their relative amplitudes in general
did not. We believe that movement of the sample causes
shifts in the relative phase of interference patterns formed
with different pairs of excitation beams, and that these shifts
give rise to variations in the amplitudes of certain frequency
components. The data displayed in Fig. 8 were collected with
the sample positioned to yield the maximum overall signal in
the time domain. The variation of the signal with position of
the sample, the dependence of excitation, and detection effi-
ciencies on acoustic wavelength in thin films, and the sensi-
tivity of the signal to precise alignment make quantitative
interpretation of the relative amplitudes of frequency compo-
nents difficult. Analysis of relative amplitudes is, neverthe-
less, the subject of current study.

III. CONCLUSIONS AND DISCUSSION

In this paper we described a method to extend the utility
of the transient grating, or ISTS, technique. The method uses
specialized beam-shaping optics and a pulsed laser to excite
acoustic waveforms with user-specified geometries, and dif-
fraction of a continuous wave laser to probe these wave-
forms. We demonstrated excitation and detection of acoustic
disturbances characterized by as many as six wavelengths.
Although the optics allow for waveforms with many more
than six wavelengths, peaks in the power spectrum of the
signal will begin to overlap when large numbers of wave-
lengths are present. Significant overlap of adjacent frequency
components will diminish the ability to determine accurately
the frequencies and attenuation rates. The upper limit on the
useful number of wavelengths will, therefore, be a function
of the damping rate and the accuracy that is required. For the
apparatus and sample used here, we expect accuracy to begin
to degrade for more than;30 wavelengths. We also note
that probing of many wavelengths can potentially lead to
heterodyning of signal beams against one another, an effect
that was not considered here.

In summary, we believe that the use of beam-shaping
optics for performing sophisticated types of transient grating
experiments is new, and that it should be applicable to ex-
periments that involve different timescales~e.g., femtosec-
ond! and excitation mechanisms~e.g., electrostiction! than
those investigated here. We are currently exploring exten-

sions of the approach that exploit two dimensional binary
and holographic optical elements, and heterodyne detection
schemes.27,28,35
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The nonlinear vibratory behavior of a 1-3 piezoceramic composite is characterized theoretically and
experimentally. The developed theoretical model for the electroelastic behavior of the 1-3 composite
follows conventional assumptions made by prior investigators but includes nonlinear terms to
account for hysteresis in the embedded PZT phase. Experimental measurements of the quasistatic
and dynamic mechanical response of the 1-3 with embedded PZT-4 or PZT-5H phases to harmonic
electrical excitation over a range of excitation frequencies and two different mechanical loading
conditions quantify the nature and level of nonlinearity and illustrate its dependence on the type of
PZT material and the mechanical coupling conditions of the 1-3 to its surroundings. Good
agreement exists between theoretical predictions and experimental measurements. ©1998
Acoustical Society of America.@S0001-4966~98!03211-1#
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INTRODUCTION

There is a continuing need for improvements in vibro-
acoustic transduction and control in numerous applications
for reasons of market competitiveness, protection and func-
tionality of sensitive equipment and instrumentation, in-
creased reliability, reduced operating costs, stealth, and pro-
tection of individuals. Applications range from structural
noise and vibration control in commercial, industrial, mili-
tary, and scientific equipment to medical diagnostic imaging,
nondestructive testing, health monitoring of machinery,
MEMS technology, and precision manufacturing. To meet
such needs, in recent years there has been much research on
the use of so-called smart materials and structures with inte-
grated actuation and sensing to enable a greater ability to
manipulate and measure vibro-acoustic energy.

Even though all dynamic systems are inherently nonlin-
ear, the majority of analyses are typically based on the un-
derlying assumption of system linearity. But, while vibration
of many conventional~passive! structural systems is often
reasonably described by linear system theory, particularly in
the audio and ultrasonic frequency ranges with relatively low
dynamic displacement amplitudes, the vibration of systems
employing so-called smart materials often are not due to the
relatively large dynamic amplitudes or strong nonlinearities
present in the coupled electrical and/or magnetic variables.
Significant nonlinear behavior has been observed in many of
the primary smart material technologies, such as piezo-
electric,1–8 electrostrictive,7–9 magnetostrictive,7–12 and
electro-rheological fluid.13–15Ferroelectric material advance-
ments on the horizon, e.g., thin film and single crystal piezo-
electrics and electrostrictives, are expected to bring the issue
of nonlinearity even further to the forefront in smart material
applications. While these devices hold the promise for vastly

increased strain rates and actuation authority, they also have
been shown to exhibit nonlinear behavior.16

Nonlinearities can significantly affect system perfor-
mance in several ways at different levels, including:~i! a
degradation or loss of actuation authority;~i! a degradation
or loss of stability; and/or~iii ! a degradation or loss of sys-
tem functionality. Nonlinear effects, such as hysteresis and
nonproportional parameter relationships, allow multiple out-
put states for a given input state, thus frustrating open-loop
control, and generate unwanted amplitude-dependent phase
shifts and harmonic distortion which reduce the effectiveness
of feedback control. Nonlinear behavior like harmonic dis-
tortion, frequency modulation, and chaotic response repre-
sent a loss of order in the spectral content of the vibro-
acoustic phenomenon as it is broadened from one or a few
discrete frequencies into potentially numerous subharmonics,
superharmonics, combination tones, or broadband random
behavior. This leads to greater difficulty and confusion in
sensing, interpreting and controlling the vibro-acoustic
event.

On the other hand, in addition to its inherent presence, it
sometimes is desirable to intentionally introduce a well-
defined nonlinearity as a means of greater control capability
or system functionality. Improved piezo-based vibration con-
trol designs utilizing nonlinearity have been considered.1,17,18

Before smart material nonlinearities can be properly ac-
counted for and/or utilized in control algorithms, system
models, and design strategies, their effect on system behav-
ior must be better understood. This is the principle focus of
this article which presents preliminary theoretical and experi-
mental studies of a common smart material component, a 1-3
piezoceramic composite.

The 1-3 piezoelectric ceramic composite considered in
this study is shown schematically in Fig. 1. It consists of
PZT-4 or PZT-5H rods oriented in the thickness or 3 direc-
tion, which are uniformly spaced and separated by a compli-a!Electronic mail: troyston@uic.edu
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ant polymer material. The volume fraction of rods consid-
ered in this study isn515%. Any change in the length of
the rods~3 direction!, due to the application of a voltage
across the electrodes, will appear as a change in the thickness
of the entire layer. Conversely, any lateral strain in the rods
~1 and 2 direction! is ideally absorbed by the compliant ma-
terial. In terms of volume displacement, this results in an
actuator with greater authority than that of an equivalent vol-
ume of PZT. Also, by varying the percentage of PZT rod
volume to that of the compliant polymer, different boundary
impedance conditions and electromechanical coupling condi-
tions can be achieved. This ability to custom-design the 1-3’s
electromechanical authority and its boundary dynamics,
along with its conformability and wide frequency range,
make it an ideal embedded transducer of vibro-acoustic en-
ergy in numerous applications19–24 that include medical di-
agnostic imaging, vibration isolation and structural acoustic
control, nondestructive testing, and underwater acoustic
sensing, to name a few. Dimensions for the components

studied, which were fabricated by MSI Inc.25 using an injec-
tion molding process, are given in Fig. 1 and Table I.

The specific objectives addressed in this article include:

d A review of prior theoretical and experimental studies of
nonlinearity in 1-3 and PZT-based devices.

d A theoretical formulation of the nonlinear constitutive
equations for the 1-3 composite.

d Measurements of the nonlinearity of the 1-3 device under
a range of static and dynamic excitation conditions with
comparison to theoretical predictions.

I. LITERATURE REVIEW

A. Nonlinearity in the piezoelectric effect

While a theoretical nonlinear formulation for thermo-
electroelasticity specifically for 1-3 piezoceramic composites
has not been previously developed to the best of the authors’
knowledge, numerous studies considering nonlinearity in pi-
ezoelectric materials have been conducted. Early studies on
the nonlinear thermoelectroelastic theory of dielectrics26–28

were based on continuum mechanics and employed funda-
mental thermodynamic principles. These studies predict that
both large mechanical stresses and electrical fields can result
in significant reversible nonlinear behavior. A more recent
article29 formulates the nonlinear thermoelectroelastic consti-
tutive equations specifically for piezoelectric materials by
keeping higher order terms in the Taylor series expression
for the thermodynamic Gibbs potential. Hence, one is not
assuming that strain, electric displacement, and entropy de-
pend linearly on stress, electrical field, and temperature. The
resulting constitutive equations include higher order terms in
electrical field-potential variables, mechanical stress–strain
variables, and coupled electrical and mechanical variables.

FIG. 1. Cross section of 1-3 piezoelectric ceramic composite. The conduc-
tive copper and epoxy on the interior of the PC boards act as the electrodes
for the PZT rods. Note the name ‘‘1-3’’ is not associated with the mode of
PZT electromechanical interaction that is utilized in this device. Here, the
electric field is applied in the ‘‘3’’ direction of the PZT and mechanical
strain in the ‘‘3’’ direction is the mechanical actuation output of interest.

TABLE I. Test configuration parameter values.

1–3 Piezoceramic composite
Parameter PZT-4 1-3a PZT-5H 1-3a

A ~m2! 0.0025 ~measured! 0.0025 ~measured!
b13 ~N s/m! 53105 ~compare w/ exp.! 53105 ~compare w/ exp.!
c11 ~N/m2! 3.43109 ~60! 3.43109 ~60!
c12 ~N/m2! 2.93109 ~60! 2.93109 ~60!
c̄33

D ~N/m2! 17.03109 @Eq. ~2!# 14.13109 @Eq. ~2!#
c33

E ~N/m2! 1153109 ~66! 68.03109 ~25!
c13

E ~N/m2! 0.77c33
E ~60! 0.77c33

E ~60!
c11

E ~N/m2! 1.22c33
E ~60! 1.22c33

E ~60!
c12

E ~N/m2! 0.79c33
E ~60! 0.79c33

E ~60!
e31 ~C/m2! 25.2 ~66! 26.5 ~66!
e33 ~C/m2! 15.1 ~66! 23.3 ~66!

h̄33 ~v! 2.673109 @Eq. ~2!# 1.763109 @Eq. ~2!#

L13 ~m! 0.0063 ~measured! 0.0063 ~measured!
b̄33

s ~V/C! 1.133109 @Eq. ~2!# 0.493109 @Eq. ~2!#

n @n8# 0.15 @0.85# ~25! 0.15 @0.85# ~25!
e33

S ~C/V m! 635e0 ~66! 1470e0 ~66!

MRC hysteresis model parameter values estimated by comparison with PZT-5H 1–3 experimental data
b̄S(1)50.80b̄33

S ; b̄S(2)50.125b̄33
S ; b̄S(3)50.06b̄33

S ; b̄S(4)50.015b̄33
S ;

erc
(1)5100b̄S(1); erc

(2)50.0006b̄S(2); erc
(3)50.0001b̄S(3); erc

(4)50.00001b̄S(4)

Additional parameters for Basic Test Configuration~BTC!a

Lpl50.0063 m~measured! cpl55.933109 N/m2 ~67! bpl533103 N s/m ~compare w/exp.!

aNumber or remark in parentheses following value indicates reference source.
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Such an approach does not make the distinction between
intrinsic and extrinsic piezoeffects and does not consider ir-
reversible nonlinearities, such as hysteresis, which are gen-
erally associated with extrinsic effects. Intrinsic piezoeffects
are dependent on the homogeneous~unit cell! deformation
caused by the electric field. Extrinsic piezoeffects represent
the elastic deformation caused by the motions of non-180
degree domain walls~partially domain switching! and the
interphase interfaces. In commonly used ferroelectric ceram-
ics, such as PZT, the extrinsic effects are believed to be more
dominant in many applications over a wide range of field
levels.30–33

Numerous experimental studies of the nonlinear behav-
ior of piezoelectric ceramics have also been conducted.
Many can be classified as static or quasistatic analyses of the
strain–stress, charge density field, and electromechanical in-
teraction curves where a test specimen is placed under a
range of mechanical compressive~or tensile! loads and/or
electrical field loads and mechanical strain/stress and electri-
cal charge/voltage values are measured.5,34–38Another group
of studies may be classified as resonance techniques, where
the piezoelectric element is driven at its resonance at differ-
ent amplitude levels and the resonant frequency value and
mechanicalQ factor are measured.2,33,39–41Typically, what is
found is that as the vibration amplitude level increases, the
resonant frequency and mechanicalQ-values decrease. In
fact, this softening stiffness quality of PZT can lead to jump
behavior where the backbone curve of the resonance peak is
bent down in frequency and a multi-solution regime exists.
These changes in resonant frequency andQ-values are attrib-
uted to some degree to temperature increases as vibration
levels increase which affect ferroelectric domain wall mobil-
ity.

In more recent years there has been an increase in the
number of studies, both theoretical and experimental, of non-
linearity in piezoelectrics. These studies, to some degree,
may be categorized based on their principle intention or re-
lated application, which may be that of basic research in
solid state physics and materials16,29,32,33,35,38,42–45or applied
research with application to vibro-acoustic trans-
ducers2,7,8,40,41,46 or actuators for high precision
positioning.5,47–54 Related objectives may focus on under-
standing the underlying constitutive relations at a fundamen-
tal physical level or quantifying a particular piezoelectric
material characteristic, in terms of static or dynamic indices,
e.g., displacement accuracy or harmonic distortion. Addi-
tionally, some application-driven studies focus not on the
nonlinearity in the piezoelectric relations but rather on the
dynamics of the system or structure mechanically coupled to
the piezoelectric element.6,55–57

The principle goals of the study and its related applica-
tion, if any, will affect how the nonlinearity is mathemati-
cally described. The two principle approaches are in terms of
reversible nonlinearities, such as higher order polynomial ex-
pressions in the constitutive relations,2,7,8,46expressed in the
time or frequency domain, or irreversible nonlinearities, such
as rate-independent hysteretic behavior.5,47–54 In addition to
being driven by their end use, the types of nonlinear func-
tions employed are also dependent on the types of experi-

mental studies which are conducted in their construction. For
example, quasistatic mechanical stress–strain versus electri-
cal field-displacement studies may be used to directly ob-
serve hysteretic properties under static load conditions. Har-
monic excitation may be employed to measure harmonic
distortion levels, which then are usually simulated with poly-
nomial nonlinearities but also can be described with hyster-
esis nonlinearities. Finally, transfer function approaches us-
ing broadband excitation, although inherently invalid for
nonlinear systems, may be applied to assess the general fre-
quency and amplitude dependence of certain relationships.

Summarizing the literature, nonlinearity in the electro-
elastic relations of piezoceramics may best be described us-
ing a combination of reversible functions, like higher order
polynomials in the constitutive relations, and irreversible op-
erators, specifically rate-independent hysteretic behavior.
Under high field levels, one may expect both, while under
low field levels only nonlinear hysteretic behavior may be
evident. How the nonlinear behavior of piezoelectric ceram-
ics may couple into resonant mechanical systems has not
been seriously addressed either theoretically or experimen-
tally.

B. The dynamics of 1-3 piezoceramics

As mentioned, there are no theoretical models available
which describe the nonlinear dynamics of 1-3 piezoceramic
composites. Numerous researchers, however, have formu-
lated linear models.20,58–60 These essentially involve a
weighted averaging of the elastic, dielectric, and piezoelec-
tric properties of the PZT and passive polymer materials
based on their volume fraction in the composite. Just as there
have been no theoretical studies, there have been no experi-
mental studies of 1-3 piezoceramic composites specifically
directed at characterizing nonlinear phenomena. Prior inves-
tigators have focused on measuring transfer function indices
of the 1-3 as a function of PZT volume fraction.19,20,24,61

Indices have included specific acoustic impedance, electro-
mechanical coupling, electrical impedance, and transmit
voltage response. Usually, an impulsive excitation is applied
to the device and the response and excitation are recorded
and used to construct a frequency response of the output with
respect to the input. This method is inadequate in determin-
ing the presence and nature of system nonlinearity. Any
transfer function quantity is inherently based on the assump-
tion of linearity in that the response at a given frequency is
only due to excitation at that frequency. Such methods also
neglect any amplitude dependence in the response and the
inherent initial condition dependence of nonlinear systems.
Proper measurement of system nonlinearities requires a
steady-state excitation condition and, in some cases, sensitiv-
ity to the initial conditions.

II. THEORY

A. Integrating irreversible nonlinearity into the
electroelastic constitutive equations for 1-3’s

Smith and Auld60 derive alinear constitutive model for
thickness oscillations of the 1-3 that is valid for frequencies
whose wavelengths in the composite are much greater than
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the composite’s lateral spatial scale; i.e., the composite can
be treated as a homogeneous medium. Also, their model does
not hold at extreme values of the volume fractionn of PZT,
i.e., n'0 or n'1. For the components and conditions of
interest here, these limitations are not restrictive. Ferroelec-
tric materials, such as the PZT phase embedded in the 1-3,
couple elastic and electrical properties and can be described
by phenomenological equations of state which relate me-
chanical stress~T!, mechanical strain~S!, electric field~E!,
and electric displacement~D!. As part of Smith and Auld’s
model, the following equalities hold which relate these prop-
erties in both the PZT and nonferroelectric polymer phase:

T35nT3
c1n8T3

p , ~1a!

D35nD3
c1n8D3

p , ~1b!

E35E3
c5E3

p , ~1c!

S35S3
c5S3

p . ~1d!

Here, subscripts denote the direction~3 thickness direction!,
n8512n is the volume fraction of the polymer, and super-
scriptsc and p denote the ceramic and polymer phases, re-
spectively. It is noted thatT3 , S3 , E3 , andD3 are assumed
to be independent of lateral location~1 or 2 directions!
within the 1-3. Given Eqs.~1a!–~d! and assumptions detailed
in Ref. 60, the linear constitutive equations take the follow-
ing form analogous to PZT by itself~without the overhead
bars!:

T35 c̄33
D S32h̄33D3 , ~2a!

E352h̄33S31b̄33
s D3 , ~2b!

where

c̄33
D 5 c̄33

E 1~ ē33!
2/ ē33

s , ~2c!

h̄335ē33/ ē33
s , ~2d!

b̄33
s 51/ē33

s , ~2e!

and

c̄33
E 5n@c33

E 22n8~c13
E 2c12!

2/k#1n8c11, ~2f!

ē335n@e3322n8e31~c13
E 2c12!/k#, ~2g!

ē33
s 5n@e33

s 12n8~e31!
2/k#1n8e11, ~2h!

with

k5n~c111c12!1n8~c11
E 1c12

E !. ~2i!

Here, nomenclature generally follows that of ANSI/IEEE
standard 176-1987 on piezoelectricity. The conventional
compressed subscript notation is employed with the follow-
ing relationships: 1511, 2522, 3533, 4523 or 32, 5
513 or 31, and 6512 or 21. This is possible due to symme-

try: e.g., ci j 5cji . In addition to this symmetry,c11
E 5c22

E ,
c13

E 5c23
E , e11

S 5e22
S , e135e23, and e145e245e155e25. Su-

perscriptsE, D, andS refer to ‘‘at constant’’ electrical field,
displacement, or mechanical strain, respectively. The terms
ci j

E , ei j , ande33
S refer to elastic moduli, piezoelectric strain

constants, and the dielectric constant, respectively, of the
PZT material. The termsci j and e11 refer to elastic moduli
and the dielectric constant of the polymer matrix material.

Material parameter values for the experimental studies
presented in Sec. III are provided in Table I. The nonpiezo-
electric polymer phase in most 1-3 devices is significantly
more compliant than the PZT phase and it may seem logical
to ignore its contribution in Eqs.~2f!–~i!. Constitutive equa-
tion coefficients for the PZT-5H 1-3 under study are calcu-
lated for both the case of including and ignoring polymer
elasticity. Only the effective elastic moduli of the 1-3 is sig-
nificantly changed from 10.63109 to 14.13109 C/m2 with
the inclusion of the polymer properties.

A number of studies have shown that, even at relatively
low electrical and/or mechanical stress levels, piezoelectric
ceramics exhibit substantial rate-independent hysteretic be-
havior in their electroelastic interaction which is not ac-
counted for in the linear formulation of the electroelastic
equations~2~a!–~b!! for the 1-3. For example, Goldfarb and
Celanovic47 and Mainet al.51–53have measured a strong hys-
teretic relation between electrical displacementD and field
E. Take hysteretic behavior in the 1-3 to be in the dielectric
b̄33

s relation. It will be denoted as a bracket$ % in the follow-
ing equations where, from this point forward a simplified
notation will be employed by dropping the overhear bar ()̄
and subscripts ‘‘3’’ and ‘‘33’’ from the electroelastic vari-
ables and coefficients;

T5cDS2hD

E52hS1$bSD%

~3a!

~3b!

Before specifically defining the hysteresis operator, consider
where it would appear in other formulations of the constitu-
tive equations with different independent variable sets. Rear-
rangement leads to the following:

S5$sET%1$dE%

D5$dT%1$«TE%

~4a!

~4b!

S5sDT1gD

E52gT1$bTD%
~5a!
~5b!

T5$cES%2$eE%

D5$eS%1$«SE%

~6a!

~6b!
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For visualization, diagrams next to Eqs.~3!–~6! show how
the hysteresis is manifested depending on which variables
are treated as independent. Note that the displayed diagrams
do agree in analogy with experimental observations of PZT
reported in the literature. For example, Goldfarb and
Celanovic47 observed that the applied electrical displacement
~D! vs strain~S! relation under zero stress~T! was reversible,
g, but that applied electric field~E! vs S under zeroT was
not, d. They also observed that the mechanical stress–strain
relation under constant electric displacement,cD, was re-
versible whereas the relation under constant electric field was
hysteretic,cE. Damjanovic42 observed that the applied stress
vs electrical displacement relation was hysteretic~d!.

Several different models for hysteretic behavior of pi-
ezoelectric ceramics have been proposed in the literature.
Only rate-independent hysteresis models are considered here
which do not depend on higher derivatives of the state vari-
ables but which will depend on previous values of the state
variables, i.e., nonlocal memory. Some models, such as the
Rayleigh law for magnetism which was applied to piezocer-
amics by Damjanovic,42 or the polynomial model used by
Chonanet al.,54 are restricted to steady-state oscillatory be-
havior and assume ana priori knowledge about the extrema
values reached. A phenomenological, rate-independent, non-
local memory hysteresis model which does not rely on non-
causal knowledge is the Preisach hysteresis model.5,48–50

There are, in fact, a number of forms of the Preisach model,
as explained in the text by Mayergoyz.62

Another rate-independent, causal hysteresis model for
piezoelectric ceramics which will be applied here is the
‘‘Maxwell resistive capacitor~MRC!’’ element as proposed
by Goldfarb and Celanovic.47 The MRC is based on the
Maxwell slip model developed by James C. Maxwell in the
mid-1800’s. Although it has its roots in describing mechani-
cal hysteresis between stress and strain in terms of spring
elements and Coulomb friction elements, hence both revers-
ible and irreversible components, it is not domain specific.
The MRC model is schematically presented in Fig. 2. The
formulation here is in terms of electrical field and displace-
ment,E andD. Referring to Fig. 2, the model may be imple-
mented into the otherwise linear constitutive equations
~3a–b! as follows:

T5cDS2hD ~7a!

E52hS1MRC~bSD !, ~7b!

with

MRC~bSD !5(
i 51

n

Erc
~ i ! where

~7c!

if ubS~ i !~D2Db
~ i !!u,erc

~ i ! then Erc
~ i !5bS~ i !~D2Db

~ i !!,

otherwiseErc
( i )5erc

( i )sign@Ḋ# and Db
( i ) is set such thatubS( i )

(D2Db
( i ))u5erc

( i ) .
Here, the termsbS, eN , m, erc , andDb may be viewed

as electrical analogies to a mechanical spring stiffness, nor-
mal force, Coulomb friction coefficient, the force due to
Coulomb friction, and the displacement from an equilibrium

position of the massless box. Note that if the model is re-
duced to one Coulomb friction, and linear spring pair (n
51) and the threshold electric field value for motion of the
Coulomb component is never reached (ubS(1)(D2Db

(1))u
,erc

(1) , Db
(1)50), then the underlying linear dielectric imper-

meability relationbSD is recovered. More generally,n linear
springs in parallelwithout the Coulomb friction effect would
lead tobS5( i 51

n bS( i ). Hysteretic behavior, an irreversible
nonlinearity, is introduced by allowing for Coulomb friction
motion to occur, i.e.,Db

(1)Þ0.

B. Application to a basic test configuration

The dynamic response of the 1-3 component to steady-
state electrical sinusoidal excitation is considered. First, the
theoretical model of an experimental setup, shown in Fig. 3
and referred to as the basic test configuration~BTC!, is de-
veloped. The 1-3 element is epoxied between two plexiglass
blocks which enable isolation of the high voltage electrodes
from the surrounding environment. The plexiglass blocks
also provide a mounting location for the accelerometers
which are used to measure the motion on either side of the

FIG. 2. Maxwell resistive capacitor~MRC! hysteresis model.~a! Equivalent
electric circuit of Eq.~8d!. ~b! Equivalent mechanical analogy of MRC
operator of Eq.~7c!.

FIG. 3. Basic test configuration~BTC!.
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1-3. The BTC has a plane of symmetry as denoted in Fig. 3.
For the low frequency range of interest, less than 1 kHz, the
following modeling assumptions are made:~1! motion at the
plane of symmetry is zero with equal and opposite motions
and forces occurring on either side of this plane; and~2!
since this is well below any resonant frequencies in the ‘‘3’’
direction of the BTC, an equivalent SDOF mass–spring–
damper can be applied with reasonable accuracy. With these
assumptions and referring to the diagram in Fig. 3, the fol-
lowing equations can be derived:

Mẍm~ t !1bpl~ ẋm~ t !2 ẋa~ t !!1kpl~xm~ t !2xa~ t !!50, ~8a!

bpl~ ẋm~ t !2 ẋa~ t !!1kpl~xm~ t !2xa~ t !!

5AT~ t !12b13ẋa~ t !, ~8b!

AT~ t !5
2AcD

L13
xa~ t !2AhD~ t !, ~8c!

V~ t !52hxa~ t !1
L13

2
MRC$bSD~ t !%. ~8d!

Here, note thatE52V/L13 whereV is the applied voltage
andL13 is the thickness of the 1-3 andS52xa /L13, where
xa is the absolute displacement at the 1-3 electrode surface in
the ‘‘3’’ direction. The termM denotes the lumped equiva-
lent system mass which, for stress-free boundary conditions,
is approximated as the half the plexiglass block mass plus
the accelerometer mass. The termkpl5p2cplA/8Lpl denotes
the equivalent plexiglass block stiffness Also,xm , bpl , cpl ,

and Lpl refer to the absolute position of massM, and the
thickness, elastic modulus, and linear viscous damping coef-
ficient, respectively, for the plexiglass block. Finally,b13, A,
and Fext refer to the linear viscous damping coefficient for
thickness-mode motion of the 1-3, the lateral area of the 1-3
and plexiglass block, and the value of any external force
applied to the BTC.~The values ofM andkpl here are rela-
tively unimportant with respect to the experimental tests de-
scribed in Secs. III A–D. They were conducted well below
the fundamental resonant frequency (Akpl /M'16.4 kHz).
Inertial effects were negligible; thus,xa'xm . In the
‘‘loaded’’ studies of Sec. III E,M is significantly higher,
lowering resonant frequencies andxaÞxm ). Measured sys-
tem physical property values are given in Table I.

C. Numerical simulation

Equations~8a!–~d! represent a set of coupled nonlinear
differential equations which cannot be solved via simple lin-
ear transform techniques. While direct time numerical inte-
gration is certainly a viable solution option, for the specific
excitation and response conditions of interest here~steady-
state periodic excitation and response!, a far more efficient
solution approach is the multi-term harmonic balance tech-
nique. Many numerical implementations of this can be found
in the literature; a specific weighted residual approach63–65

with some modifications was employed in this study.

FIG. 4. Strain versus electric field of the PZT-5H 1-3 piezoceramic com-
posite under negligible mechanical stress and subject to a steady-state 50-Hz
sinusoidal excitation at three different amplitude levels.~a! Experimental
measurement.~b! Theoretical prediction.

FIG. 5. Strain versus electric field of the PZT-5H 1-3 piezoceramic com-
posite under negligible mechanical stress and subject to a steady-state sinu-
soidal excitation at three different frequencies. Key: ———v/2p
550 Hz; ---- v/2p5500 Hz; — — — v/2p51000 Hz. ~a! Experimental
measurement.~b! Theoretical prediction.
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The nonlinearity in the system is confined to Eq.~8d!.
By nondimensionalizing in time witht5vt, wherev is the
sinusoidal excitation frequency of the voltage input andVa is
its amplitude, this equation can be rewritten as follows:

05Va sin~t!1hxa~t!2
L13

2
MRC$bSD~t!%. ~9!

For harmonic motion, Eqs.~8a!–~c! can then be expressed in
the frequency domain via a transfer function betweenxa and
D as follows:

xa~v8!5t f ~v8!D~v8!

where t f ~v8!5
hAa11~v8!

@a11~v8!a22~v8!2a12~v8!a21~v8!#
,

a11~v8!5kpl1 j v8bpl2v82M ,

a12~v8!5a12~v8!5a21~v8!5kpl1 j v8bpl , ~10!

and a22~v8!5S kpl1
2AcD

L13
D1 j v8~bpl1b13!.

The variablev8 denotes a response frequency which may be
equal tov or an integer multiple~superharmonic! of it. Now
an approximate solution to the set of equations above forD
and xa assumes that up toNp harmonics of the excitation
frequency,v, are present in the response:

D~t!5a0
D1 (

n51

Np

a2n21
D sin~nt!1a2n

D cos~nt!, ~11a!

xa~t!5a0
x1 (

n51

Np

a2n21
x sin~nt!1a2n

x cos~nt!. ~11b!

The following set of 4Np11 determining equations can be
defined based on the above expressions:

G0~a![Re@ t f ~0!#a0
D2a0

x50, ~12a!

G2n21~a![Re@ t f ~nv!#a2n21
D 1Im@ t f ~nv!#a2n

D

2a2n21
x 50, n51,...,2Np , ~12b!

G2n~a![Re@ t f ~nv!#a2n
D 2Im@ t f ~nv!#a2n21

D 2a2n
x 50,

n51,...,2Np . ~12c!

Here,a[@a0
x a1

x ...a4Np

x a0
D a1

D ...a4Np

D # and Re and Im de-

note real and imaginary, respectively. The computational
method essentially employs an iterative Newton–Raphson
technique with QR decomposition and continuation to find a
path of approximate steady-state solutions to Eqs.~9! and
~12a!–~c! as a system parameter, such as excitation fre-
quency, is varied. The solutions are approximate in that, in

FIG. 6. Acceleration versus time of the PZT-5H 1-3 BTC piezoceramic
composite under negligible mechanical stress and subject to a steady-state
500-Hz sinusoidal excitation at three different amplitude levels:V51300,
650, and 130 V~peak!. ~a! Experimental measurement.~b! Theoretical pre-
diction.

FIG. 7. Instrumentation schematic for dynamic electrical excitation studies. Accelerometers,ẍm and2 ẍm , are PCB Model Q353B44 with nominal gain of
300 mv/g.

2820 2820J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 T. J. Royston and B. H. Houston: Nonlinearity in piezoelectric ceramics



the time domain, Eq.~9!, convergence is forced only at dis-
crete time points. In the frequency domain, Eqs.~12a!–~c!,
convergence up to only a finite number of harmonics is
forced; these harmonics are related to the discrete points in
the time domain via the discrete Fourier transform. Further
details of the method can be found in Refs. 63–65.

III. EXPERIMENT AND COMPARISON TO THEORY

A. Quasistatic mechanical strain versus electric field

The electromechanical strain-field relationship for the
PZT-5H 1-3 sample was determined under nearly stress-free
conditions by driving it with a quasistatic~50-Hz sinusoidal!
voltage from an Instruments, Inc. L6 linear power amplifier
~limit'61300 V! and Krohn-Hite 5920 arbitrary function
generator. The excitation condition is considered quasistatic
as no change in the displacement response was observed for
sinusoidal voltage excitation with frequencies ranging from
70 Hz down to 40 Hz, the lower limit of the ac amplifier.
Velocity was measured using a TSI, Inc. model 1940/30 la-
ser Doppler vibrometer and controller with sensitivity of 5
31024 m/s V. Input and output signals were appropriately
filtered, digitized, and processed in Matlab software to obtain
the mechanical strain versus electric field, shown in Fig.
4~a!. Hysteretic behavior is clearly evident in the relationship
with an effective softening nonlinearity asE increases. In
Fig. 4~b!, predictions based on the theoretical model devel-
oped in Sec. II are shown. Parameter values used in the the-
oretical model are provided in Table I.~Most are based on
values reported in the literature.25,60,66,67A few are directly
measured.! The experimental measurements suggested that
the hysteresis was the only dominant form of nonlinearity for
the electric field levels considered. A hysteresis model, as
depicted by Eqs.~7b!–~c!, with n54, was empirically ad-
justed to achieve good agreement with experiment.

B. Steady-state dynamic electrical excitation and
response measurement

The 1-3 was electrically excited with a sinusoidal input
and its mechanical velocity was recorded as described in the
previous section, but now at several different excitation fre-
quencies above 70 Hz where rate dependence in the response
was observed. It is accounted for in the theoretical model as

linear viscous damping,b13, for which a value is obtained
by comparison with experimental results over a range of ex-
citation frequencies. Experimental mechanical strain versus
electric field results are shown in Fig. 5~a! for excitation
frequencies of 50, 500, and 1000 Hz. With this rate-
dependent linear viscous damping term added, the theoretical
model predictions as a function of excitation frequency
match experimental measurements fairly well, as shown in
Fig. 5~b!. Shown in Fig. 6 are experimental measurements
and theoretical predictions of the mechanical acceleration
under sinusoidal excitation of 500 Hz made using a PCB
model No. 353B52~500 mV/g! accelerometer. Experiment
and theory agree fairly well.

C. Harmonic distortion under steady-state dynamic
electrical excitation

Measurements of the harmonic distortion of the 1-3 ba-
sic test configuration~BTC! to steady-state electrical sinu-
soidal excitation from 20 to 1000 Hz were conducted. Elec-
trical excitation amplitudes from 130 to 1300 V~peak! were
used. Two mounting conditions were considered:~1! a freely
suspended, ‘‘in-air’’ BTC, and~2! a compressive mechanical
load on the BTC~described in Sec. III E!. Measured param-
eters included the electrical voltage and current applied to
the 1-3 and the two accelerometer responses~which were
virtually identical!. Automated measurements were made in
10-Hz increments using the CAMAC system of the Physical
Acoustics branch at NRL and data-processing algorithms de-

FIG. 8. Electrical excitation voltage,V, of PZT-5H 1-3 BTC in ‘‘in-air
unloaded’’ condition. Nominally,V51300, 650, and 130 V~peak!. Funda-
mental harmonic shown for all voltage levels. Higher harmonics shown for
1300-V case. Key: ——— experimental measurement; — — — theoretical
prediction.

TABLE II. Arbitrary function parameters for harmonic distortion measurement.

Function
Sweep range

increment~Hz!
Low-pass filter

~kHz!
Sampling freq

f s ~kHz!
Sampling

period ~ms!
Function
length ~s!

A 20–120 ~10! 1 5 200 6.55
B 120–210 ~10! 3.15 16.67 60 1.97
C 210–340~10! 4 20 50 1.64
D 340–500 ~10! 5 25 40 1.31
E 500–670~10! 8 33.3 30 0.983
F 670–810~10! 10 50 20 0.655
G 810–990~10! 10 50 20 0.655
H 210–240 ~5! 4 20 50 1.64
I 240–275 ~5! 4 20 50 1.64
J 275–315 ~5! 4 20 50 1.64
K 315–360 ~5! 4 20 50 1.64
L 360–415 ~5! 4 20 50 1.64
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veloped by the first author in Matlab software. The experi-
mental system instrumentation is shown schematically in
Fig. 7.

To efficiently and accurately ‘‘track’’ the higher har-
monic content of the 1-3’s over a wide frequency range, a
series of arbitrary functions were generated in Matlab and
loaded into the Kronhite 5920 arbitrary function generator.
Each arbitrary function consisted of a sinusoidal wave that
stayed at a fixed frequency for a sufficient number of cycles,
30 to 50, to achieve a steady-state excitation condition. The
sinusoid frequency is then increased by a 10-Hz discrete in-
crement and then held at this frequency value for a sufficient
number of cycles to again achieve steady state. A continuous
sinusoidal excitation was applied at a number of the more
resonant excitation frequencies to verify that a sufficient time
was given for steady-state convergence. The process is con-
tinued throughout the length of the arbitrary function. Due to
limitations on the number of allowable data points in the
arbitrary function ~32 768 points! and the need to satisfy
Nyquist’s sampling theory, only a finite number of frequency
increments can be included in a particular arbitrary function.
Given the available equipment, this method of system exci-
tation is optimal since a range of deterministic steady-state
dynamic conditions can be rapidly achieved as variations in

response from one frequency increment to the next are usu-
ally minimal with transients quickly dissipating. Also, a well
defined initial condition is recorded which often is necessary
in studying nonlinear systems which are initial-condition-
dependent. The group of arbitrary functions used in this
study and the related instrumentation sampling and filtering
parameter values are given in Table II. A four-pole low-pass
Bessel filter was used for anti-aliasing and excitation signal

FIG. 9. Mechanical acceleration response,ẍm , of PZT-5H 1-3 BTC in
‘‘in-air unloaded’’ condition. Key: ——— experimental measurement;
— — — theoretical prediction.~a! V51300 V ~peak!. ~b! V5650 V ~peak!.
~c! V5130 V ~peak!.

FIG. 10. Electrical current response,I, of PZT-5H 1-3 BTC in ‘‘in-air
unloaded’’ condition. Key: ——— experimental measurement; — — —
theoretical prediction.~a! V51300 V ~peak!. ~b! V5650 V ~peak!. ~c! V
5130 V ~peak!.

FIG. 11. Electrical excitation voltage,V, of PZT-4 1-3 BTC in ‘‘in-air
unloaded’’ condition. Nominally,V51300, 650, and 130 V~peak!. Funda-
mental harmonic shown for all voltage levels. Higher harmonics shown for
1300-V case. Key: ——— experimental measurement; — — — theoretical
prediction.
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reconstruction. The sampling frequency and the low-pass fil-
ter break point frequency were selected sufficiently high and
separated from one another to achieve the necessary reduc-
tion in aliased response for a wide frequency band which
included a minimum of the first five harmonics of the exci-
tation.

Thirty-two time-averaged system response measure-
ments were captured using the DSP 2860/4101 time averag-
ing and digitizer unit. Four units were used to simultaneously
record the attenuated excitation voltage,V, and current,I,
and the two acceleration signals,ẍm and 2 ẍm . The time-
averaged records were then stored in a file on the VAX sys-
tem. From here, they were converted intoMATLAB format for

post-processing. To avoid errors in harmonic content mea-
surement, the time signals were then nondimensionalized in
time and cubic spline fitted to obtain a time-symmetric spac-
ing of data points for the discrete time frequency analysis.
Individual harmonic content was extracted via convolution
with the appropriate sinusoidal function. It was verified with
simulated data that ‘‘numerical noise’’ in the digitizing pro-
cess was sufficiently low.

Results.Results of the higher harmonic measurements
for the ‘‘unloaded’’ in-air configuration are shown in Figs.
8–10 for the PZT-5H 1-3 alongside theoretical predictions.
The first three harmonics of the excitation input~electrical
voltage!, electric displacement output~current!, and me-
chanical displacement output~acceleration! are shown for
three different amplitude levels.~Fourth and higher harmon-
ics for all measured responses were below the measurement
noise floor.! The primary harmonic of the response indicates
a system being driven in the elastic region with acceleration
increasing logarithmically at 40 dB/decade. This agrees with
equivalent single-degree-of-freedom calculations given in
the previous section. In Fig. 8, the second and third harmon-
ics of the 1300-V~peak! input case are the only ones shown
as the other two cases produced similar levels, suggesting
that this is, in fact, a noise floor of the measurement and
signal processing technique. Nonetheless, it is observed that
even for the 1300-V excitation case, harmonic distortion of
the input is about four orders of magnitude below the funda-
mental, or 0.01%. In Figs. 9 and 10, it is seen that this is not
the case for the acceleration and current outputs, with har-
monic distortion of 15.6% for mechanical acceleration~5.7%
for velocity! and 5.6% for electric current. Note the domi-
nance of the odd order~symmetric! third harmonic over that
of the second harmonic, indicative of a system with a pre-
dominantly symmetric nonlinearity. Also note that the level
of harmonic distortion increases as the excitation input am-
plitude increases. The theoretical model of Eqs.~8a!–~d!
with the MRC hysteresis operator (n54) and parameter val-
ues provided in Table I, accurately predicts the response of
the system variables at the excitation frequency~the funda-
mental harmonic! and at the third harmonic. Predictions of
the second harmonic are better than expected given that there
was essentially no asymmetry in the theoretical model aside
from minor initial-condition-dependent biases in the slip
mechanisms of the MRC hysteresis operator.

D. Parametric study: Different PZT phase in 1-3

Measurements of harmonic distortion levels like those
discussed in Sec. III C were conducted on a 1-3 sample

FIG. 12. Mechanical acceleration response,ẍm , of PZT-4 1-3 BTC in ‘‘in-
air unloaded’’ condition. Key: ——— experimental measurement; — — —
theoretical prediction.~a! V51300 V ~peak!. ~b! V5650 V ~peak!. ~c! V
5130 V ~peak!.

TABLE III. Summary of harmonic distortion levels for in-air study~HDD!.

Excitation
amplitude~V!

Harmonic distortion in
terms of acceleration

mean %

Harmonic distortion in
terms of velocity

mean %

Harmonic distortion in
terms of displacement

mean %

PZT-4 PZT-5H PZT-4 PZT-5H PZT-4 PZT-5H

1300 3.0 15.6 1.2 5.7 0.5 2.2
650 1.3 7.7 0.5 2.8 0.2 1.1
130 0.5a 2.2a 0.2a 0.7a 0.1a 0.2a

aNumbers may be affected by signal-to-noise ratio.
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which incorporated the ‘‘harder’’ PZT-4 ceramic in place of
the PZT-5H ceramic. In Figs. 11 and 12 the measured elec-
trical excitation and resulting mechanical acceleration are
shown alongside theoretical predictions. Note the overall re-
duced response levels at the fundamental harmonic due to
the substantially lower piezoelectric coefficient. The theoret-
ical predictions are based on parameter values provided in
Table I for PZT-4. Linear coefficient values again were
based on values found in the literature. The identical hyster-
esis model that was matched to the PZT-5H 1-3 behavior
was employed here for theoretical predictions. Note that the
theoretical predictions of distortion using this model are sig-
nificantly greater than those measured, suggesting that the
PZT-4 1-3 does in fact have a reduced level of hysteresis
relative to PZT-5H 1-3.

Higher harmonic levels for PZT-4 and PZT-5H samples
are summarized in Table III in terms of distortion in the
acceleration, velocity, and displacement. The percentage val-
ues represent the total contribution of all of the dominant
higher harmonics, typically only the second and third har-
monics. Perhaps a better comparison of nonlinearity in
PZT-4 vs PZT-5H 1-3’s is given in Table IV, where the
harmonic distortion levels are normalized with respect to the
achieved displacement levels. Note that while it may require
roughly twice the voltage using PZT-4 to produce the same
displacement as that obtained using PZT-5H, the level of
harmonic distortion using PZT-4 will still be roughly half of
that when using PZT-5H.

E. Parametric study: 1-3 under resonant-dynamic and
static-bias mechanical loading

In some applications, such as vibration isolation in struc-
tural systems, the 1-3 may be subjected to significant static
mechanical bias forces and/or be coupled to a highly reso-
nant mechanical boundary condition which may produce
large variations as a function of frequency in the effective
mechanical impedance that the 1-3 is expected to actuate.
Recall from the constitutive equations that the PZT response
is dependent on both mechanical stress and strain. The im-
pact of nonnegligible mechanical stress, static, and/or dy-

namic on the PZT and 1-3 behavior, particularly in terms of
the level of nonlinearity, has not yet been addressed in this
article, nor has it been thoroughly analyzed by other re-
searchers.

The experimental condition, shown in Fig. 13, involved
a mounting arrangement in which the 1-3 is subjected to
some level of static mechanical compression and a resonant
mechanical load in the frequency range of interest. In the test

FIG. 13. Schematic of BTC under static bias and resonant-dynamic load.

FIG. 14. Electrical excitation voltage,V, of PZT-5H 1-3 BTC under static
bias and resonant-dynamic load condition of Fig. 13. Nominally,V
51300, 650, and 130 V~peak!. Fundamental harmonic shown for all volt-
age levels. Higher harmonics shown for 1300 V case. Key: ——— experi-
mental measurement.

FIG. 15. Mechanical acceleration response of PZT-5H 1-3 BTC under static
bias and resonant-dynamic load condition of Fig. 13. Key: ——— experi-
mental measurement.~a! V51300 V ~peak!. ~b! V5650 V ~peak!. ~c! V
5130 V ~peak!.

TABLE IV. Amplitude normalized harmonic distortion levels in terms of
displacement. HDD/Displacement amplitude/105—see Table III.

Excitation amplitude (v) PZT-4 PZT-5H

1300 2.4 4.2
650 2.0 4.3
130 4.1a 6.4a

aNumbers may be affected by signal-to-noise ratio.
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studies, the BTC was exposed to a static compressive load of
1113.6 N@pressure of 445 kPa~64.4 psi! on the 1-3 itself#.
The stiffness of each rubber layer shown in the figure is
estimated to be on the order of 13105 N/m. Ideally, with
vertical motion only and this stiffness value being suffi-
ciently low, the BTC and the two steel rings directly in con-
tact with it ~each of 22.7-kg mass! may be considered dy-
namically isolated above 20 Hz. Again, there is a plane of
symmetry through the BTC as in Fig. 3. Except now, there is
a substantial resonant load in the frequency range of interest.
As a rough first approximation, the plexiglass block mass
is lumped with the steel disk and its spring stiffness is
given by kpl5cplA/Lpl5~5.933109 N/m2!~0.002 m2!/
~0.0254 m!54.673108 N/m. If the disk mass is treated as
rigid, then a resonant frequency ofA4.673108/22.7/2p
'720 Hz is predicted. But, the steel disk~radius of 0.19 m
and mean thickness of 0.0254 m with Young’s modulus of
207 GPa and density of 7850 kb/m3! flexural modes under
free boundary conditions can be estimated using formulas by
Liessa.68 The only axisymmetric mode with a natural fre-
quency below 1000 Hz, is the first with a value of about 250
Hz. A more thorough analysis of the resonant loading con-
dition would require a detailed numerical treatment because
of the complex coupling conditions and actual disk geometry
~center hole and thickness variation! and would still be ap-
proximate given some modeling uncertainties. It is beyond

the scope of this article; nonetheless, the above theoretical
predictions suggest there may be more than one resonance
below 1000 Hz.

Experimental measurements for the PZT-5H 1-3 under
the loading condition of Fig. 13 are shown in Figs. 14–16.
For this case, the response has become significantly more
complex and frequency dependent. Measured harmonic dis-
tortion in the excitation voltage is now about 0.1%. This was
true for all three of the excitation levels considered. In Fig.
15, note the general increase in the asymmetric second har-
monic response of the mechanical acceleration, eclipsing the
symmetric third harmonic at some excitation frequencies.
This is a common occurrence in nonlinear systems subject to
some sort of bias load.69 A strong resonance in the funda-
mental and higher harmonic acceleration responses occurs at
about 280 Hz. Its peak frequency decreases slightly with
increasing excitation amplitude, sign of a softening stiffness
nonlinearity~or hardening stiffness nonlinearity under a bias
load!.69 Approximate theoretical predictions suggest that this
may be associated with the first axisymmetric flexural mode
of the steel disk. Note in Fig. 15~b! the excitation of this
strong resonance at excitation frequencies of one-half and
one-third the resonant frequency evident in the second and
third higher harmonic traces, respectively. Resonant behav-
ior at all three excitation amplitude levels is evident near
excitation frequencies of 640 and 690 Hz in the fundamental
harmonic. Note that resonances in the higher harmonics
which roughly correspond to these are evident at about 330
and 360 Hz in the second harmonic and to a less degree at
about 230 Hz in the third harmonic. In fact, the second har-
monic response at an excitation frequency of 360 Hz appar-
ently due to a system resonance at twice this frequency
dominates the spectrum as the fundamental harmonic re-
sponse at 360 Hz is in an antiresonance. In other words, it
appears that the multi-resonant dynamics of the structure the
1-3 is driving has led to a condition of greater that 100%
harmonic distortion, a condition not encountered when the
1-3 was subject to much simpler mechanical coupling. This
is clearly evident in the time domain plots of Fig. 16. Table
V summarizes the harmonic distortion levels and variability
for this loading condition.

IV. CONCLUSION

The principle contributions of this study are summa-
rized. Preliminary theoretical formulations of the nonlinear
constitutive equations for 1-3’s have been developed which
account for irreversible~hysteretic! dielectric behavior in the
PZT phase. Preliminary experimental studies of a 1-3 piezo-
ceramic element have detected nonlinear behavior, particu-

FIG. 16. Electrical excitation/mechanical response of PZT-5H 1-3 BTC
under static bias and resonant-dynamic load condition of Fig. 13 and sinu-
soidal excitation of frequencyv/2p5360 Hz. ~a! Small amplitude excita-
tion. ~b! Large amplitude excitation. Key: ——— applied voltageV;
— — — accelerationẍm .

TABLE V. Summary of harmonic distortion levels for biased-resonant study~PZT-5H!.

Excitation
amplitude~V!

Harmonic distortion in
terms of acceleration

mean~range! %

Harmonic distortion in
terms of velocity
mean~range! %

Harmonic distortion in
terms of displacement

mean~range! %

1300 28.3~2.2–204! 11.6 ~0.8–92.3! 5.0 ~0.3–42.9!
650 14.1 ~0.7–111! 5.8 ~0.2–50.6! 2.5 ~0.1–23.7!
130 2.5 ~0–26.7! 1.1 ~0–12.5! 0.5 ~0–6.0!
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larly in terms of hysteresis under quasistatic excitation con-
ditions and higher harmonic response~harmonic distortion!
under dynamic excitation conditions. Dependence on excita-
tion amplitude level and frequency has been measured. Re-
sponse predictions based on the nonlinear theoretical model
have shown good agreement with experiment, particularly
for low externally applied mechanical stress conditions.

A significant dependence of the level of nonlinearity on
the coupling conditions of the 1-3 to its surroundings has
been measured. This may have serious repercussions with
respect to integrating 1-3’s in applications where they will be
subjected to significant resonant dynamic mechanical load-
ing such as in structural vibro-acoustic control applications.
Further theoretical and experimental research on this particu-
lar issue are needed. Finally, comparative studies of nonlin-
earity in PZT-4 vs PZT-5H 1-3’s indicate that, even if the
reduced actuation authority of the PZT-4 is taken into ac-
count, the level of harmonic distortion using PZT-4 is sig-
nificantly less than when using PZT-5H.

While this study has focused on the 1-3, some of the
utilized techniques are applicable to the wide range of con-
ventional and smart components and structures with signifi-
cant nonlinearity. Smart materials in which nonlinearity has
been reported include piezoelectric, electrostrictive, magne-
tostrictive, electrorheological, and shape memory alloy. Non-
linearity may be especially prevalent in piezoelectric and
electrostrictive single-crystal and thin film devices in the
coming years as electric field levels are expected to be very
high in their application. A better fundamental understanding
of nonlinear vibration transmission, transduction, dissipation,
and production in components and structures utilizing these
technologies will ultimately have wide benefit.
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Active control of sound transmission through a double-leaf
partition by volume velocity cancellation
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The paper considers the active control of harmonic sound transmitted through a double-leaf partition
by cancelling the volume velocity of the radiating panel. The double-leaf partition consists of a pair
of small plates, 3003380 mm, separated by a 100-mm air-gap. The panel volume velocity can be
sensed by a single shaped film of piezoelectric PVDF material attached to the plate. Cancellation of
volume velocity using a single point force is compared with the result using a matched,distributed
actuator which applies a uniform force to the plate and does not give rise to control spillover.
Comparison with earlier work in which the volume velocity of a single plate was cancelled@Johnson
and Elliott, J. Acoust. Soc. Am.98, 2174–2186~1995!# shows that substantial reductions in the
transmitted sound power are only possible up to around 350 Hz, as opposed to 600 Hz in the single
panel case. A radiation mode analysis of the panels shows that the double-leaf construction provides
good passive attenuation of the first radiation mode at high frequencies, so that inefficiently
radiating even modes of the radiating panel make a dominant contribution to the radiated sound
power. Thus there is no advantage in controlling volume velocity in this frequency range. ©1998
Acoustical Society of America.@S0001-4966~98!02811-2#

PACS numbers: 43.40.Dx, 43.40.Vn, 43.55.Rg@PJR#

INTRODUCTION

Double-leaf partitions are often used in noise control
engineering when high sound transmission loss has to be
achieved with lightweight structures: an example is an air-
craft fuselage shell. However, the sound transmission loss
decreases rapidly toward low frequencies, where it is gener-
ally poorer than that of a single panel.1,2 Active noise control
offers a solution to this problem.

A recent paper on the active control of sound radiation3

has discussed the strategy of cancelling the net volume ve-
locity of a vibrating panel in order to reduce the sound power
radiated from it at low frequencies. The net volume velocity
of a thin plate can be obtained directly using a single distrib-
uted piezoelectric sensor attached to the plate surface.4 No
knowledge of the mode shapes of the plate vibration is
needed. In the earlier work3 the effect of cancelling the vol-
ume velocity of a single thin plate was examined, and it was
seen that the radiated power could be reduced significantly,
not only at very low frequencies as might have been ex-
pected~i.e., for kl!1, wherek is wave number andl is the
longest dimension of the plate!, but also up tokl54, where
a 10-dB reduction was calculated. In order to achieve this
attenuation, it was assumed that the control was applied by a
singledistributedsecondary actuator. The distributed actua-
tor was designed to avoid control spillover by exerting a
uniform force over the plate surface; such an actuator formed
a matched pair with the volume velocity sensor and only
excited those plate modes which are observed by the volume
velocity sensor. One advantage of cancelling plate volume
velocity is that no remote error microphones are required to
sense the radiated sound. A further advantage is that of sim-
plicity because the volume velocity measurement can be
made by a single distributed sensor.

In this paper the philosophy of cancelling the net volume
velocity of a panel by active means will be applied to a
double-leaf partition. As in the work on single panels,3 it will
be assumed that a measurement of the spatially integrated
volume velocity of the radiating panel is available and either
a single point force or a uniform-force actuator will be used
for control. Previous work on the active control of sound
transmission through a double-leaf partition has generally
involved reducing the sound pressure at discrete microphone
locations. Carneal and Fuller5 carried out an experimental
study of the active control of a double-leaf partition using
three PZT actuators for control. At single frequencies, the
controller acted to minimize the sum of squared sound pres-
sure measurements using three error microphones in a re-
ceiving room. In the experiment the PZT actuators were first
placed on the incident panel and then on the radiating panel.
On the incident panel it was found that the control acted to
suppress the modes of the plate and reduce their source
strength; while with the actuators on the radiating panel the
modes were restructured so that the odd–odd modes~which
are efficient radiators! were suppressed while the ineffi-
ciently radiating even modes were generally increased in am-
plitude.

Another investigation of the active control of a double-
leaf partition was carried out by Saset al.6,7 who inserted
small loudspeakers into the space between the two panels. In
different experiments they minimized the sum of squared
sound pressures at two microphones placed either inside the
cavity between the panels or external to the partition assem-
bly at various distances from the radiating panel. The use of
microphones in the cavity gave good transmission loss at
frequencies where vibration of the coupled structural-
acoustic system was dominated by one or two modes. How-
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ever, the transmission loss was generally slightly better when
the microphones were placed externally in the radiated sound
field.

In this paper, radiation modes are used as a tool to ana-
lyze the radiated power from a double-panel partition. In the
radiation mode approach the surface vibration is decomposed
into a set of independently radiating velocity distributions
which roughly correspond to monopole, dipole, and higher-
order acoustic radiators. For example, the first~monopole-
type! radiation mode simply expresses the net volume veloc-
ity of the plate. The application of a single uniform-force
actuator to one or other panel of a double-panel partition is
investigated, and compared with the reduction in radiated
power achieved using a point actuator.

I. THEORY

A. Description of double-panel model

Previous work on sound transmission into a rectangular
enclosure6,8,9 indicates that a fully coupled structural-
acoustic model is required to describe the double-leaf parti-
tion adequately. Kim and Brennan10 set out a fully coupled
structural-acoustic model to investigate the minimization of
the acoustic potential energy for reducing sound transmission
into a rectangular enclosure using both structural and acous-
tic actuators. In this model the vibration of the fully coupled
system is expressed in terms of the amplitudes of the struc-
tural and acoustic modes of the uncoupled subsystems. Our
analysis extends the model10 to active control of sound trans-
mission into a free field, through a double-leaf partition
where full coupling exists among the acoustical modes in the
sound field between the two panels and the structural modes
on each panel. Figure 1 shows a double-leaf partition in an
infinite rigid baffle. An incident plane waveP excites panel
1. Through the coupling of panel 1, the acoustical enclosure
between the double panels and panel 2, sound power is radi-
ated from the right hand side of the baffle. The coordinates
of panel 1, which is excited by plane wave~P!, are shown in

Fig. 2~a!, and the coordinates of panel 2 are shown in Fig.
2~b!. The sound radiation from panel 2 is calculated using a
number of elemental radiators.3

B. Structural-acoustic coupled response

If the acoustic pressure and the structural vibration are
assumed to be described by summation ofN andM modes,
respectively, the acoustic pressure at a location~x,y,z! inside
the enclosure and the structural vibration velocities at a lo-
cation ~x,y! on panel 1 and panel 2 are given, respectively,

p~x,y,z,v!5 (
n50

N21

cn~x,y,z!an~v!5CTa, ~1!

vp1~x,y,v!5 (
m51

M

fm~x,y!bp1m~v!5FTbp1, ~2!

and

vp2~x,y,v!5 (
m51

M

fm~x,y!bp2m~v!5FTbp2, ~3!

where theN-length column vectors11 C anda consist of the
array of uncoupled acoustic mode shape functionscn(x,y,z)
and the complex amplitude of the acoustic pressure modes
an(v), respectively. Similarly, the M-length column
vectors12 F, bp1, andbp2 consist of the array of uncoupled
vibration mode shape functionsfm(x,y) and the complex
amplitude of the vibration velocity modesbp1m(v) and
bp2m(v), respectively, in which it is assumed that both pan-
els have the same boundary conditions and hence mode
shapes.

Following the approach of Kim and Brennan,10 we can
extend the expressions for the amplitude of the uncoupled
acoustic modes and structural modes to a double-panelled
partition by considering all the modal forces applied to each
panel; also the modal velocity of each panel applied to the
enclosed volume. The amplitudes of the acoustic modes and
the amplitudes of the structural modes on panel 1 and panel
2 can be written, respectively, as follows:

a5Za~C1bp11C2bp2!, ~4!

bp15Yp1~gp2pc12C1
Ta!, ~5!

and

bp25Yp2~2pc21C2
Ta!, ~6!

FIG. 1. Double panel partition.

FIG. 2. ~a! Coordinates of panel 1 which is excited by an incident plane
waveP; ~b! coordinates of panel 2 and sound radiation from the panel using
a number of elemental radiators.
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whereZa5(rc2/V)A(v). In the following analysis, the sub-
script i refers to panel 1 or panel 2.r is the density of air,c
is the speed of sound in air,V is the volume of the enclosure,
the matrixA~v! is a (N3N) diagonal matrix in which each
diagonal term (n3n) consists of the acoustic resonance of
the nth acoustic mode, given by

An~v!5
j v

vn
22v21 j 2jnvnv

, ~7!

in which vn and jn are, respectively, the natural frequency
and damping ratio of thenth acoustic mode and it has been
assumed that the acoustic modes are normalized, such that
(1/V)*Vcn

251. Ci is the structural-acoustic mode shape cou-
pling matrix (N3M ) in which each element (Cinm) is given
by

Cinm5E
Spi

cnfm ds, ~8!

whereSpi is the area of paneli. The superscriptT refers to
transpose.Ypi is an (M3M ) diagonal matrix in which each
diagonal term~m,m! can be written by

Ypim5
1

rshiSpi
Bim~v!, ~9!

wherers is the density of the plate material,hi is the thick-
ness, andBim is the structural resonance of themth structural
mode of paneli which has a similar form to Eq.~7!. The
M-length column vectorgp is the generalized modal vector
due to the primary excitation in which each term consists of
the coupling between a structural mode and the primary
plane wave excitation.3 It should be noted that the effect of
pressure generated in the external fluid by the motion of the
panels has been assumed to be negligible compared with the
effect of the internal pressure in the cavity. TheM-length
column vectorpci is the structural force vector~i.e., due to
control forces! which will be determined in the following
section. The minus sign in Eqs.~5! and~6! is because of the
sign convention used. Substituting Eqs.~5! and ~6! into Eq.
~4!, we get

a5@ I1Za~C1Yp1C1
T2C2Yp2C2

T!#21

Za@C1Yp1~gp2pc1!2C2Yp2pc2#. ~10!

Substituting Eq.~10! into Eqs.~5! and~6! and the results into
Eqs. ~1!, ~2!, and ~3!, we can get fully coupled structural-
acoustic responses.

C. Cancellation of volume velocity with a single
control actuator

The cancellation of the volume velocity of the radiating
plate will be used as a strategy for the active control of sound
power transmission. The net complex volume velocityQi of
panel i is simply the sum of the complex velocities at each
elemental position multiplied by the elemental area, and can
be written in terms of a velocity vector,3 vi, of lengthd:

Qi5qivi, ~11!

whereqi is a d-length row vector in which every element is
equal to the elemental area. If we define the total volume

velocity of the surface as a sum of contributions from the
primary and control sources, we have

Qi5qivpi1qivci, ~12!

wherevpi is the velocity of each element due to the primary
source andvci is the velocity due to the control sources. We
can definevci as being a combination of the velocity due to a
unit force, vci2f, times a force of complex amplitudeFci .
Therefore, Eq.~12! can be written as

Qi5qivpi1qiFcivci2f. ~13!

We can calculate the forceFci which is required to cancel
the volume velocity by settingQi in Eq. ~13! equal to zero:

Fci5
qivpi

qivci2f
. ~14!

If a point control force is applied on paneli, each element
(Pcim) in the modal vectorpci in Eq. ~10! for a simply sup-
ported panel can be written as11

Pcim5
4Fci

l xl y
sinS m1pxci

l x
D sinS m2pyci

l y
D , ~15!

wherel x andl y are the dimensions of the panels in thex and
y directions~the dimensions of the two panels are assumed
the same!, m1 andm2 are the structural mode number in the
x and y directions~the structural mode numbers of the two
panels are assumed the same!, and (xci ,yci) is the location of
the control force.

If instead a uniform-force actuator is applied on paneli,
each element (Pcim) in the force term (pci) in Eq. ~10! for a
simply supported panel can be written as10

Pcim5E
0

l xE
0

l y 4Fci

l xl y
sinS m1px

l x
D sinS m2py

l y
Ddx dy.

~16!

Substituting Eq.~15! or ~16! into Eqs.~10!, ~5!, and~6! and
the results into Eqs.~1!, ~2!, and ~3!, we can get fully
coupled structural-acoustic responses due to a point force or
a uniform-force actuator, respectively.

D. Transmission of sound power

Many of the results quoted in the following sections will
be expressed in terms of power transmission ratio. This is
defined as the sound power radiated by panel 2 divided by
the sound power incident on panel 1 if the panel were rigid.
The power incident on panel 1 if it is rigid is3

Win5uPu2l xl y cosu/2rc, ~17!

where P is the incident pressure on panel 1~Fig. 1!. The
sound radiation by panel 2 is~see the example for a single
panel3!

Wr5v2
HRv2, ~18!

wherev25vp21Fc2vc22f is thed-length vector of elemental
velocities due to both primary and control source excitations,
H is the Hermitian transpose~complex conjugate transpose!,
and R is a d3d matrix giving the real part of the acoustic
transfer impedance between each pair of elemental areas of
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panel 2. The sound transmission ratio~T! can then be written
as

T5Wr /Win. ~19!

E. Radiation modes

As the matrixR is real, symmetric, and positive definite,
it has an eigenvector-eigenvalue decompositionR5QLQT,
whereQ is a real and unitary matrix of orthogonal eigenvec-
tors and L is a diagonal matrix of eigenvaluesl j ( j
51,...,d) which are all positive real numbers. Equation~18!
can be modified to give

Wr5v2
HQLQTv2. ~20!

Therefore, we can express the radiated power as a sum of
radiation mode amplitudesy. Thed-length vectory of radia-
tion mode amplitudes will be given byy5QTv2. Each radia-
tion mode is a weighted sum of the element velocitiesv2.
The radiation mode shapes are given by the eigenvectors in
Q. We can then rewrite Eq.~20! as

Wr5yHLy5(
j 51

d

l j uyj u2. ~21!

Equation~21! shows that radiation modes radiate sound in-
dependently.

II. NUMERICAL RESULTS

A. Natural resonance and response

The numerical results presented here have been calcu-
lated for aluminium panels with Young’s modulusE
571 GPa, structural densityrs52720 kg/m3, Poisson’s ratio
n50.33, and structural damping ratiojs50.002. Each panel
has dimensionsl x5380 mm andl y5300 mm, the thickness
of panel 1 h151 mm, the thickness of panel 2h2

51.1 mm, and the distance between the double panelsl z

5100 mm. The panel 1 is excited by a plane wave incident
at u545° andf545° ~with the exception of Sec. II D!. The
enclosure is with density of airr51.21 kg/m3 and speed of
sound c5343 m/s ~with the exception of Sec. II C!, and
modal damping ratio of airjn50.01. The structural modes
up to (m15m256), the acoustical modes up to (n15n2

52, n351), and the number of the elemental radiators (d
3d5939) are assumed for the calculations in this paper,
although the results are not substantially changed if many
more modes are also included in the calculation. In Sec. II C,
results are given for various gases which have different val-
uesr andc, altering the coupling between the plates. In Sec.
II D, results are given for various incident waves and a dif-
fuse incident sound field.

The results presented in this paper represent the control
possible using a feedforward control system with a perfectly
correlated reference signal.

The uncoupled structural natural frequencies of panel 1
and panel 2 are shown in Table I and Table II, respectively,

FIG. 3. Uncontrolled power transmission ratios for both a single panel and
double panel partition. ——— Single panel;••••••• double panel partition.

TABLE I. Structural resonance of panel 1 (h151 mm). Note: 1,2...,6 in the
first column are the mode numbers in thex-direction and 1,2,...,6 in the first
row are the mode numbers in they direction.

Natural frequency
~Hz! 1 2 3 4 5 6

1 44 126 262 453 698 998
2 95 177 313 504 749 1049
3 180 262 398 589 834 1134
4 299 381 517 708 953 1253
5 452 534 670 861 1106 1406
6 639 720 857 1048 1293 1593

TABLE II. Structural resonance of panel 2 (h251.1 mm).

Natural frequency
~Hz! 1 2 3 4 5 6

1 48 138 288 498 768 1098
2 104 194 344 554 824 1154
3 198 288 438 648 918 1248
4 329 419 569 779 1049 1379
5 497 587 737 947 1217 1547
6 703 793 943 1153 1422 1752

TABLE III. Acoustical resonance in the enclosure.

Mode number in
the enclosure

Natural frequency
~Hz!

~0,0,0! 0
~1,0,0! 451
~0,1,0! 571
~1,1,0! 728
~2,0,0! 902
~2,1,0! 1068
~0,2,0! 1143
~1,2,0! 1229
~2,2,0! 1456
~0,0,1! 1715
~1,0,1! 1773
~0,1,1! 1807
~1,1,1! 1863
~2,0,1! 1938
~2,1,1! 2020
~0,2,1! 2061
~1,2,1! 2110
~2,2,1! 2250
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and the uncoupled acoustical natural frequencies of the en-
closure are shown in Table III. Comparing these three tables,
it can be seen that at frequency below 700 Hz~the case
considered here! there are many more structural modes than
acoustical modes.

Figure 3 presents the uncontrolled power transmission
ratio for both a single panel~panel 1 only! and double panel
partitions for the same incident plane wave excitation. The
power transmission ratio~T! is defined to be the ratio of the
power radiated by the plate to the power incident on a rigid
panel@Eq. ~19!#. In certain circumstances the vibration of the
panel can cause the power absorbed by the baffled panel
from the incident acoustic wave to be greater than that inci-
dent on a rigid surface, and if most of this power is transmit-
ted through the structure thenT can be numerically greater
than unity, even though energy is conserved.

As expected, there is an overall improvement in power
transmission loss from the introduction of the second-panel,
particularly at high frequencies. However, the double panel
partition has a relatively poor sound insulation at some low

frequencies, due to effective coupling of the wall structural
modes and acoustical modes in the sound field between
them. The sound transmission loss is worst at the mass-air-
mass resonance of the partition~49 Hz!.

B. Cancellation of volume velocity with a point force
or a uniform-force actuator

Figure 4~a! shows the power transmission ratio when the
volume velocity of the radiating panel~panel 2! is cancelled
using an actuator applied to panel 1. Even when a single
point force is used, the control is effective over a range of
frequencies up to 350 Hz. At around 200 Hz the control with
a point force is poor due to excitation of high-order modes
on panel 1~control spillover!. However, if a uniform-force
actuator is used, the spillover problem disappears.

In Fig. 4~b! the same secondary actuator is applied to
panel 2. Here the result using a uniform-force actuator is
little changed from the previous case when the control was
applied to panel 1; however, the result of using a point force
on panel 2 gives significantly worse results than on panel 1.
This arises for two reasons:

~1! High-order modes of panel 2 are excited by the point
force and contribute directly to radiation by high-order
structural modes which are not cancelled by driving the
plate volume velocity to zero. On the other hand, high-
order modes on panel 1 are attenuated to some degree by
the intervening cavity.

~2! There is some loss of control at 65 Hz which corre-
sponds to the natural frequency of panel 1~which is
uncontrolled! on the compliance of the air in the cavity.

It can be concluded that good reductions of power trans-
mission are achieved by driving a uniform-force actuator on
either panel 1 or panel 2 to cancel the volume velocity on
panel 2. The best results appear to be obtained by driving
constant force on panel 1 to cancel volume velocity on
panel 2.

C. Active control at high frequencies

Figure 4 shows that virtually no reduction in power
transmission is achievable above 400 Hz for the plate con-
figuration considered. This is in contrast with the corre-
sponding result for a single panel having the same dimen-
sions~given in Fig. 11 in the paper by Johnson and Elliott3!
where reductions in radiated sound power approaching 10
dB were possible up to 600 Hz.

In order to explain the poor reduction in the high fre-
quency range, radiated power by each radiation mode has
been determined for both uncontrolled and controlled cases.
Figure 5~a! shows the radiated power by the first eight radia-
tion modes with no control. 0 dB represents the total power
radiated equal to the sound power incident on panel 1. It can
be seen that in the low frequency range virtually all the ra-
diated power is due to the first radiation mode. However, in
the frequency range above about 400 Hz, the power due to
the second radiation mode is very high and exceeds that due
to the first radiation mode at some points. Figure 5~b! shows
the contribution of each radiation mode at 25 Hz both with

FIG. 4. Power transmission ratios of the double panel partition, for both
without and with control by driving a structural actuator on either panel to
cancel volume velocity. ——— Without control;••••••••••••• using a cen-
tral point force; ----------- using a uniform-force actuator.
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and without control using a uniform force on panel 2 to
cancel volume velocity on panel 2. From Fig. 5~b!, it can be
seen that before control the first radiation mode dominates,
as would be expected because the plate is very small com-
pared with an acoustic wavelength. After control, all the ra-
diated power is reduced as the volume velocity is driven to a
low value. This results in the reduction of total power trans-
mission at this frequency. Figure 5~c! shows the correspond-
ing results at 350 Hz. At this frequency, before control there
are two significantly excited radiation modes. After control,
the power due to the first mode is reduced significantly.
However, the power due to the second radiation mode re-
mains unchanged, so the total radiated power stays almost
the same as in the uncontrolled case. Thus it is a feature of
the uncontrolled double panel system that at high frequencies
much of the sound radiation is due to dipole-type motions of
the radiating panel~which is not detected by a volume ve-
locity sensor!.

It is likely that the~1,0,0! and~0,1,0! acoustic modes of
the cavity are responsible for this strong coupling to even
modes of the radiating plate. In order to check this possibil-
ity, it is of interest to consider different gases in the enclo-
sure between the two panels. To examine the effect of gas

filling in the enclosure~outside of the enclosure is still air!,
Fig. 6 shows power transmission ratios for three types of
gases. Comparing Fig. 6~a! and ~b! with Fig. 4~b!, it can be
seen that oxygen@Fig. 6~a!# and CO2 @Fig. 6~b!# produce
similar attenuation as air@Fig. 4~b!# under each control con-
dition. This is because the acoustic density and acoustic
speed of these three gases are similar.

Figure 6~b! shows the results for helium which has high
acoustic speed. It shows that good reductions of sound trans-
mission are achieved using helium, especially at high fre-
quencies. This is because that the high acoustic speed results
in long acoustic wavelength. As a result, the~1,0,0! and
~0,1,0! acoustic modes~see Table III! are shifted up out of
the frequency range of interest, giving less coupling to the
even modes of plate 2. Therefore, the first radiation mode
dominates so reducing volume velocity means reducing
sound power.

The above simulations show that the double panel con-
struction provides passive attenuation of the first radiation
mode above about 200 Hz. Comparing the radiated power
from a single panel with no control~Fig. 3! the radiated
power from a double panel partition is significantly reduced
in the high frequency range by purely passive means. There-

FIG. 5. Radiated power by the first eight radiation
modes.~a! without control;~b! contribution of each ra-
diation mode at 25 Hz both with and without control;
~c! contribution of each radiation mode at 350 Hz both
with and without control.
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fore, in the high frequency range, there is no advantage in
controlling only the volume velocity of a double panel par-
tition; if further attenuation is required, the second and third
radiation modes must be controlled as well.

D. Effect of direction of incoming plane wave

In the examples discussed so far, only a plane wave
incident atu545° andf545° has been considered. To test

the effect of the direction of the incident wave, Fig. 7~a!–~c!
shows power transmission ratios for the incident wave at
three individual directions. From these figures, it can be seen
that reductions of power transmission ratios decrease asu
and f increase simultaneously (0<u5f<p/4), especially
at high frequencies. The best reductions of power transmis-
sion are achieved when the normal incident wave@Fig. 7~a!#
is used. This is because the normal incident wave does not
excite any even modes of the plate, while an oblique incident
plane wave excites all the plate modes in general. As a result,
cancellation of volume velocity reduces the sound transmis-
sion to a very low value. Figure 7~d! shows the results for the
incident plane waves from all the directions (u50,
p/S,...,p/2 andf50,2p/4,...,2p) which provides a crude
approximation to the diffuse field which would be presented
in a reverberant room. The results are obtained by calculat-
ing the total velocity vector@v2 in Eq. ~18!# due to all 25
incident waves above both without and with control. Figure
7~d! shows that at low frequencies (frequencies<400 Hz)
the power transmission ratios are reduced significantly ex-
cept for a few discrete points. At high frequencies
(frequencies.400 Hz), virtually no reduction in power
transmission is achievable. These results are similar to those
shown in Fig. 4 for an incident plane wave atu545° and
f545°. Therefore, the analysis and results shown in Sec.
II C ~active control at high frequencies! can be applied to the
case of sound transmission from a diffuse incident field.

Other numerical simulations have shown using a
uniform-force actuator on either panel to cancel the volume
velocity on panel 2 produces slight better results than using
these actuators to cancel the volume velocity on panel 1. To
save space, only the results of canceling the volume velocity
on panel 2 are shown here.

III. CONCLUSIONS

The transmission of the sound power through a double
panel partition can be reduced significantly by the cancella-
tion of volume velocity on either panel at low frequencies
~below 350 Hz!. At high frequencies and in air, inefficiently
radiating even modes of the radiating panel make a dominant
contribution to the radiated sound power and so there is no
advantage in controlling volume velocity alone in this fre-
quency range. However, the transmission of the sound power
from the double panel partition is significantly reduced at
high frequencies by purely passive means. If further attenu-
ation is required, two respects could be considered which are
active structural control of the second and third radiation
modes, or possibly the introduction of acoustic sources into
the air-gap between the panels to control the~1,0,0! and
~0,1,0! acoustic modes.

The use of a single point force actuator on either panel
causes spillover at some frequencies. To achieve the best
control, it is suggested that a uniform-force actuator should
be driven on either panel to cancel the volume velocity on
panel 2. These findings provided an opportunity to design an
active control system for sound transmission through a
double panel partition.

FIG. 6. Power transmission ratios of the double panel partition, for both
without and with control by driving a structural actuator on panel 2 to cancel
volume velocity on panel 2, and for various gases.~a! Oxygen (r
51.43 kg/m3, c5317.2 m/s);~b! CO2 (r51.98 kg/m3, c5258 m/s);~c! he-
lium (r50.18 kg/m3, c5971.9 m/s). ——— Without control;••••••••••••
using a central point force; ----------- using a uniform-force actuator.
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The scattering of acoustic waves by an elastic sphere embedded in an elastic isotropic medium is
investigated. Expressions for the scattered waves are given in terms of monostatic and bistatic
scattering cross sections. The resonances of the solid sphere were determined numerically in the
individual normal mode amplitudes; dispersion curves for the phase velocities of the circumferential
waves were also obtained. Computations and experimental results for an aluminum sphere
embedded in Plexiglas were in good agreement. ©1998 Acoustical Society of America.
@S0001-4966~98!05610-0#
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INTRODUCTION

The aim of this work is the understanding of the mecha-
nisms of acoustic scattering by objects embedded in sedi-
ments. Nowadays, detection of objects buried in sediments1

seems to be a challenging problem, even if the object is
covered by only a thin layer of sediment. This problem arises
frequently in the offshore domain, where there is a need for
inspecting pipes or cables laying on the sea bottom. It also
arises for military applications.

Buried objects are generally difficult to detect because
of the influence of the interface between water and sediment
and because of the complex nature of sediments. In this pa-
per we made the simplifying assumption that the object is
sufficiently far from the interface so that the interaction be-
tween the interface and the object is negligible. On the other
hand, it is well known that, in most cases, since sediments
can support shear waves, we used a modeling in which the
embedding medium is elastic, homogeneous, and isotropic.
Moreover, we used an elastic sphere to simulate the buried
object.

Acoustic scattering by elastic spheres in water has been
widely investigated2–6 in the last 40 years. Here, our objec-
tive was to extend this work to the scattering by spheres
embedded in an elastic medium. This problem has been in-
vestigated too,7–10 but to our knowledge there have been no
experimental results given in the literature. Our objective
was to fill this gap and verify by tank experiments the valid-
ity of computational results. A physical interpretation of the
observed phenomena is given in terms of circumferential
waves.

Special attention has been paid to the resonance behav-
ior of the target. It has been observed that if some of the
resonances are connected toP–P scattering~incident P-
wave, receivedP wave!, others are directly connected to
P–S scattering~incident P wave, receivedS wave!. This
could be very useful for an inverse problem strategy.

Our theoretical approach was from the point of view of

elasticity theory~i.e., computation of stress tensor and dis-
placements, inside and outside the object!.

I. GENERAL SOLUTION TO THE PROBLEM

In an elastic medium the displacement vectoru may be
represented in terms of a scalar potentialf and a vector
potentialc by the equation

u5gradf1rot c, ~1!

wheref andc satisfy the equations

¹2f1kL
2f50, ¹2c1kT

2c50. ~2!

In a problem with spherical symmetry the vector potentialc
has only one component and can be written in the form:
c5(0,0,c), wherec is a scalar.

In these conditions the scalar potentialsf andc satisfy
the two equations

¹ ru
2 f1kL

2f50, ¹ ru
2 c1kT

2c50, ~3!

where

kL5
v

cL
, kT5

v

cT
,

~4!

cL5Al12m

r
, cT5Am

r
.

¹ ru
2 is the Laplacian operator in spherical coordinates. We

denote by~1! the surrounding medium and by~2! the object
medium~Fig. 1!.

In medium~1! we suppose the incident field to be pro-
duced by a plane compressional wave

f inc~x2!5f0ei ~k1Lx22vt !, ~5!

wheref0 is an arbitrary constant. This field can be expanded
using spherical wave functions in the form:
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f inc5f0e2 ivt (
n50

`

i n~2n11! j n~k1Lr !Pn~cosu!, ~6!

where Pn(cosu) are the Legendre polynomials andj n the
spherical Bessel functions of ordern. u is the angle between
the direction of the incident wave and the direction of obser-
vation ~Fig. 1!.

Once the incident wave has been scattered by the object,
two waves~a compressional wave and a shear wave! can be
produced in medium~1!, whose expressions are given by

f1
~s!5f0e2 ivt (

n50

`

i n~2n11!bnhn
~1!~k1Lr !Pn~cosu!

~7!

and

c1
~s!5f0e2 ivt (

n50

`

i n~2n11!cnhn
~1!~k1Tr !Pn~cosu!.

~8!

In the medium inside the object, we have

f2
~s!5f0e2 ivt (

n50

`

i n~2n11!dnj n~k2Lr !Pn~cosu!, ~9!

c2
~s!5f0e2 ivt (

n50

`

i n~2n11! f nj n~k2Tr !Pn~cosu!.

~10!

The four coefficientsbn , cn , dn , f n are obtained from the
boundary conditions at the elastic–elastic interface which
state that atr 5a contact is complete~continuity of displace-
ments and stresses!. In spherical coordinates the displace-
ment components are

ur5
]

]r Ff1
]

]r
~rc!G1rkT

2c,

uu5
1

r

]

]u Ff1
]

]r
~rc!G , ~11!

uw50,

and the stress tensor components can be expressed as

s rr 52lkL
2f12mF ]2

]r 2 S f1
]

]r
~rc! D1kT

2 ]

]r
~rc!G ,

s rq5mF2
]

]r S 1

r

]

]q S f1
]

]r
~rc! D D1kT

2 ]c

]q G , ~12!

sqq52lkL
2f12mF S 1

r

]

]r
1

1

r 2

]2

]q2D S f1
]

]r
~rc! D

1kT
2cG ,

sff52lkL
2f12mF S 1

r

]

]r
1

cotgq

r 2

]

]q D
3S f1

]

]r
~rc! D1kT

2c G .
The four equations given by the boundary conditions when
we express the continuity of displacements (ur anduu) and
stresses (s rr ands ru) determine the four coefficients given
in Eqs.~7!–~10!. This system of equations can be solved by
Cramer’s rule. The coefficientsbn and cn of the scattered
longitudinal wave and the scattered shear wave, respectively,
are given by the ratios

bn5
det Dn

~1!

det Dn*
5

FA1 a12 a13 a14

A2 a22 a23 a24

A3 a32 a33 a34

A4 a42 a43 a44

G
F a11 a12 a13 a14

a21 a22 a23 a24

a31 a32 a33 a34

a41 a42 a43 a44

G , ~13!

cn5
det Dn

~2!

det Dn*
5

F a11 A1 a13 a14

a21 A2 a23 a24

a31 A3 a33 a34

a41 A4 a43 a44

G
F a11 a12 a13 a14

a21 a22 a23 a24

a31 a32 a33 a34

a41 a42 a43 a44

G . ~14!

~The elementsai j andAi of these determinants are given in
the Appendix.!

Once coefficientsbn and cn are known, the scattered
field around the object can be obtained in a straightforward
manner.

II. NUMERICAL RESULTS

The backscattered fieldf1
(s) corresponding to the longi-

tudinal scattered waves has been computed for the case
where the embedded object is a sphere made of aluminum
and the surrounding medium is made of Plexiglas. Physical
properties of these materials are listed in Table I. For the
calculations we supposed that the media were not dissipative,
and that no energy was lost by absorption.

Studies of acoustical scattering by objects in water
showed10 that the quantity of interest was the normalized
bistatic scattering cross section, which is defined by

FIG. 1. Geometry of the problem.
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uF`~u!u25S 2

aD 2 ds

du
5

4

~ka!2 U(
n

f n~u!U2

, ~15!

whereF`(u) is the so-called form function,

f n~u!5~2n11!bnPn~cosu!, ~16!

ka is the dimensionless frequency,u is the angle between the
incident direction and the direction of observation, ands is
an energy flux.

For an object embedded in an elastic medium, the prob-
lem is more complex because two bistatic scattering cross
sections can be defined, one forP-wave excitation andP-
wave reception@F`

pp(u)# and the other forP-wave excitation
andS-wave reception@F`

ps(u)#.
According to Ying and Truel,7 we can define a normal-

ized differential scattering cross section as

S 4

a2D ds

du
5

4

~k1La!2 S U(
n50

`

f n
pp~u!U2

1
k1L

k1T
U(

n51

`

f n
ps~u!U2D , ~17!

with

f n
pp~u!5~2n11!bnPn~cosu!,

f n
ps~u!5~2n11!cn

]

]u
Pn~cosu!.

Relation~17! can also be put into the form

uF`~u!u25uF`
pp~u!u21

k1L

k1T
uF`

ps~u!u2 ~18!

with

uF`
pp~u!u25

4

~k1La!2 U(
n50

`

f n
pp~u!U2

, ~19!

uF`
ps~u!u25

4

~k1La!2 U(
n51

`

f n
ps~u!U2

. ~20!

F`
ss(u) andF`

sp(u), which correspond to a shear wave exci-
tation, could have been defined as well, but in our problem
where only aP-wave excitation is used, these functions do
not have to be calculated. If anS-wave excitation had been
used, the expression ofF`

ss(u) andF`
sp(u) would have been

obtained using the same method as the one given in Ref. 8.
Figure 2 gives both the backscattering form function

F`
pp(p) of the aluminum sphere embedded in Plexiglas@Fig.

2~a!# and the backscattering form function of the same
sphere in water@Fig. 2~b!#.

The physical interpretation of these curves is not easy
because the form function results from the sum of a series
and cannot give the different contributions to the scattering
separately. To get more information on the object response,
we used a technique based on the resonance scattering
theory10–12 ~RST!, which has been widely developed for
scattering by elastic objects in water. This theory establishes
how to isolate the elastic behavior of a target from the total
scattered field. Each partial wave is decomposed into two
contributions—a background and the resonances. In general,
the main difficulty comes from the choice of the background.
For an elastic sphere in water, the rigid background~corre-
sponding to the case of an impenetrable sphere with Neuman
boundary conditions! gives acceptable results. For an alumi-
num sphere in Plexiglas the impedance ratior2c2L /r1c1L is
greater than 1, but is not infinite~namelyr2c2L /r1c1L'5).

TABLE I. Physical characteristics of the materials used in the numerical
tests and in the experiment.

Material
Density
~kg/m3!

Longitudinal
wave velocity

~m/s!

Shear wave
velocity
~m/s!

Aluminum 2761 6363 3161
Plexiglas 1180 2878 1394
Water 1000 1480 ¯

FIG. 2. Backscattering form functionF`
pp(p) of an aluminum sphere,~a!

embedded in Plexiglas (k1L5v/c1L , andc1L is the longitudinal velocity in
Plexiglas!; ~b! immersed in water (k15v/c1 , and c1 is the longitudinal
velocity in water!.
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We again chose a rigid background to isolate the elastic be-
havior of the target, but the validity of this choice is to be
questioned; somea posteriori verifications are therefore
given below. In this case the rigid background corresponds
to the scattering by an impenetrable sphere embedded in an
elastic material, but herein, two rigid backgrounds can be
defined, one forP-wave excitation andP-wave reception and
the other forP-wave excitation andS-wave reception.

We thus have

f n
pp~r !~u!5~2n11!unPn~cosu!,

~21!

f n
ps~r !~u!5~2n11!nn

]

]u
Pn~cosu!,

whereun and vn are determined from the boundary condi-
tions, namely,

un5
det Dn

~1!~r !

det Dn*
~r ! , nn5

det Dn
~2!~r !

det Dn*
~r ! . ~22!

For an impenetrable sphere embedded in Plexiglas we obtain

det Dn
1~r !5UA4 a42

A2 a22
U, detDn

2~r !5Ua41 A4

a21 A2
U,

~23!

det Dn*
~r !5Ua41 a42

a21 a22
U.

The elements of the determinants are given in the Appendix.
In Fig. 3, the functionu f n

pp(p)2 f n
pp(r )(p)u has been plotted

for n51 to 6. Each peak on these curves gives the position
of the resonances of the sphere.

To test the validity of RST we also computed the zeros
of detDn* , given in Eqs.~13! and ~14!. Zeros of this deter-
minant have been computed13 for integer values of the index
n and for complex values ofk1La. Results are given in Table
II for modes 1 to 5~in this table, only the real part ofk1La is
given!. The two methods were in good agreement, but some

resonances are not recovered by the RST when onlyP-wave
excitation andP-wave reception are used. However, compu-
tation of the functionu f n

ps(u)2 f n
ps(r )(u)u giving the reso-

nances of moden for P-wave excitation andS-wave recep-
tion allows all the resonances missing in the previous case to
be recovered. Figure 4 gives the shape of the function
u f n

ps(p/4)2 f n
ps(r )(p/4)u, plotted forn51 to 6, and Table III

compares resonances obtained by RST to resonances ob-
tained by computation of the zeros of the determinantDn* .
Agreement was very good, which proves that the rigid back-
ground was adequate to isolate the resonances of our target.
Computation off n

ps(u) and f n
ps(r )(u) has been done for the

particular caseu5p/4. If we come back to the definition of
these functions, bothf n

ps(u) and f n
ps(r )(u) have an angular

variation given by the derivative of Legendre polynomial.
These Legendre polynomial have many zeros according to
the value ofu. The choice we made (u5p/4), is a good
compromise which, for the integersn we have considered
(n51,6), gives no trivial values for bothf n

ps(u) and
f n

ps(r )(u).
RST can also be used to obtain Regge trajectories

where, for a given mode number, resonance frequencies are
plotted. On such representations, resonances appear to be
aligned on trajectories called Regge trajectories. Each trajec-
tory is associated with a circumferential wave involved in the
scattering process. From these diagrams, and according to
the relation given by U¨ berall:9

~k1La!*

~n1 1
2!

5
Cph

C1L
, ~24!

the phase velocity of the different waves can be computed. In
Eq. ~24!, n is the mode number, (k1La)* the value ofk1La at
a resonance, andC1L theP-wave velocity in the surrounding
medium.

FIG. 3. Plot of functionu f n
pp(p)2 f n

pp(R)(p)u for n51
to 6.
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Figure 5 is a plot of Regge trajectories where the differ-
ent waves circumnavigating the obstacle are labeled by num-
bers 1,2,3,... and Fig. 6~a! is a plot of the phase velocity. In
this figure, they axis represents the relative phase velocity
Cph /Ct2 ~phase velocity is normalized by the shear wave
velocity of the wave propagating in the object!. In order to
test if a Stoneley wave can be generated at a plane interface
between two materials such as aluminum and Plexiglas, the
Stoneley wave dispersion equation was set up. In the case of
Plexiglass and aluminum no root was obtained. It is well
known14 that Stoneley wave solutions do not always exist on

the boundary of two elastic media. The existence of such a
wave depends on the density and on the shear wave velocity
ratios. We verified that according to the relations given in
Ewing et al.,14 Stoneley waves do not exist at the interface
between Plexiglass and aluminum.

In the high frequency limit the curves approach an hori-
zontal asymptotic value@Fig. 6~a!#. This asymptotic value
cannot be the Stoneley wave velocity because it has been
shown that this wave cannot exist; instead, this asymptotic
value is close to the shear wave velocity in the aluminum
material, as mentioned by U¨ berall9,10 for other types of ma

TABLE II. Comparison between resonances obtained by computation of the functionu f n
pp(p)2 f n

pp(R)(p)u and
exact determination of the zeros of the determinant detDn* for modes 1 to 5~nr. means: not recovered!.

ka

Mode

1 2 3 4 5

RST Det RST Det RST Det RST Det RST Det

7.86 7.99 9.38 9.50 4.34 4.28 5.57 5.50 nr. 4.46
9.44 9.44 12.08 12.13 nr. 7.49 9.21 9.25 6.74 6.64
nr. 11.80 13.55 13.52 10.91 10.99 12.26 12.49 10.97 10.95
nr. 15.26 nr. 16.87 14.19 14.28 15.84 15.96 nr. 13.99

16.77 16.79 19.71 19.73 15.60 15.55 17.89 17.88 17.42 17.49
nr. 18.80 20.59 20.53 nr. 18.46 20.06 20.07 20.12 20.13
nr. 22.26 nr. 23.90 21.76 21.83 23.40 23.44 21.82 21.78

23.87 23.90 26.92 26.96 22.93 22.92 25.63 25.62 nr. 25.01
nr. 25.75 27.51 27.48 nr. 25.52 27.21 27.17 27.98 28.05
nr. 29.20 nr. 30.86 28.91 28.93 nr. 30.55 29.09 29.02

30.91 30.94 34.02 34.07 30.15 30.16 33.02 33.02 nr. 32.14
nr. 32.68 34.43 34.41 nr. 32.50 34.19 34.17 35.31 35.41
nr. 36.13 nr. 37.80 nr. 35.93 nr. 37.55 36.25 36.23

37.95 37.94 41.06 41.13 37.30 37.30 40.23 40.26 nr. 39.17
nr. 39.60 41.41 41.33 nr. 39.45 41.17 41.14 42.46 42.53
nr. 43.05 nr. 44.72 nr. 42.89 nr. 44.52 43.46 43.43

44.93 44.93 48.09 48.14 44.40 44.38 47.39 47.41 nr. 46.15
nr. 46.51 48.33 48.26 nr. 46.39 48.09 48.08 49.50 49.55

FIG. 4. Plot of functionu f n
ps(p/4)2 f n

ps(R)(p/4)u for n
51 to 6.
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terials. Figure 6~b! gives the group velocity dispersion
curves, where as above, in the high frequency limit the dif-
ferent curves tend to a horizontal asymptotic value corre-
sponding to the shear wave velocity in the aluminum mate-
rial.

III. EXPERIMENTS

To verify our computational results, we did an experi-
ment with an aluminum sphere embedded in a parallelepi-
pedic volume made of Plexiglas. The physical parameters of
this sphere are given in Table I. Transducers were directly
applied on the faces of this parallelepiped; perfect transmis-
sion was obtained by using glycol as a coupling fluid. A
description of the experimental arrangement is given in Fig.
7.

TABLE III. Comparison between RST~P-wave excitation andP-wave reception combined withP-wave exci-
tation andS-wave reception! and exact determination of the zeros of the determinant detDn* for modes 1 to 5.

ka

Mode

1 2 3 4 5

RST Det RST Det RST Det RST Det RST Det

7.86 7.99 9.38 9.50 4.34 4.28 5.57 5.50 ---- 4.46

9.44 9.44 12.08 12.13 7.51 7.49 9.21 9.25 6.74 6.64

11.85 11.80 13.55 13.52 10.91 10.99 12.26 12.49 10.97 10.95

15.25 15.26 16.83 16.87 14.19 14.28 15.84 15.96 13.96 13.99

16.77 16.79 19.71 19.73 15.60 15.55 17.89 17.88 17.42 17.49

18.83 18.80 20.59 20.53 18.48 18.46 20.06 20.07 20.12 20.13

22.23 22.26 23.87 23.90 21.76 21.83 23.40 23.44 21.82 21.78

23.87 23.90 26.92 26.96 22.93 22.92 25.63 25.62 24.99 25.01

25.75 25.75 27.51 27.48 25.57 25.52 27.21 27.17 27.98 28.05

29.21 29.20 30.85 30.86 28.91 28.93 30.50 30.55 29.09 29.02

30.91 30.94 34.02 34.07 30.15 30.16 33.02 33.02 32.14 32.14

32.67 32.68 34.43 34.41 32.55 32.50 34.19 34.17 35.31 35.41

36.13 36.13 37.77 37.80 35.89 35.93 37.54 37.55 36.25 36.23

37.95 37.94 41.06 41.13 37.30 37.30 40.23 40.26 39.18 39.17

39.59 39.60 41.41 41.33 39.47 39.45 41.17 41.14 42.46 42.53

43.05 43.05 44.69 44.72 42.87 42.89 44.52 44.52 43.46 43.43

44.93 44.93 48.09 48.14 44.40 44.38 47.39 47.41 46.16 46.15

46.51 46.51 48.33 48.26 46.39 46.39 48.09 48.08 49.50 49.55

FIG. 5. Regge trajectories for the aluminum sphere in Plexiglas.
FIG. 6. ~a! Phase velocity dispersion curves;~b! group velocity dispersion
curves.
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In the first experiment we applied aP-wave transducer
~transducerT1) on the face of the parallelepiped in order to
transmit a wide-band signal whose central frequency was
around 250 kHz. Figure 8 gives an example of the spectrum
of this signal~amplitude and phase!. First, the echo of the
target was received on the same transducer acting as a re-
ceiver ~backscattering conditions!; the spectrum and the re-
ceived echo are given, respectively, in Fig. 9~a! and ~b!;
Second, the echo of the target was received by another trans-
ducer at a 90° angle with the direction of insonification. The
spectrum and the received echo are given in Fig. 9~c! and
~d!. On the time signals of Fig. 9~b! and~d! appear two main
contributions: a specular echo and a surface wave. This state-
ment will be verified in the following. The same experiment
was done with another wide-band transducer~transducerT2)
whose response is given in Fig. 10. For backscattering con-
ditions, the spectrum and the echo are given, respectively, in

Fig. 11~a! and ~b! and, for bistatic conditions (u590°), in
Fig. 11~c! and ~d!.

Comparison between experiment and theory cannot be
done immediately because in the experiment the transmitted

FIG. 7. Diagram of the experimental arrangement.

FIG. 8. Spectral characteristics of signals transmitted by transducer T1~250
kHz!; ~a! spectral amplitude;~b! phase.

FIG. 9. Comparison between experiment and theory forP-wave excitation
andP-wave reception; transducer T1 for emission and reception;~a! spec-
trum ~backscattering conditions!; ~b! received echo~backscattering condi-
tions!; ~c! spectrum (u590°); ~d! received echo (u590°). ——— Experi-
ment; ----- Theory.

FIG. 10. Spectral characteristics of signals transmitted by transducer T2
~500 kHz!; ~a! spectral amplitude;~b! phase.
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and received signals are modified by the frequency response
of the transducer—amplitude and phase@Fig. 8~a! gives the
spectral amplitude of the signal#. Thus to compare experi-
ment and theory, we used a weighting function simulating
the frequency response of the transducer to modify the com-
puted form function, both for monostatic and bistatic condi-
tions ~in the following, an easy implemented Kaiser–Bessel
function was used!. The result is given in Fig. 9~a! and ~c!
for the case of a weighting function simulating the effect of
transducerT1 ~central frequency: 250 kHz! and in Fig. 11~a!
and ~c! for the case of a weighting function simulating the
effect of transducerT2 ~central frequency: 500 kHz!. Figures
9~b!, ~d!, 11~b!, and ~d! give ~respectively! the time signals
obtained via a Fourier transform of Figs. 9~a!, ~c!, 11~a!, and
~c!. A detailed analysis of these figures shows that there is a
good agreement between theory and experiment.

In the second experiment, we applied aP-wave trans-
ducer to the face of the parallelepiped in order to transmit, as
before, a wide-band signal centered around 250 kHz. Recep-
tion was obtained by using a shear wave transducer~trans-
ducerT3) fixed to the parallelepiped by a shear wave cou-
pling material; the two transducers formed an angle of 90°.
Results are given in Fig. 12. As was mentioned before, ex-

periment and theory cannot be compared immediately. First,
the functionF`

ps(p/2) was computed, and then a weighting
function simulating the effect of transducerT1 was applied.
Results are given in Fig. 12; agreement between experiment
and theory was also good. This proves again that our com-
putational method is correct.

Coming back to the signals in Fig. 9~b! and~d!, there are
two main arrivals. The first is a specular echo, and the sec-
ond, labeled A in Fig. 9~b! and A8 in Fig. 9~d!, could be
expected to be related to a circumferential wave. If this is the
case, by measuring the difference of the arrival times be-
tween echoes A and A8 ~from the same origin!, and the dif-
ference in propagation path, we can determine the velocity of
the wave. The difference in propagation paths corresponds to
1/4 of the total circumference of the sphere (D l 52pa/4).
From these measurements, the group velocity of the wave
under study was obtained:Cg52925 m/s~or in a dimension-
less form:Cg /Ct250.925). This measured velocity is in an
excellent agreement with the computed group velocity of the
circumferential wave labeled 1 in Fig. 6~b!. Note, from the
analysis of Fig. 9~b! and ~d!, that this wave radiates a large
part of its energy during its circumnavigation on the sphere
interface, because no signal can be observed after the first
surface wave arrival, labeled A in Fig. 9~b! and A8 in Fig.
9~d!. Moreover, it seems that surface waves having higher
group velocities cannot be detected.

In Fig. 11, corresponding to the high frequency case, the
time signal has a more complicated structure; in fact, it
seems that in this case, several interface waves are present,
but they are so close that it is impossible to separate them to
find their phase and group velocities.

IV. CONCLUSION

We have calculated the field scattered by an object of
simple shape embedded in an isotropic elastic medium. The
obtained results are in good agreement with experimental
data, which confirms the validity of our theoretical model.
As for an elastic sphere in water, surface waves circumnavi-

FIG. 11. Comparison between experiment and theory forP-wave excitation
andP-wave reception; transducer T2 for emission and reception;~a! spec-
trum ~backscattering conditions!; ~b! received echo;~c! spectrum (u
590°); ~d! received echo (u590°). ——— Experiment; ----- Theory.

FIG. 12. Comparison between experiment and theory forP-wave excitation
and S-wave reception; transducer T1 for emission and transducer T3 for
reception;~a! spectrum foru590°; ~b! received echo. ——— Experiment;
----- Theory.
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gating the object were evidenced, and resonances can still be
observed even if some of them, corresponding to Rayleigh
waves, have disappeared. Moreover, because of the mass ef-
fect of the embedding medium, the damping of the observed
resonances is higher than for a sphere in water and they are
not clearly observable in the form function. In the case of an
elastic sphere embedded in an elastic medium, we have
shown that some resonances can be detected by transmitting
and receivingP waves, but others can be detected only when
in addition a shear wave receiver is used. We have just
proved that when usingP waves only, part of the information
coming back to the receiver is missing. This conclusion
could be important for an identification strategy.

APPENDIX: ELEMENTS OF THE 4 34 DETERMINANT

The nondimensionalized elements of the determinant are
as follows:

a1152
r1

r2
Fl1hn

~1!~k1La!22m1hn9~k1La!

l112m1
G ,

a1252
r1

r2
n~n11!~k1Ta!22@~k1Ta!hn8~k1Ta!

2hn~k1Ta!#,

a135@l2 j n~k2La!22m2 j n9~k2La!#•
1

l212m2
,

a14522n~n11!~k2Ta!22@~k2Ta! j n8~k2Ta!

2 j n~k2Ta!#,

A15
r1

r2
Fl1 j n

~1!~k1La!22m1 j n9~k1La!

l112m1
G ,

a2152hn
~1!~k1La!,

a2252@hn
~1!~k1Ta!1~k1Ta!hn8~k1Ta!#,

a235 j n~k2La!,

a245@ j n~k2Ta!1~k2Ta! j n8~k2Ta!#,

A25 j n~k1La!,

a31522@~k1La!hn8~k1La!2hn~k1La!#,

a3252@~k1Ta!2hn9~k1Ta!1~n12!~n21!hn
~1!~k1Ta!#,

a3352@~k2La! j n8~k2La!2 j n~k2La!#
m2

m1
,

a345@~k2Ta!2 j n9~k2Ta!1~n12!~n21! j n~k2Ta!#
m2

m1
,

A352@~k1La! j n8~k1La!2 j n~k1La!#,

a4152~k1La!hn8~k1La!,

a4252n~n11!hn
~1!~k1Ta!,

a435~k2La! j n8~k2La!,

a445n~n11! j n~k2Ta!,

A45~k1La! j n8~k1La!.
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The concept of supersonic acoustic intensity was developed in 1995 out of a need to locate the
sources of radiation on an internally excited, submerged cylindrical shell. Supersonic intensity is
obtained through signal processing of near-field holographic data to remove the subsonic part of the
helical or plane wave spectrum, leaving only the radiating components. This eliminates the
out-of-plane circulation of the acoustic intensity vector which results from evanescent waves. The
resulting supersonic intensity on the surface is generally only positive, representing outgoing power
flow from the surface. Since negative intensity regions of a vibrator are removed, sources of
radiation are readily located on the surface of the vibrator. Since the earlier work concentrated on
a cylindrical geometry, the theory is presented here for a planar geometry. In many ways the theory
for the planar case is simpler and more straightforward. Numerical examples are given for simply
supported, baffled plates. It is shown how the supersonic intensity reconstructions, and resulting
location of radiating source regions are consistent with the popular theories of corner and edge mode
radiation from plates.@S0001-4966~98!05810-X#

PACS numbers: 43.40.Rj, 43.30.Jx, 43.20.Ye@CBB#

INTRODUCTION

Identification of regions on a vibrating structure which
radiate to the far field is critical in many areas of acoustics.
Acoustic intensity measurement devices have been popular
for this reason, and are often used to help identify regions of
a structure which radiate to the far field, and to quantify the
strength of these regions.1 Wave bearing structures contain-
ing flat and curved plates may pose difficulties for source
localization if the waves are subsonic~traveling slower than
the speed of sound!. This problem arises from the generation
of adjacent positive and negative intensity regions on the
structure which cancel almost completely in the process of
radiation, making source identification difficult.

Supersonic intensity was introduced in 1995.2 It resulted
from the study of radiation from submerged cylindrical
shells and the need to locate the radiating regions on the
surface of these shells. Because the flexural waves, which
dominate the vibration of thin shells underwater, are highly
subsonic, the resulting acoustics power flow is circulatory,
flowing out of the shell and back into the shell in adjacent
regions. This circulation makes it difficult to locate regions
which have a net~uncanceled! power flow to the far field. It
was demonstrated from actual experiments on point-driven
shells2 that if the subsonic trace waves were filtered out,
leaving only the supersonic trace waves on the surface of the
shell, then the resulting supersonic intensity identified re-
gions on the shell which radiate to the far field. This identi-
fication also yielded the source strength levels of these re-
gions in watts per square centimeter. It was concluded in that
paper that the extension to planar coordinates was straight-
forward, although the actual details were not discussed, nor
any examples given. It would have been more informative to
present the theory and results for the planar geometry first,
since those results provide valuable insight to applications in
other geometries. We hope to right that oversight in this
paper.

The choice, perhaps confusing at first sight, of the term
supersonic to describe this new quantity arises from the fact
that only waves which have a trace velocity greater than the
speed of sound are included. To an observer on the plane
these included waves appear to travel faster than the speed of
sound. Of course, their actual speed is sonic.

The outline of the paper is as follows. First we deal with
the development of the theory, based on the plane wave
spectrum. We note that the theory leads to a conservation of
power which is exact for the planar geometry. That is, the
sum total over the vibrating surface of all the supersonic
sources adds up to the correct total power radiated to the far
field. This was not the case for the cylindrical geometry due
to the fact that helical waves, which are barely subsonic in
the circumferential direction, do leak power to the far field.
However, this leads to only small errors in the conservation
of power which can be ignored.

Second we provide the supersonic intensity for a baffled
point source. Understanding of the point source leads the
way to interpretation of the results from more complicated
vibrators. Finally, examples are given for the radiation from
baffled, simply supported plates vibrating in a natural mode.
It is shown that the sources localized by the supersonic in-
tensity on the surface correspond to the predictions made by
the classical theory of edge and corner mode radiation.3–5

I. THEORY FOR A PLANAR VIBRATOR

Consider a rectangular coordinate system with the plane
of interest located atz50, parallel to the~x,y! coordinate
plane. This plane is coincident with the vibrator. The region
z.0 is source free. The pressure in the half-spacez>0 can
be uniquely represented by the angular spectrum:6

p~x,y,z!5
1

4p2 E E
2`

`

P~kx ,ky!eikxxeikyyeikzz dkx dky ,

~1!
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whereP(kx ,ky) is the complex amplitude of the plane waves
in the decomposition ande2 ivt is the suppressed time depen-
dence. Equation~1! must satisfy the homogeneous Helm-
holtz equation inz>0: ¹2p1k2p50, wherek5v/c, which
leads to the important relationship

kz5Ak22~kx
21ky

2!.

When (kx
21ky

2)<k2, kz is real and the plane wave extends to
the far field without loss of amplitude. Since the trace speed
of this wave in the~x,y! plane is faster than the speed of
sound, we call this wave a supersonic plane wave. When
(kx

21ky
2).k2, kz is purely imaginary and the plane wave is

an evanescent wave which decays exponentially fromz50
and does not reach the far field. The evanescent wave com-
ponents of the plane wave spectrum are called subsonic
waves since they travel at phase speeds less than the speed of
sound.

At z50 both the pressure and the normal velocity dis-
tributions in the plane can be given, respectively, by the
inverse Fourier transforms:

p~x,y,0!5
1

4p2 E E
2`

`

P~kx ,ky!eikxxeikyy dkx dky ,

~2!

and

ẇ~x,y,0!5
1

4p2 E E
2`

`

Ẇ~kx ,ky!eikxxeikyy dkx dky ,

~3!

whereP(kx ,ky) and Ẇ(kx ,ky) are the complex amplitudes
of the plane wave decompositions of the pressure and normal
velocity. Since Eqs.~2! and~3! are two-dimensional inverse
Fourier transforms, the complex amplitudes are given by the
corresponding forward transforms:

P~kx ,ky!5E E
2`

`

p~x,y,0!e2 i ~kxx1kyy! dx dy, ~4!

and

Ẇ~kx ,ky!5E E
2`

`

ẇ~x,y,0!e2 i ~kxx1kyy! dx dy. ~5!

From Euler’s equation for fluids, irckẇ(x,y,0)
5@]p(x,y,0)/]z#, P(kx ,ky) andẆ(kx ,ky) are related by

P~kx ,ky!5
rck

kz
Ẇ~kx ,ky!. ~6!

We now construct the supersonic intensity out of the
supersonic trace plane wave components of the pressure and
normal velocity in thez50 plane. Define the supersonic
pressurep(s) and supersonic normal velocityẇ(s) through

p~s!~x,y,0![
1

4p2 E E
Sr

P~kx ,ky!eikxxeikyy dkx dky ,

~7!

and

ẇ~s!~x,y,0!5
1

4p2 E E
Sr

Ẇ~kx ,ky!eikxxeikyy dkx dky ,

~8!

whereSr is the area in the radiation circle, that is, the inte-
gration is over values ofkx andky such thatkx

21ky
2<k2. The

superscripts indicates a supersonic quantity. Thusp(s) and
ẇ(s) are constructed by filtering out the evanescent~and non-
radiating! plane wave components, keeping only the super-
sonic parts. The supersonic intensity~normal component! is
defined in the same way as the actual normal intensity, ex-
cept that supersonic pressure and velocity are used:

I ~s!~x,y,z![ 1
2 Re@p~s!~x,y,z!ẇ~s!~x,y,z!* #. ~9!

Eliminating the subsonic plane wave components from the
intensity eliminates the circulation of power flow which
arises from the presence of subsonic and supersonic trace
plane wave components near vibrating structures bearing
subsonic flexural waves.

The credibility of the concept of supersonic intensity lies
in the fact that power is conserved. That is, the total~real!
power passing through a plane is identical to the supersonic
power which passes through that plane. That is,

E E
2`

`

I ~s!~x,y,z0!dx dy

5E E
2`

` 1

2
Re@p~x,y,z0!ẇ~x,y,z0!#dx dy, ~10!

wherep and ẇ are the nonfiltered fields.
The proof Eq.~10! is quite simple. Expandingp(s) and

ẇ(s) in their Fourier transforms, the left hand side becomes:

P~s!~v!5
1

2
ReF 1

~4p2!2 E E
2`

` E E
Sr

E E
Sr8

P~kx ,ky ,z!

3Ẇ~kx8 ,ky8 ,z!* ei ~kx2kx8!xei ~ky2ky8!y

3dx dy dkx dky dkx8 dky8G . ~11!

The right hand side of Eq.~10!, which is the actual power
P~v!, is given by the same expression withSr and Sr8 re-
placed with infinity. In Eq.~11! the integral overx and y
yields 4p2d(kx2kx8)d(ky2ky8) so that the right hand side
collapses to a double integral. Using Eq.~6! to eliminate
P(kx ,ky ,z) yields

P~s!~v!5
r0ck

8p2 E E
Sr

ReF 1

kz
G uẆ~kx ,ky ,z!u2 dkx dky .

SinceP~v! is also given by Eq.~11! with Sr replaced with
infinity, and sincekz is purely imaginary outsideSr , giving
Re@1/kz#50, thenP (s)(v)5P(v) and power is conserved.
To show the utility of the supersonic intensity for source
localization, we study the supersonic intensity for a point
source.
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A. Supersonic intensity for a point source

The concept of supersonic intensity, and its ability to
locate the regions on a structure which radiate to the far field,
is clarified by considering a point source in an infinite baffle.
Let the source plane be located atz50. The source has a
strength given by its volume flow,Qh . The velocity in the
source plane is

ẇ~x,y,0!5Qhd~x!d~y!,

since Qh[**ẇ(x,y)dx dy. Thus from Eq.~5! Ẇ(kx ,ky)
5Qh .

Following the definition, Eq.~8!, the supersonic surface
velocity is

ẇ~s!~x,y!5
Qh

4p2 E E
Sr

eikxxeikyy dkx dky .

Transforming from rectangular to polar coordinates,~r,f!,
and using

R df8e2 ikrr cos~f2f8!52pJ0~krr!, ~12!

yields

ẇ~s!~x,y!5
Qh

2p E
0

k

J0~krr!kr dkr5
kQh

2p

J1~kr!

r
, ~13!

where we have used the definite integral relation
*J0(x)x dx5xJ1(x).

Similarly, following the definition of the supersonic
pressure, Eq.~7!, in the planez50, along with Eq.~6! we
have

p~s!~x,y!5
1

4p2 E E
Sr

P~kx ,ky!eikxxeikyy dkx dky

5
r0ck

4p2 E E
Sr

Ẇ~kx ,ky!

kz

eikxxeikyy dkx dky .

Again transforming to polar coordinates and using Eq.~12!
we find

p~s!~x,y!5
Qhr0ck

2p
E

0

k J0~krr!

Ak22kr
2

kr dkr .

The integral is given in tables,7 and integrates to a sinc func-
tion:

E
0

1 J0~gx!

A12x2
x dx5

sin g

g
,

so that finally

p~s!~x,y!5
Qhr0ck2

2p

sin kr

kr
. ~14!

The supersonic pressure follows a sinc function. Inserting
these results into Eq.~9! the normal component of the super-
sonic intensity is

I ~s!~x,y!5
Qh

2r0ck2

8p2

J1~kr!sin~kr!

r2 . ~15!

I (s)(x,y) is a purely real quantity. Although true for the point
source, the reactive part of the supersonic intensity is gener-
ally not zero for more complicated vibrators such as the
baffled plates discussed later in this paper.

Figure 1 is a plot off (kr)5@J1(kr)sin(kr)/(kr)2#, the
spatial variation of the supersonic intensity over the plane.
Note that there are almost no negative values and the side
lobes are small in level. To clearly show the side lobe levels,
Fig. 2 provides a decibel plot off (kr). The first major side
lobe is 16 dB below the main peak. The small sidelobes in
between the larger ones are the small regions where the in-
tensity is negative.

Figure 1 clarifies the assertion that the supersonic inten-
sity localizes the sources on a vibrating structure, identifying
the location of the ‘‘hot spots’’ which radiate to the far field.
Even thoughI (s) spreads over the whole plane, it is mainly
confined to an areal/2 on either side of the actual location of
the point source. The side lobes which appear as rings
around the actual source are an inevitable result of the sharp
k-space cutoff atkr5k.

To demonstrate that the total power is conserved for the
point source we calculate the integral ofI (s) over the source
plane:

P~s!5
Qh

2r0ck2

8p2 E
0

`E
0

2p J1~kr!sin~kr!

r2 r dr df

5
Qh

2r0ck2

4p
,

FIG. 1. Plot of@J1(kr)sin(kr)/(kr)2#. Note the regions of negative intensity
are almost nonexistent, and the side lobes are small.

FIG. 2. 10 Log10(u f (kr)u) to show more clearly the sidelobe levels.
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where we have used the relation7 *0
`@J1(kr)sin(kr)/r#dr

51. This is identical to the power radiated from a point
source with volume flowQh in an infinite baffle. Thus power
is conserved.

B. Supersonic intensity of a mode of a simply
supported plate

Consider a normal mode of a baffled square plate. If the
plate is simply supported then the mode shape is given by
sin(mpx/Lx)sin(npy/Ly). For this example we choosem
511, n59, andLx5Ly52. Figure 3 shows the mode shape
with unit amplitude using a density plot, with white and
black indicating maximum positive and negative values, re-
spectively. Part of the infinite baffle is shown surrounding
the plate. The legend indicates the corresponding levels of
vibration. We assume that this mode is forced into excitation
at a frequency such thatkL56. The actual eigenfrequency
for this mode is irrelevant since we are not considering any
of the elastic details and we are interested only in the radia-
tion. The plate is excited below coincidence, sincekL
,knLy,kmLx (kmLx511p, knLy59p), and according to
the radiation classification this mode is a corner mode.5 The
wavelength in the fluid is larger than the structural wave-
lengths in either direction.

The pressure on the plate and baffle was computed using
Rayleigh’s integral.8 Fourier transforms of the resulting sur-
face pressure and specified velocity~mode shape! provided
the integrands for Eqs.~7! and ~8!. These equations were
then used to compute the supersonic intensity, using Eq.~9!
for this mode. The result is shown in Fig. 4. The gray scale
indicates that the intensity is dominantly positive throughout.
One of the beneficial aspects of the supersonic intensity is
the removal of the circulating power flow, evidenced by the
disappearance of negative intensity regions. Furthermore, the
largest levels of intensity~w/m2!, shown in white, localize
the regions on the plate which radiate to the far field. Clearly
the sources are the four corner regions of the plate, perfectly
consistent with the theory of mode classification.5 In this
theory this mode is classified as a corner mode, as explained
in Fig. 5. This figure illustrates the corner mode concept,
given a~3,4! mode, in which the volume flow from adjacent
regions of opposite sign cancel leaving four corners of un-

canceled volume flow. The cross-hatched regions shown in
the figure illustrate two of the canceled regions.

The power radiated by each identified source is easily
obtained by computing the surface integral over the source
region so that, ifSs is the area identified as a source, then the
power radiated from the identified source is

Ps5E E
Ss

I ~s!~x,y!dx dy.

One can divide the plate into radiating regions and the con-
servation of power, Eq.~10!, guarantees that the sum of all
the powers from all the regions must equal the actual power
radiated.

As a point of comparison, Fig. 6 is a plot of the actual
normal intensity on the surface, which includes all the sub-
sonic waves. We note that it is positive and negative
throughout, which arises from the beating as subsonic and
supersonic plane waves and indicates circulation of the in-
tensity vector. The actual source regions which radiate to the
far field are not as evident now, although the four corners are
still the strongest source regions. Four large negative sinks
~black! of energy are located close to the corners. Compared
with the supersonic intensity the maximum intensity level is
about 20 times higher. The supersonic intensity provides a
special kind of spatial average, averaging the negative and

FIG. 3. Mode shape shown in gray scale for am511, n59 mode of a
square plate,Cmn(x,y)5sin(11px/Lx)sin(9py/Ly) andL5Lx5Ly52. The
baffle is shown surrounding the plate.

FIG. 4. Supersonic intensity for the normal mode shown in Fig. 3. The
intensity is almost always positive, with black near zero level. White indi-
cates maximum level and locates the regions of the plate which radiate to
the far field. Very faint sidelobe rings circle the main source regions, con-
sistent with Fig. 2.

FIG. 5. Example of a corner mode for a simply supported,m53, n54
mode. The cross-hatched regions illustrate the cancelation of adjacent cells
which occurs over the whole plate except at the four corners, where there
are no adjacent regions to cancel. The four corners form a corner mode.4
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positive intensity regions to produce positive intensity im-
ages over the real sources. This averaging process, however,
reduces the spatial resolution as noted above, limiting the
resolution tol/2.

C. Supersonic intensity for an edge mode

Consider now the situation in which the structural wave-
length in thex direction is smaller, and in they direction
larger than the acoustic wavelength (ky,k,kx). This leads
to a radiation condition called an edge mode. The cancella-
tion of adjacent sections of the normal mode on the plate
occurs now only in thex direction, with no cancellation in
the perpendicular direction. By the scheme discussed with
respect to Fig. 5, the two edges on the left and right sides of
the plate are left uncanceled. For this case we consider an
m511, n53 mode on a baffled plate, shown in Fig. 7. The
supersonic intensity on the surface of this plate for this mode
is shown in Fig. 8 and the actual intensity in Fig. 9. The
frequency is chosen so thatkL517.2 and thus a corner mode
is produced sinceknL,kL,kmL (km511p, kn53p).4 In
Fig. 8 the edge mode is clearly indicated, whereas the actual

intensity in Fig. 9 shows strong positive and negative regions
throughout the plate. The supersonic intensity is almost al-
ways positive as the scale indicates.

The cancellation of adjacent regions of the plate for this
mode is not as complete as in the case of the corner mode
illustrated above. As the wave number ink-space of the edge
mode approaches the radiation circle the interior regions of
the plate become stronger sources, since the cancellation of
volume flow becomes less and less complete. Note these
regions are not side lobes, however, as discussed in Fig. 2,
since they do not form a ring around the dominant source
regions.

II. SUMMARY

Supersonic intensity allows us to locate, with a spatial
resolution of one half an acoustic wavelength, the ‘‘hot
spots’’ of radiation on planar sources. It is especially useful
for wave-bearing plates with subsonic waves since the circu-
lating power flow from the surface has been removed, un-
covering an image of the radiating regions. These regions are
quantified by the power per unit area which they give off to
the far field. The sum total of all these regions provides a
total power which is equal to the actual power radiated to the
far field.

FIG. 6. Normal acoustic intensity including subsonic waves for the normal
mode shown in Fig. 3. The intensity is both positive~white! and negative
~black!, indicating circulating intensity flow. The source regions are not as
clearly identifiable as they were for the supersonic intensity.

FIG. 7. Mode shape shown in gray scale for am511,n53 mode of a plate,
Cmn(x,y)5sin(11px/Lx)sin(3py/Ly). The baffle is shown surrounding the
plate.

FIG. 8. Supersonic intensity for the normal mode shown in Fig. 7. The
intensity is almost always positive, with black near zero level. White indi-
cates maximum level and locates the regions of the plate which radiate to
the far field. The edge mode radiation occurs.

FIG. 9. Actual real intensity for the normal mode shown in Fig. 7. Note that
the levels are higher than the supersonic intensity case, and the negative
regions are much stronger.
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Boundary integral equations are formulated for the shape sensitivity analysis of the acoustic
problems. The concept of the material derivative is employed in deriving the sensitivity equations.
Since the equation is derived by the direct differentiation of the boundary integrals containing the
field values, it is expected that the sensitivity would be computed more effectively and accurately
than the conventional finite difference method. In addition, the equation has the potential to be
applied to many complex acoustic problems, because the derived equation is regularized by using
the integral identity that incorporates the one-dimensional propagating wave and its material
derivative. The validity of the formulations is demonstrated through examples having regular shapes
such as the three-dimensional pulsating sphere and the one-dimensional duct, for which the
analytical solutions are available. As an example for an irregular domain, the two-dimensional
model of an automotive interior cavity is dealt with in the view point of the noise level at the
passenger’s ear position. The results show that the present method can be an effective tool for the
shape optimization in designing the desired sound field. It is noted that the present method permits
accurate sensitivities of the acoustic pressure on the boundary as well as at the field points. The
present method is thought to be an alternative to the previous finite difference techniques for
computing the shape sensitivity using the boundary element method and the formal derivative
method using the finite element method. ©1998 Acoustical Society of America.
@S0001-4966~98!02111-0#

PACS numbers: 43.50.Gf@GAD#

INTRODUCTION

There have been considerable research activities in the
area of computational methods for the shape optimization.
The goal of shape optimization is to find the best design
parameters defining the desired shape of the given structure
under certain constraints. For the optimization process, it is
often desirable to utilize the shape design sensitivity which
represents the rate of change of object function or constraint
values with respect to the design parameters. Once the sen-
sitivities of the given configuration to the design variables
can be determined, an improved design can be obtained after
the iterative calculations. Much work has been done on the
evaluation of the design sensitivity; Ding1 and Kwak2 have
provided excellent reviews on numerous previous works.

In the numerical implementation of the sensitivity analy-
sis, either the finite element method~FEM!3 or the boundary
element method~BEM! can be used. The BEM has advan-
tages compared with the FEM in terms of accuracy on the
boundary and the ease of the remeshing process. Further-
more, the vibro-acoustic radiation into the infinite region can
be easily dealt with by using the BEM.

There have been several studies reported on the compu-
tation of the design sensitivity for the acoustic problems by
using the BEM. Kaneet al.4 presented a shape design sensi-
tivity analysis formulation method by using the implicit dif-
ferentiation of the discretized Helmholtz integral equation.

Cunefare and Koopmann5 studied the sensitivity of radiated
acoustic power to the change of acoustic velocity for a given
geometric configuration. Smith and Bernhard6 computed the
sensitivity by differentiating the discretized boundary inte-
gral equation. The derivative of the system matrix was ap-
proximated by adopting the finite difference concept. Al-
though the finite difference method~FDM! is straightforward
and very available for utilization, the method has some weak
points as follows. If the relationship between design vari-
ables of the system is not linear, the result will not be exact
and, consequently, the precision would be highly dependent
on the magnitude of perturbations. In addition, the computa-
tional cost might be high owing to the reconstruction of the
system matrix adapting for the perturbed shape.

The direct differentiation of the boundary integral equa-
tion can be an effective alternative to the FDM. Kane and
Saigal7 computed the sensitivities by the analytical differen-
tiation of the system matrix for elastic problems. Singular
behavior of the integral equation was observed to originate
from the analytic differentiation. In order to avoid the singu-
lar behavior, they placed the source point outside the do-
main. Barone and Yang8,9 located the source point on the
boundary to clear the ambiguity of Kane’s method and the
recovery process was introduced into the singularity reduc-
tion by using the rigid body condition.

In this paper, an analytic expression for the design sen-
sitivity of the acoustic problems is to be presented by differ-
entiating the conventional boundary integral equation and
employing the material derivative concept.10 In order to re-a!Electronic mail: ihih@sorak.kaist.ac.kr
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duce the singularity of the sensitivity equation, the uniform
potential field is brought into the solution process, because
the singularity of the fundamental solution of the potential
field is similar to that of the acoustic field near the source
point. Combining the potential equation with the governing
equation, the acoustic sensitivity equation can be expressed
by the weakly singular integral. However, this potential-
combined weakly singular sensitivity equation can increase
the computational cost and requires singular integration to
obtain the accurate solution. In order to complement these
weak features, the sensitivity equation is further regularized
and only the acoustic equation is used. The singularities of
the integrands in the integral representation can be removed
by adopting an integral identity utilizing the one-dimensional
propagating wave component.11 In this way, a regular repre-
sentation of sensitivity equation can be derived. In order to
validate the derived formula, the exterior acoustic field from
a pulsating sphere and the interior field in a duct are selected
as two typical examples, for which the analytical solutions
are available. As an example for the irregular boundary, the
simple two-dimensional model of an automotive cabin is op-
timized for reducing the noise level at the passenger’s ear
position.

I. MATHEMATICAL FORMULATIONS

A. Material derivative

As a first step toward shape design sensitivity analysis, a
relationship is required between the variation in shape and
the resulting changes in functionals. Since the shape of the
domain will vary in the design process, it is convenient to
regard the domainV as a continuous medium, to which the
material derivative method of the continuum mechanics can
be applied.

Consider domainV and its deformed shapeVt as shown
in Fig. 1 and suppose that only one parametert defines the
transformationT. In Fig. 1, G and Gt represent the bound-
aries before and after the transformation, respectively. The
mappingT:x→xt(x), xPV, can be written as10

xt5T~x,t!. ~1!

The mapping in Eq.~1! may be thought of as a dynamic
process of the deforming continuum, wheret plays the role
of time. Then, the design velocity,V(xt ,t), can be defined
as

V~xt ,t![
dxt

dt
5

]T~x,t!

]t
, ~2!

because the initial pointx does not depend ont. Ignoring the
high order terms,xt can be rewritten in the neighborhood of
t50 as follows:

xt5T~x,t!5x1t
]T

]t
~x,0!5x1tV~x!. ~3!

Here, V(x)[V(x,0) represents the design velocity of the
initial shape. By using the foregoing relations, the material
derivatives of the boundary variables can be expressed in
terms of the design velocity. The expressions are well known
and can be seen in the Appendix.

B. Design sensitivity equation

Consider the acoustic fieldV subject to the prescribed
time-harmonic acoustic pressurep̄ or surface velocityv̄n on
the boundaryG. When the fieldV contains no active sources
and the medium is homogeneous and lossless, the boundary
integral equation for the acoustic pressurep at point j, j
PV, can be expressed as

p~j!52 j vr0E
G
G~j,x!vn~x!dG~x!

2E
G
F~j,x!p~x!dG~x!. ~4!

Here,v is the circular frequency,j 5A21, r0 is the density
of the initially quiescent medium, andvn is the outward nor-
mal component of the boundary velocity.G(j,x) andF(j,x)
are well known singular free-field functions given by

G~j,x!5H jH 0
~1!~kr !/4, in 2D,

exp~2 jkr !/4pr , in 3D,
~5a!

F~j,x!5
]F~j,x!

]n~x!

5H 2
jk

4
H1

~1!~kr !
]r

]n
, in 2D,

2~11 jkr !
exp~2 jkr !

4pr 2

]r

]n
, in 3D,

~5b!

whereHn
(1) denotes thenth order Hankel function of the first

kind, k5v/c the wave number,c the speed of sound, andr
the distance betweenj andx.

The sensitivity equation can be obtained by taking the
material derivative of the Kirchhoff–Helmholtz integral
equation~4! with respect to the design variables as follows:

FIG. 1. Deformation of the domain by the mapping.
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ṗ~j!52 j vr0E
G
G~j,x!v̇n~x!dG~x!2E

G
F~j,x! ṗ~x!dG~x!2 j vr0E

G
Ġ~j,x!vn~x!dG~x!2E

G
Ḟ~j,x!p~x!dG~x!

2 j vr0E
G
G~j,x!vn~x!Js~x!dG~x!2E

G
F~j,x!p~x!Js~x!dG~x!. ~6!

Here, the dot over a variable denotes the material derivative
with respect to the design variable andJs(x) means the rate
of change of the differential boundary atx due to the shape
change, i.e.,Js(x)5dĠ(x)/dG(x).

In Eq. ~6!, the sensitivity of the acoustic pressure at any
point j is represented in terms of the fundamental solutions
as well as the velocity and the acoustic pressure on the
boundary. The free terms in the left-hand side of Eqs.~4! and
~6! to be multiplied by the solid angleL~j! due to the strong
singularity ofF(j,x). The solid angle depends on the geom-
etry of the boundary near the source pointjPG. In order to
obtain the sensitivity of the boundary value accurately,L~j!
and the design load vector should be evaluated accurately
where the latter implies the effect of shape change.

The strong singularity in Eq.~6! can be eliminated by
combining Eq.~6! with the sensitivity representation of the
uniform potential field as follows:

ṗ~j!5 ṗ~h!2 j vr0E
G
@G~j,x!$v̇n~x!1vn~x!Js~x!%

1Ġ~j,x!vn~x!#dG~x!

2E
G
@F~j,x! ṗ~x!2q* ~j,x! ṗ~h!#dG~x!

2E
G
@ Ḟ~j,x!p~x!2q̇* ~j,x!p~h!#dG~x!

2E
G
@F~j,x!p~x!2q* ~j,x!p~h!#Js~x!dG~x!.

~7!

Here,q* (j,x) denotes the flux of the fundamental solution
of the potential problems. Defining reference pointh as the
nearest boundary point from source pointj, one can find that
the strong singularity related toF(j,x) is regularized by
combining the potential equation. Since the boundary inte-
grals in Eq.~7! are continuous on the boundary, the jump
term, which arises in the conventional boundary integral
equation, does not appear in the numerical procedure. Fur-
thermore, Eq.~7! is weakly singular that the sensitivity can
be obtained accurately by using singular integral for the con-
tinuos design velocity.

The boundary element method is very effective in deal-
ing with the sound radiation from the vibrating body and the
sensitivity equation can be derived for the exterior problems.
In order to derive the exterior sensitivity equation, the effects
of integration over the infinite boundary should be known.
When the Sommerfeld radiation condition is considered, the
net effect of acoustic pressure over the infinite boundary van-

ishes, while the effect of integration of the potential equation
over the infinite boundary still remains. From the causality
condition, source pointj is confined to exist inside the infi-
nite boundary, that the effect of the potential term is the
same as the pressure sensitivity value at the reference point.
Consequently, the sensitivity equation for exterior problems
can be stated as

ṗ~j!52 j vr0E
G
@G~j,x!$v̇n~x!1vn~x!Js~x!%

1Ġ~j,x!vn~x!#dG~x!

2E
G
@F~j,x! ṗ~x!2q* ~j,x! ṗ~h!#dG~x!

2E
G
@ Ḟ~j,x!p~x!2q̇* ~j,x!p~h!#dG~x!

2E
G
@F~j,x!p~x!2q* ~j,x!p~h!#Js~x!dG~x!.

~8!

C. Regularized sensitivity equation

The potential-combined weakly singular sensitivity
equation has been derived in the foregoing section. However,
the amount of computation increases by introducing the po-
tential equation into the problem and the remaining weak
singularity may cause errors in the numerical calculation.

It is already shown11 that the singularity condition can
be further lowered and one can get an accurate solution, if
the propagating wave mode is utilized. The integral identity
expressing the wave propagation in the arbitrary domain can
be written as:

exp@ jk~j2h!•a#5 jkE
G
G~j,x!n~x!•a exp~ j r a!dG~x!

2E
G
F~j,x!exp~ j r a!dG~x!. ~9!

Here,h refers to an arbitrary reference point,a denotes an
arbitrary unit vector, andr a5k(x2h)•a. As a special case
of Eq. ~9!, the following cosine or sine wave representation
can be obtained by adding or subtracting the propagating
waves directed to2a:

cos@k~j2h!•a#52kE
G
G~j,x!n~x!•a sin~r a!dG~x!

2E
G
F~j,x!cos~r a!dG~x!, ~10a!
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sin@k~j2h!•a#5kE
G
G~j,x!n~x!•a cos~r a!dG~x!

2E
G
F~j,x!sin~r a!dG~x!. ~10b!

Using the relations in Eqs.~10!, a regular boundary integral
representation for the acoustic pressure can be derived as

p~j!5a@p0 cos$k~j2h!•n0%2 j r0cvn
0 sin$k~j2h!•n0%#

2 j vr0E
G
G~j,x!@vn~x!2vn

0n0
•n~x!cos~r n!

1 jp0n0
•n~x!sin~r n!/r0c#dG~x!2E

G
F~j,x!@p~x!

2p0 cos~r n!1 j r0cvn
0 sin~r n!#dG~x!, ~11!

wherer n5k(x2h)•n0, (Q)0 denotes the physical quantity
Q at the reference pointh on the boundary anda is the
variable depending on the problem type:a51 for interior
problems anda50 for exterior problems. Even thoughj is
located on the boundary or near the boundary, all the inte-
grands in Eq.~11! become regular by defining the reference
point h as the nearest boundary point fromj. Finally, an
accurate and stable numerical solution can be obtained by
using the standard Gaussian quadrature for evaluating all the
integrals within the domain as well as near the boundary.

Similarly, the singular integrands in Eq.~6! can be regu-
larized. Taking material derivatives of Eqs.~10a! and~10b!,
one can derive the following equations:

k$V~j!2V0%•a sin$k~j2h!•a%

5kE
G
$Ġ~j,x!1G~j,x!Js~x!%n~x!•a sin~r a!dG~x!1kE

G
G~j,x!a•@ ṅ~x!sin~r a!1kn~x!$V~x!2V0%•a

3cos~r a!#dG~x!1E
G
$Ḟ~j,x!1F~j,x!Js~x!%cos~r a!dG~x!2kE

G
F~j,x!$V~x!2V0%•a sin~r a!•dG~x!, ~12a!

k$V~j!2V0%•a cos$k~j2h!•a%

5kE
G
$Ġ~j,x!1G~j,x!Js~x!%n~x!•a cos~r a!dG~x!1kE

G
G~j,x!a•@ ṅ~x!cos~r a!2kn~x!$V~x!2V0%•a

3sin~r a!#dG~x!2E
G
$Ḟ~j,x!1F~j,x!Js~x!%sin~r a!dG~x!2kE

G
F~j,x!$V~x!2V0%•a cos~r a!•dG~x!. ~12b!

After multiplying Eq.~12a! by p0, viz., acoustic pressure at reference point, and replacinga by the unit normal vectorn0, one
can obtain the following equation by combining the resultant equation with Eq.~6!:

ṗ~j!52 j vr0E
G
G~j,x!@ v̇n~x!2p0kn0

•$ṅ~x!sin~r n!1kn~x!Vrn cos~r n!%/ j vr0#dG~x!

2E
G
F~j,x!@ ṗ~x!1p0kVrn sin~r n!#dG~x!2 j vr0E

G
$Ġ~j,x!1G~j,x!Js~x!%

3@vn~x!2p0kn0
•n~x!sin~r n!/ j vr0#dG~x!

2E
G
$Ḟ~j,x!1F~j,x!Js~x!%@p~x!2p0 cos~r n!#dG~x!2p0k$V~j!2V0%•n0 sin$k~j2h!•n0%, ~13a!

Vrn5$V~x!2V0%•n0. ~13b!

Similarly, when Eq.~12a! is multiplied by ṗ0 and n0 is substituted intoa, the following acoustic pressure sensitivity at an
interior pointj can be derived by combining the result with Eq.~13a!:
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ṗ~j!52 j vr0E
G
G~j,x!@ v̇n~x!2kn0

•$p0ṅ~x!sin~r n!1p0kn~x!Vrn cos~r n!1 ṗ0n~x!sin~r n!%/ j vr0#dG~x!2E
G
F~j,x!@ ṗ~x!

2 ṗ0 cos~r n!1p0kVrn sin~r n!#dG~x!2 j vr0E
G
$Ġ~j,x!1G~j,x!Js~x!%@vn~x!2p0kn0

•n~x!sin~r n!/ j vr0#dG~x!

2E
G
$Ḟ~j,x!1F~j,x!Js~x!%@p~x!2p0 cos~r n!#dG~x!2p0k$V~j!2V0%•n0 sin$k~j2h!•n0%

1 ṗ0 cos$k~j2h!•n0%. ~14!

It is noted in Eq.~14! that the sensitivity of acoustic pressure
at an interior point is represented by the values at the refer-
ence point and using the weakly singular boundary integral.
Therefore, the accuracy of the calculated sensitivity based on
Eq. ~14! is expected to be nearly the same with that of the
potential-combined sensitivity equation~7!.

The remaining weak singularity in Eq.~14! can be fur-
ther regularized. As the first step for regularizing the weak
singularity in Eq.~14!, one can multiply Eq.~12b! by q0 and
Eq. ~10b! by q̇0, where

q0[ j r0cvn
0 , ~15a!

q̇0[ j r0cv̇n
0 . ~15b!

Next, n0 is substituted intoa in both equations. Lastly, the
consequent equations are combined with the weakly singular
representation of Eq.~14!. The final regularized sensitivity
equation can be written as

ṗ~j!52 j vr0E
G
G~j,x!@ v̇n~x!2 v̇n

0n~x!•n0 cos~r n!2kn0
•$p0ṅ~x!sin~r n!1p0kn~x!Vrn cos~r n!1 ṗ0n~x!sin~r n!%/ j vr0

2vn
0n0

•$ṅ~x!cos~r n!2kn~x!Vrn sin~r n!%#dG~x!2E
G
F~j,x!@ ṗ~x!2 ṗ0 cos~r n!1p0kVrn sin~r n!1q0kVrn cos~r n!

1q̇0 sin~r n!#dG~x!2 j vr0E
G
$Ġ~j,x!1G~j,x!Js~x!%@vn~x!2vn

0n0
•n~x!cos~r n!2p0kn0

•n~x!sin~r n!/ j vr0#dG~x!

2E
G
$Ḟ~j,x!1F~j,x!Js~x!%@p~x!2p0 cos~r n!1q0 sin~r n!#dG~x!2@p0k$V~j!2V0%•n01q̇0#sin$k~j2h!•n0%

1@ ṗ02q0k$V~j!2V0%•n0#cos$k~j2h!•n0%. ~16!

Note that all the integrands in Eq.~16! are regular, if the boundary is smooth near source pointj and the design velocity is
continuous. However, consideration for weak singularity is required near a sharp corner or edge. The discontinuous element
can be used for this purpose.11

For exterior problems, one can easily find that free terms in Eq.~16! are equivalent to the integral effect of the one-
dimensional wave component over the infinite boundary. The regularized sensitivity equation for exterior problems can be
derived as

ṗ~j!52 j vr0E
G
G~j,x!@ v̇n~x!2 v̇n

0n~x!•n0 cos~r n!2kn0
•$p0ṅ~x!sin~r n!1p0kn~x!Vrn cos~r n!1 ṗ0n~x!sin~r n!%/ j vr0

2vn
0n0

•$ṅ~x!cos~r n!2kn~x!Vrn sin~r n!%#dG~x!2E
G
F~j,x!@ ṗ~x!2 ṗ0 cos~r n!1p0kVrn sin~r n!1q0kVrn cos~r n!

1q̇0 sin~r n!#dG~x!2 j vr0E
G
$Ġ~j,x!1G~j,x!Js~x!%@vn~x!2vn

0n0
•n~x!cos~r n!2p0kn0

–n~x!sin~r n!/ j vr0#dG~x!

2E
G
$Ḟ~j,x!1F~j,x!Js~x!%@p~x!2p0 cos~r n!1q0 sin~r n!#dG~x!. ~17!

As aforementioned, the sensitivities of boundary variables are known to obtain the sensitivity at the field. The sensitivities of
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boundary variables can be obtained by placing the source on the boundary and collocating the reference pointh to j in the
sensitivity equation for internal points. In this fashion, the sensitivity equation for a boundary variable can be expressed as

a ṗ~j!52 j vr0E
G
G~j,x!@ v̇n~x!2 v̇n

0n~x!•n0 cos~r n!2kn0
•$p0ṅ~x!sin~r n!1p0kn~x!Vrn cos~r n!1 ṗ0n~x!sin~r n!%/ j vr0

2vn
0n0

•$ṅ~x!cos~r n!2kn~x!Vrn sin~r n!%#dG~x!2E
G
F~j,x!@ ṗ~x!2 ṗ0 cos~r n!1p0kVrn sin~r n!1q0kVrn cos~r n!

1q̇0 sin~r n!#dG~x!2 j vr0E
G
$Ġ~j,x!1G~j,x!Js~x!%@vn~x!2vn

0n0
•n~x!cos~r n!2p0kn0

•n~x!sin~r n!/ j vr0#dG~x!

2E
G
$Ḟ~j,x!1F~j,x!Js~x!%@p~x!2p0 cos~r n!1q0 sin~r n!#dG~x!, ~18!

wherea is 0 for field points in the interior domain and 1 in
the exterior domain.

II. NUMERICAL METHOD

For the numerical implementation of the derived sensi-
tivity equations, coordinates of the reference point should be
found to obtain the sensitivities at the given field points near
the boundary. The first step is to find the closest element to
source pointj. This element can be determined among ele-
ments, on which the closest node to the source point lies.
Then, the coordinates of the closest point can be found by
employing the various optimization techniques.12,13 The se-
quential quadratic programming method and the inaccurate
line search algorithm are used in the present study.

Choosing an orthonormal basis on the boundary causes
another problem in obtaining the rates of change of the
boundary surface and the normal vector. Although the nor-
mal vector can be defined uniquely, two orthogonal tangen-
tial vectors can be chosen arbitrarily. The tangential vectors
can be determined by the following manner. Suppose that the
element is mapped on reference coordinate (u,v) as shown
in Fig. 2 and a unit tangential vectors is chosen to be parallel
with the u axis in the reference coordinate system. Then,
another unit tangential vectort can be uniquely determined
by using the orthonormality ofs, t, andn as follows:

t5n3s. ~19!

The tangential derivatives can be obtained by the chain rule
and the shape function. Let the auxiliary unit tangential vec-
tor w in the global coordinate system be defined such that it
is parallel with thev axis in the reference coordinate system.
Then, the two directional derivatives can be obtained as

]

]s
5

]

]u

du

ds
, ~20a!

]

]w
5~s–w!

]

]s
1~ t•w!

]

]t
5

]

]v
dv
dw

. ~20b!

Using Eqs.~20!, the tangential derivative with respect tot
can be expressed as

]

]t
5F ]

]v
dv
dw

2~s–w!
]

]u

du

dsG Y ~ t–w!. ~21!

It can be said that all the integrals in the propagating-wave-
combined regularized sensitivity equation can be evaluated
by using the standard Gaussian quadrature. However, the
singular integral scheme is needed to utilize the potential-
combined weakly singular representation for calculating the
accurate sensitivity.

III. APPLICATION EXAMPLES

A. Exterior sound field of the pulsating sphere

The sound radiation from a uniformly pulsating sphere
is chosen as an example for exterior problems. The spherical
radius a was designated as the design variable, while the
same surface velocity was maintained for every situation.
The sensitivity of the acoustic pressure due to the variation
of the radius was calculated at a field point and compared
with the analytic solution. For a vibrating sphere with a uni-
form radial velocityvn , the analytic pressure sensitivity at a
field point is given by

ṗ~r !5
r0cvnka@~kar2ka22 ja !~11 jka!12 j r #

r 2~11k2a2!~11 jka!

3exp$2 jk~r 2a!%, ~22!

where r is the radial distance between the center of the
sphere and the field point of interest.

For the numerical sensitivity analysis, the three-
dimensional computer program was written and the bound-
ary surface of the pulsating sphere with an initial radius of
a50.5 m was discretized into 48 triangular, isoparametric,

FIG. 2. Mapping of tangential vectors on the boundary.
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quadratic elements. Sensitivity was calculated forka50.5 at
some field points by approaching from the far field to the
vibrating surface.

The nonuniqueness problem occurs in dealing with ex-
terior problems due to the inherent mathematical nature of
the Fredholm integral equation. In this study, the well-known
overdetermined method is used for unique solutions in non-
regular frequencies. However, the determination of reference
point h is not easy for the overdetermination pointj and this
job can be done as follows: first, find the nearest node point
from j. Second, find all boundary elements that include this
nearest node point. Third, find the nearest pointhe for each
element by employing the optimization technique of which
the object function is the distance fromj and the constraint
is the boundary of the element. Finally, select the smallest
one from the calculatedhe set and this defines reference
point h. In general, all the pointshe excepth converge to
the points lying on the element boundaries due to the im-
posed constraints.

Figure 3 compares the accuracy of the predicted sensi-
tivities of acoustic pressure by using the propagating-wave-
combined regular representation in Eq.~17!, by the potential-
combined weakly singular representation in Eq.~8!, and by
the conventional representation in Eq.~6! containing the
strong singularity. It is observed that all three equations can
predict the sensitivity accurately at the far field and the ma-
terial derivative concept is useful for the computation of

acoustic sensitivity. However, the difference in accuracies of
the three methods is very clear in the near field. Examining
the behavior in the near field, one can find that the conven-
tional singular method is very inaccurate. The inaccuracy of
the conventional method is caused from the abrupt change of
the coefficient of free term on the boundary. There is no
change of the free term coefficient in the weakly singular and
the regular formulas. The predicted sensitivity of the imagi-
nary part using the potential-combined equation shows small
error and this is definitely due to the remaining weak singu-
larity. On the other hand, propagating-wave-combined regu-
lar representation predicts the sensitivity very accurately at
all points. However, if the far field sensitivity is only of
concern, the conventional representation provides enough ac-
curacy for the sensitivity.

B. Interior sound field of the one-dimensional duct

As an example for interior problems, a uniform duct
with a rigid termination which is harmonically driven at the
other end3 is taken for testing the applicability, as depicted in
Fig. 4. Here, the sensitivity of the acoustic pressure due to
the variation of duct length is to be calculated at interior field
points.

The analytic pressure at an axial positionx is given by

p~x!5
A cos~kL!

k sin~kL!
cos~kx!1

A

k
sin~kx!, ~23!

whereA is the normal gradient of the acoustic pressure on
the driving piston,k is the wave number, andL is the duct
length. From Eq.~23!, one can easily obtain the following
analytic sensitivity of the acoustic pressure with respect to
the change of the length:

dp~x!

dL
52A

cos~kx!

sin2~kL!
. ~24!

For the numerical sensitivity analysis, the boundary of the
two-dimensional duct model with 1.4 m long and 0.25 m
wide was discretized into 16 quadratic isoparametric line el-
ements, and the discontinuous elements were used at corners
to describe the abrupt change in boundary conditions.11

The calculation was performed for 100 Hz,A5157 and
the design velocityV~x! of the boundary point atx was given
by

Vx~x!5x/1.4 ~25a!

and

Vy~x!50, ~25b!

FIG. 3. Sensitivity of the acoustic pressure with respect to the change of the
radius of the three-dimensional pulsating sphere:1, propagating-wave-
combined regularized representation;3, potential-combined weakly singu-
lar representation;•••••••••, strongly singular~conventional! representation.
~a! Real part,~b! imaginary part.

FIG. 4. Piston-driven rigid one-dimensional duct model.
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while the design velocity at internal point was zero. Figure 5
shows the sensitivity of pressure obtained by the derived
regular equation and compares it with the analytic solution in
Eq. ~24!. One can find that the derived equation predicts the
pressure sensitivity very accurately. The maximum relative
error was 1.99% and occurs at the point having zero pressure
sensitivity.

C. Automotive interior cavity

In the foregoing examples, the accuracy and applicabil-
ity of the derived sensitivity formulations using the material
derivative concept are investigated for regular geometries
having analytic solutions. As an example for irregular do-
mains, a simple two-dimensional automotive interior cavity3

is taken for optimally reducing the noise level at the driver’s
ear position. The model is illustrated in Fig. 6 where the
boundary is discretized into 120 quadratic line elements.
Boundary conditions were given such that the harmonically
vibrating velocity of the boundary between A and B, viz. the
simplified dash panel, was 0.01 m/s uniformly for all fre-
quencies and the other walls were assumed rigid. It was in-
tended to optimize the depths of the cavity under the front
seat,a, and the cavity between the rear seat and the tailgate,
b, for minimizing the mean-squared acoustic pressure at the
driver’s ear position at a frequency or frequency band. To

this end, 10 points denoted as region C near the driver’s ear
position were selected for calculating the noise level.

The object function and the upper and lower bounds of
the design variables were as follows:

minimize P5
1

10 (
i 51

10

p~xi !p* ~xi !, ~26!

subject to 0.1<a<0.5 ~27a!

and

0.1<b<0.8. ~27b!

Here,xi is the location of thei th point in the region C se-
lected for the calculation of the noise level and the asterisk
denotes the complex conjugate. Initial starting values ofa
and b were 0.4 and 0.5, respectively. Before attempting to
optimize, acoustic resonance frequencies and modes of the
automotive cavity were estimated and the lowest four reso-
nance frequencies were at 38.6, 68.4, 93.2, and 115.6 Hz.

Using the above conditions, the sizes ofa and b were
optimized for each vibrating frequency between 90 and 110
Hz at a spacing of 1 Hz by using the automated design syn-
thesis~ADS!. Figure 7 compares the sound field of optimal
shape with initial one at 105 Hz and one can observe that the
quiet region is adjusted from the front of the driver to the
driver’s head position. It was found that the lengths ofa and
b became longer than the initial ones at 105 Hz, buta andb
became shorter for 93 Hz that was below the third longitu-
dinal cavity mode.

When the transient operating condition is of concern, it
can be said that the optimal shape for a frequency may no
longer be the low noise configuration for other excitation
frequencies. In practice, the firing frequency and its harmon-
ics of the internal combustion engine vary with the engine
rotational speed. In order to optimize the cavity shape adapt-
ing for the changing frequency condition, the frequency band
concept should be introduced to the object function expres-
sion as follows:

minimize P5
1

10Nf
(
i 51

10

p~xi ,v!p* ~xi ,v!. ~28!

FIG. 5. Pressure sensitivity due to the length change of the duct:s, BEM
solution; ———, analytic solution.

FIG. 6. Two-dimensional rigid wall model of an automotive interior cavity
~Ref. 3!. The excitation will be given to the section A-B with uniform
velocity.

FIG. 7. Noise distribution in the car cavity at 105 Hz.~a! Initial shape,~b!
optimal shape.
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Here,Nf denotes the number of discrete frequencies for ac-
tual calculation within the frequency band of interest and the
constraints are the same with Eq.~27!.

Using the modified object function, the car cavity was
optimized for the arbitrary frequency band between 95 and
110 Hz. Within this frequency range, the object function was
evaluated at a spacing of 1 Hz. The acoustic pressure of the
optimal shape is compared with the initial shape in Fig. 8,
where optimum values were converged toa50.5 and b
50.6246. In this figure, one can find that the noise is reduced
below 108 Hz and increased above 109 Hz. Figure 9 shows
the sound field in the interior of the band-optimized car cav-
ity and a substantial reduction in noise level can be found at
the driver’s ear position.

IV. CONCLUDING REMARKS

The acoustic sensitivity equations for the shape design
have been derived for acoustic problems based on the bound-
ary integral equation. The sensitivity equations were derived
by adopting the material derivative concept in the continuum
mechanics. In order to investigate the precision and applica-
bility of the derived formula, a pulsating sphere and a piston-
driven duct were selected for typical exterior and interior
problems, respectively.

Although the sensitivity in the far field can be accurately
obtained by employing the material derivative concept, the
predicted sensitivity in the near field by using the conven-
tional method is very inaccurate. In order to resolve the prob-
lem, the singularity of integrands in the sensitivity equation

has been reduced by usin the potential field and the one-
dimensional wave propagation equations. Although the
potential-combined approach is more accurate than the con-
ventional method in the near field by removing the strong
singularity, the predicted result still contains small error due
to the remaining weak singularity. When the propagating-
wave-combined regularized equation is used, all the singu-
larities can be removed and very accurate sensitivity can be
obtained near the boundary as well as in the far field. In this
case, the potential field is no longer required to obtain the
sensitivity, because the regularized equation uses the wave
equation only.

Through three example calculations, the present method
is found to be accurate and it is expected that the method can
be applied to many acoustic problems, although, depending
on the method and platforms in the implementation, the com-
plexity of the formula and the computing time may not be
advantageous compared to the method utilizing the finite dif-
ference technique.
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APPENDIX: MATERIAL DERIVATIVES OF VARIABLES

The material derivatives of point vectors can be written
as

ẋ5V~x!, ḣ5V~h!, j̇5V~j!. ~A1!

The material derivatives of the displacement vector and the
distance are given by

ṙ ~x,j!5V~x!2V~j!, ~A2a!

ṙ ~x,j!5@V~x!2V~j!#•r ~x,j!/r , ~A2b!

where r ~x,j! denotes the vector fromj to x and r (x,j)
means the distance betweenj andx.

The changes of boundary and normal vectors can be
expressed as

dĠ5~Vi ,ssi1Vi ,tt i !dG, ~A3!

ṅi52Vj ,snjsi2Vj ,tnj t i , ~A4!

wheres and t are two unit tangential vectors, ands, t andn
are mutually orthonormal.
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Potential of microperforated panel absorber
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Many applications have been found for the microperforated panel~MPP! absorber, on which the
perforations are reduced to submillimeter size so that they themselves will provide enough acoustic
resistance and also sufficiently low acoustic mass reactance necessary for a wide-band sound
absorber. The most important parameter of the MPP is found to be the perforate constantk which
is proportional to the ratio of the perforation radius to the viscous boundary layer thickness inside
the holes. This, together with the relative~to the characteristic acoustic impedance in air! acoustic
resistancer and the frequencyf 0 of maximum absorption of the MPP absorber, decides the entire
structure of the MPP absorber and its frequency characteristics. In other words, the MPP absorber
may be designed according to the required absorbing characteristics in terms of the parametersk, r,
and f 0 . Formulas and curves are presented toward this end. It is shown that the MPP absorber has
tremendous potential for wide-band absorption up to 3 or 4 octaves and for low-frequency
absorption with a cavity of depth small compared to the wavelength. Techniques of making minute
holes~of 0.1–0.3 mm, say! have to be developed, though. ©1998 Acoustical Society of America.
@S0001-4966~98!05710-5#

PACS numbers: 43.50.Gf, 43.55.Ev, 43.50.Jh@MRS#

INTRODUCTION

Perforated panels have been developed and used for
some years,1 but the necessary use of porous materials with it
has reduced it to protective covering material.2 Microperfo-
rated panels~MPP! were developed in the late sixties of the
twentieth century, when a robust sound absorber was needed
for severe environments, without fibrous, porous materials.
An approximate theory was presented later.3 Unlike ordinary
perforated panels where the perforations are in millimeters or
even centimeters, with scarcely little inherent acoustic resis-
tance, the perforations in MPP were reduced to submillime-
ter size ~diameter 0.5–1 mm!, so as to provide, by them-
selves, enough acoustic resistance and low acoustic mass
reactance necessary for wide-band sound absorber, without
additional fibrous, porous materials. Up to the present, the
MPP absorber has usually provided sound absorption in a
frequency band of one to two octaves, a wide band which no
other resonator-absorber can do. But still, it is not quite
enough for a general purpose sound absorber. Double reso-
nators with two MPPs in tandem have been developed,4,5 and
special design problems considered,6 to broaden the absorp-
tion band.

The MPP absorbers have a simple structure and absorp-
tion characteristics that are exactly predictable. The panel
may be made of any material from cardboard, plastic, ply-
wood to sheet metal, with any finishing or decoration to suit
the purpose.7 The fact that the designs within the framework
of the existing theory have limited absorption band is due to
reasons not in the MPP absorber itself, but in the approxima-
tion made in the existing theory. It is the purpose of the
present work to find the exact solution of the MPP equations
in order to get a full view of the possibilities of the MPP
absorber to facilitate better exploitation of the MPP absorb-
ers.

It is found that the structure and frequency characteris-

tics of the MPP absorber depend on its relative acoustic re-
sistancer, the resonance frequencyf 0 , and the perforate
constantk5r 0Ar0v/h of the perforations, wherer 0 is the
radius of the perforations,v the angular frequency, andh the
coefficient of viscosity. The maximum absorption coefficient
occurs at the resonance frequencyf 0 and the possible band
width is found to be given by the frequency interval~the
ratio of the upper to lower half-absorption frequencies! B
5p/cot21(11r)21, which may be very large whenr is
large. But the realization of the tremendous potential of the
MPP absorber depends on the key parameterk. For a con-
siderable range ofk values, the maximum possible band-
width becomes reality or near to reality. The absorption band
narrows down quickly whenk is increased beyond a certain
value. But a small value ofk calls for minute holes. Thus the
perforate constant is essential for the MPP absorber design
structure as well as characteristics.

I. THE MICROPERFORATED PANEL 1

The MPP may be considered a lattice of short narrow
tubes, separated by distances much larger then their diam-
eters, but small compared to the wavelength of impinging
sound wave. The propagation of a sound wave in a tube was
treated by Lord Rayleigh,8 and the treatment was simplified
by Crandall9 for short tubes. The equation of aerial motion in
a tube short compared to the wavelength is

j vr0u2
h

r 1

]

]r 1
S r 1

]

]r 1
uD5

Dp

t
, ~1!

whereDp is the sound pressure difference between the ends
of the tube,t the length of the tube~equal to the thickness of
the panel!, r0 the density of air,h its coefficient of viscosity,
andr 1 the radius vector of cylindrical coordinates inside the
tube. The equation may be solved for the particle velocityu,
and the ratio ofDp to the average value ofu over the cross-
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sectional area of the tube gives the specific acoustic imped-
ance of the short tube

Z15
Dp

ū
5 j vr0tF12

2

kA2 j

J1~kA2 j !

J0~kA2 j !
G21

, ~2!

where k5r 0Ar0v/h ~x had been used for this quantity in
earlier papers,1 it is changed here to avoid confusion!, r 0 is
the radius of the tube,J1 the Bessel function of the first kind
and first order, andJ0 same of zeroeth order. It is seen that
the quantityk is proportional to the ratio of the radius to the
viscous boundary layer thickness inside the tube, and may be
termed as the perforate constant. The limiting values ofZ1

for small and large values ofk were given by Crandall as

Z1→
4

3
j vr0t1

32ht

d2 , as k,1, ~3a!

→ j vr0t1
4ht

d
Avr0

2h
~11 j !, as k.10. ~3b!

These formulas have been used since Zwikker and Kosten1

in the theory of absorbing materials. But the intermediate
values ofk between 1 and 10 are very important, especially
for the MPP. An approximate formula,

Z15
32ht

d2 S 11
k2

32D
1/2

1 j vr0tS 11S 321
k2

2 D 21/2D , ~4!

has been developed to be valid for allk values by combining
Eqs.~3a! and~3b! so that it becomes Eq.~3a! whenk2 terms
in the brackets are omitted~k small! and Eq.~3b! when the
k2 terms are only retained~k large!. The maximum error is
only about 6% at some value ofk between 1 and 10 from the
exact value given by Eq.~2!.

In Eq. ~4! it is necessary to add the end corrections
which have been discussed by Morse and Ingard.10 In his
resonator paper,11 Ingard suggested the use of values due to
Rayleigh,12 viz., the resistance due to air flow friction on the
surface of the panel, (1/2)A2vr0h ~the value used in earlier
papers3 was too high, error is introduced whenk is large!, as
the air flow is squeezed into the small area of the inlet end of
the hole; and the mass reactance due to the piston sound
radiation at both ends, 0.85d. For normal incidence of sound
wave on the panel, the wave motion in all the short tubes is
in-phase and additive. The relative~to the characteristic im-
pedancer0c in air! acoustic impedance of the MPP is then

z5Z1 /~sr0c!5r 1 jxm5r 1 j vm, ~5!

where

r 5
32ht

sr0cd2 kr , kr5F11
k2

32G
1/2

1
&

32
k

d

t
, ~5a!

vm5
vt

sc
km , km511F11

k2

2 G21/2

10.85
d

t
, ~5b!

and

k5dAvr0/4h, ~6!

whered is the orifice diameter, andt the panel thickness.@A
useful design formula obtained from Eq.~6! is k5dAf /10,

whered is specified in mm andf, in Hz.# The ratiod/t is
usually nearly one and is taken so, small variations of the
actual value are not important. The resistance coefficientkr ,
mass reactance coefficientkm , and their ratiokm /kr , impor-
tant in the computation ofr, m, andxm , are plotted in Fig. 1
as functions ofk. It is seen thatkm is practically constant,
varying only by 2% in the range from 0.1 to 5 ofk, but the
resistance coefficientkr increases withk significantly, espe-
cially when k is larger than 1. The maximum error of the
approximate formula of acoustic impedance~5! is also 6%
compared to the exact value from Eq.~2!. Measurement
techniques have been proposed for the orifice.10,13,14

Experiments15 agree well with the theoretical results~5!
within 10% when the sound intensity is low, and further end
corrections are necessary due to jet formation at the ends of
the tubes,15,16when the sound pressure level is well over 100
dB, depending on the perforation area ratio and resonance
condition ~about 100 dB at resonance whens50.01). The
end correction of the mass reactance, however, decreases
with increasing intensity, perhaps due to the fact that the
piston radiation at the ends of the narrow tube is partly
blown away by the jet formed at the high intensity and it is
proposed16 that the end correction of the acoustic mass
should change the last term ofkm to 0.85(d/t)(1
1u0 /sc0)21, whereu0 is the peak particle velocity inside
the tube ands the perforation ratio. The linear and nonlinear
end corrections do not seem to be directly additive. Only the
linear end corrections exist when the sound intensity is low,
and the end corrections gradually change from linear values
to nonlinear values after the particle velocity inside the tubes
exceeds a certain value.

The perforation area ratio may be found from the resis-
tance equation~5a! to be given by

s/t5
32h

r0c
kr /~rd2!. ~7!

The value of this ratio is important, while a small change of
s or t is usually allowed~t is ordinarily taken to be equal to
d, because it is nearly so! the exact value is necessary here.
Substituting this ratio into Eq.~5b!, it yields the mass reac-
tance

xm5~km/8kr !rk
2. ~8!

FIG. 1. Constants of MPP as functions of the perforate constant.
kr—resistance coefficient;km—mass reactance coefficient.
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This does not change the value ofxm ; it only relatesxm to
the choice ofr. The value of the ratiokm /kr is approximately
2 in the range ofk from 0.5 to 2, which is the most important
region in MPP design. Equation~8! may be taken asxm

50.25rk2 in this region.

II. THE MPP ABSORBER

A microperforated panel fixed before a solid surface
with a cavity of thicknessD makes an MPP absorber. The
relative acoustic resistancer and mass reactancexm5vm are
given by Eq.~5! and the relative acoustic reactance of the
cavity is 2cotvD/c. For normal incidence, the sound ab-
sorption coefficient is

a5
4r

~11r !21~vm2cot~vD/c!!2 . ~9!

Its maximum value

a054r /~11r !2 ~10!

occurs at the resonance frequencyf 0 given by

v0m2cot
v0D

c
50. ~11!

This gives

v0D

c
5cot21 v0m ~12!

and the cavity depth ratio is obtained by a division with 2p

D

l
5

1

2p
cot21 v0m, ~13!

l being the wavelength corresponding to the resonance fre-
quencyf 0 , Thus given the values ofk, r and f 0 , the structure
of the MPP absorber is completely determined. The cavity
depth ratio as given by Eq.~13! is plotted in Fig. 2. It is 1/4
for all r values, whenk is zero, it decreases linearly but
slowly ask increases, with a rate proportional tor at first,
and then the rates increase to a maximum and finally it levels
off to a rather small value whenk is large. This gives the
possibility of a very thin absorber for low frequency. An

important quantity is the ratio ofvm to v0D/c, or the ratio
of the mass and cavity reactances at low frequency,

g5mc0 /D5v0m/cot21 v0m, ~14!

which is essentially a constant of the MPP, practically inde-
pendent of frequency, and will prove to be important in the
frequency characteristics of the MPP absorber.

The absorption coefficienta is one-half of the maximum
value ~10! at the frequencies given by

vm2cot~vD/c!56~11r !. ~15!

The resonance and half-absorption points are shown graphi-
cally in Fig. 3 of thevm and vD/c curves. In the figure,
vD/c is taken as the abscissa, which is proportional to the
frequency. Thus the cotangent curve is valid for all designs,
and thevm line is nearly a straight line with a slopeg given
by Eq.~14!. The lines intersect at the point of resonance, and
their values differ by 11r at half-absorption points. It is
evident that the absorption band is wider as the value ofv0m
is smaller, and also asr is larger. This is important when a
wide-band MPP absorber is designed.

III. ABSORPTION BANDWIDTH

Equation~15! may be converted into an equation of the
half-absorption frequencies,

vD

c
5cot21F7~11r !1g

vD

c G , ~16!

with the help of Eq.~14!, where the plus and minus sign is
for the lower and higher half-absorption frequencies, respec-
tively. The equation is quite simple, but an exact solution is
not readily available. An approximate solution is, however,
easy wheng is small. From the derivative of the arc-
cotangent function

d

dx
cot21

x

a
52

a

a21x2 . ~17!

Equation ~16! becomes, for the lower half-absorption fre-
quency,

FIG. 2. Relative cavity depthD/l as function of perforate constantk for
different values of relative acoustic resistance.

FIG. 3. Absorption band of MPP absorber.
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v1D

c
5cot21F ~11r !1g

v1D

c G ,
5cot21~11r !2

1

11~11r !2 •g
v1D

c
, ~18!

for low values ofg. Solving

v1D

c
5cot21~11r !Y F11

g

11~11r !2G ~19!

to the first order of approximation. Similarly, for the upper
half-absorption frequency,

v2D

c
5@p2cot21~11r !#Y F11

g

11~11r !2G . ~20!

The frequency interval is the ratio of Eq.~20! to ~19!

B5 f 2 / f 15@p/cot21~11r !#21, ~21!

which is constant to the first order of approximation, asg is
small compared to unity. Thus the frequency interval of the
absorption band of the MPP absorber is practically constant
so far asrk2 is smaller than 1. The possible values ofB as
well as the relative band widthF5( f 22 f 1)/ f 0 are tabulated
in Table I, for different values ofr. As the absorption coef-
ficient a0 is not sensitive to the variation of acoustic resis-
tancer, Eq. ~21! as well as Table I demonstrate the possibil-
ity of exchanging bandwidth with absorption. The resonance
frequency, however, varies withk all the way, as

v0D

c
5cot21~v0m!5cot21@~kr /8km!rk2#,

from Eqs. ~8! and ~11!. It is p/2 when k is zero, and de-
creases slowly ask increases, exactly in the fashion of the
cavity depth ratio~13!, because the difference is only by a
constant factor. It can be found that the resonance frequency
is nearly the average off 1 and f 2 whenk is very small and
gradually changes to their geometric mean whenk is large.3,5

The resonance-absorption curve changes gradually from
symmetrical to unsymmetrical, accordingly. The ratio of the
resonance frequency to the lower half-absorption frequency
is of interest, and may be found as

FR5
f 0

f 1
5S 11r 1

g11/3

11r D cot21~v0m!, ~22!

if g11/3 is small compared to (11r )2, v0m is given by
Eq. ~8!.

IV. ROLE OF THE PERFORATE CONSTANT k

Exact solution of Eq.~15! is desirable in order to have a
view of the whole picture of the frequency characteristics of
the MPP absorber. Numerical techniques were used to find

the frequency interval in terms ofr andk. The result is plot-
ted in Fig. 4, showing the dependence of the frequency in-
terval of absorption on the perforate constantk for different
values of the acoustic resistancer. The magnitude ofr de-
cides the maximum possible bandwidth, but its realization is
controlled by the value ofk. The maximum possible values
tabulated in Table I occur only whenk50. The values ofB
change little whenk is small, reducing, for instance, only by
1% whenk is increased to 0.9~for r 51) or to 0.7 ~for r
55). Shortly after these, the values ofB drop rather steeply,
more so for higherr, and the values for differentr come
closer and closer, at increasing values ofk. The curves forr
equal 2 and up cross each other between the values 1.25 and
1.6 of k, and the curve forr 51 comes slightly later. The
order of the curves reverses after each crossing, and the
curve for higherr lies lower, or the bandwidth is narrower
for largerr. Thus, it is meaningless to take higher values ofr
if k is large. In other words, small values ofk are essential
for the wide-band MPP absorber. Larger values ofk, how-
ever, are found important whenr is small.

V. ABSORPTION IN DIFFUSE SOUND FIELD

The above sections are all for normal incidence of sound
on the MPP absorber. In the case of oblique incidence, the
MPP itself, as a locally reacting material, has its acoustic
impedancer 1 j vm unchanged. But in the cavity behind the
panel, sound travels in directionu to the normal, the same as
the angle of incidence in the field, and the incident and re-
flected waves in the cavity have path difference 2D cosu
instead of 2D for normal incidence. Thus the relative acous-
tic impedance of the cavity becomes (1/j cosu)
3cot((vD/c)cosu). The relative acoustic impedance on a
unit area of the panel surface for oblique-incident wave is
thus

z5~r 1 j vm!cosu2 j cotS vD

c
cosu D ,

and the absorption coefficient may be calculated as5

a05
4r cosu

~11r cosu!21S vm cosu2cot
vD

c
cosu D 2

~23!

TABLE I. Absorption bandwidth possible of MPP absorber for different
values ofr (k50, D/l50.25).

r 1 2 3 4 5

a0 1 0.89 0.75 0.64 0.56
( f 22 f 1)/ f 0 1.41 1.59 1.69 1.75 1.79
f 2 / f 1 5.78 8.76 11.82 14.91 18.02

FIG. 4. Frequency interval of MPP absorption band as a function of the
perforate constantk for different values of relative acoustic resistance.
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as the case discussed in Morse and Ingard.17,18As a result,r,
m, andD are all multiplied by the cosine. A multiplication of
r by cosu means an increase of the absorption coefficient, if
r is larger than one. The multiplication ofm and D by the
cosine is equivalent to a multiplication ofv by cosu, asm
and D of the MPP are fixed constants. Thus the resonance
and the half-absorption frequencies are increased by the ratio
1/cosu, and the absorption band is shifted to higher frequen-
cies. In a diffuse field, sound is incident at all angles on the
MPP, and the absorption band extends continually to higher
frequencies, and is broadened. Moreover, the cotangent
curve is many branched, and the absorption band shown in
Fig. 3 repeats itself when the argument is increased byp and
its multiples, and there are many absorption bands along the
frequency scale. The gap between the bands depends on the
bandwidth of each band. The gaps between absorption bands
will be, more or less, filled up if the bandwidth of each band
is broad enough. Thus the absorption range of the MPP ab-
sorber is extended considerably in a diffuse sound field.

VI. DISCUSSION

It has been shown that the important parameters of the
MPP absorber are its relative acoustic resistancer, determin-
ing its maximum absorption coefficienta0 , the resonance
frequencyf 0 of the maximum absorption, and the perforate
constantk5r 0Ar0v/h. These three parameters determine
the structure and frequency characteristics of the MPP ab-
sorber.

The maximum absorption coefficient and maximum pos-
sible absorption bandwidth are decided by the value ofr. An
extremely wide band with good absorption is found to be
possible with the MPP absorber, but its realization is limited
by the value of the perforate constant. With the aid of Fig. 4,
the values ofk, r, and f 0 necessary to fulfill the frequency
characteristics required of the absorber may be chosen. The
resonance frequency is found from the frequency ratio~22!.
The desired frequency characteristics of the absorber are
converted to a set of parameters. The design of the absorber
may then be started from the absorption requirements of the
absorber, expressed by the values of the parametersk, r, and
f 0 . The perforation diameter required is found from Eq.~6!
as

d52kAh/vr0. ~24!

From Eq.~5a! of the relative acoustic resistance of the MPP,
it may be solved by Eq.~7! for the perforation area ratios
for panel thicknesst, while kr is given by Eq.~5a! and plot-
ted in Fig. 1, takingt/d51. The exact value oft/d is not
important for the value ofkr unless it is far from 1, because
it is in the correction term, and does not affect much.s is the
perforation area ratio and related to the ratiod/b as

s5~p/4!~d/b!2, ~25!

b being the separation of the perforations, if they are ar-
ranged in square lattices, and equivalently,

b5dAp/4s. ~26!

Thus the constants of the microperforated panel are all de-
termined, and the cavity depth ratioD/l, which is given in

Eq. ~13! and plotted in Fig. 2, determines the cavity depth.
The mass reactance is given in Eq.~8!, and the factorkm /kr

which is plotted in Fig. 1. Thus the design of the MPP ab-
sorber from the requiredk, r, and f 0 is simple and straight-
forward.

Take, for example, a general purpose sound absorber, an
absorption band from 250–2000 Hz being desirable. This
requires a frequency interval of 8. The family off 2 / f 1

curves in Fig. 4 indicate that this can be satisfied with a value
of 1.25 fork and a value ofr slightly over 2. The ratio of the
resonance frequency to the lower half-absorption frequency
for thesek and r values is found from Eq.~22! as 3.05, and
hencef 0 is to be 760 Hz. From these parameters, the con-
stants of the MPP may be found asd5t50.144 mm, s
50.52%, or b51.77 mm; the cavity depth formula~13!
gives a value of 0.14 forD/l, andD is 0.064 m. Thus the
design is completed. An absorber with maximum absorption
coefficient 0.88 and half-absorption between 250 and 2000
Hz is obtained. This calls for the making of minute holes,
new techniques needed to be developed to realize the wide-
band and high absorption possibility of the MPP absorber.
Otherwise, some compromise must be made; if a lower reso-
nance frequency is taken, for instance,f 05380 Hz. The de-
sign will become d5t50.2 mm, b52.5 mm, and D
50.12 m. The realization is easier, but the frequency range
of absorption drops to 125–1000 Hz. The result is shown in
Fig. 5, in which the solid line is the theoretical curve and the
circles are obtained in measurements in a standing wave
tube.
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A three-dimensional analytical approach is developed to determine the transmission loss of circular
flow-reversing chambers in the absence of bulk flow. The study couples the continuity conditions of
the acoustic pressure and particle velocity at the inlet and outlet with the orthogonality relations of
Fourier–Bessel functions. The present analytical results are compared with the boundary element
predictions to assess the approach, as well as with previous works to examine the effect of nonplanar
wave decay in end ducts. The acoustic attenuation due to flow-reversing chamber is then
investigated in detail as a function of the length-to-diameter ratio of the chamber and the relative
locations of the inlet/outlet. ©1998 Acoustical Society of America.@S0001-4966~98!01711-1#

PACS numbers: 43.50.Gf, 43.20.Ks@MRS#

INTRODUCTION

Several studies1–3 have developed analytical approaches
for concentric and asymmetric~with offset inlet/outlet! ex-
pansion chambers. The inlet and outlet in these works are
located on separate endplates. The present study concentrates
on a configuration where both inlet and outlet are located on
the same endplate. This configuration is known as the flow-
reversing chamber, which is an important component of the
exhaust mufflers in production vehicles. The higher order
modes are excited at the area discontinuities of these silenc-
ers, and do not decay fully before reaching the other opening
because of the close proximity of inlet and outlet. Therefore
multi-dimensional wave propagation needs to be considered
both in the chamber and the end ducts for an accurate pre-
diction of the acoustic attenuation performance of these
chambers even at low frequencies. Young and Crocker4 stud-
ied the acoustic characteristics of short flow-reversing cham-
bers with elliptical cross section, using the finite element
method~FEM!, and concluded that the flow-reversing cham-
bers have two completely different transmission loss charac-
teristics: one is similar to that of the simple expansion cham-
ber and the other to that of a side-branch resonator. Ih and
Lee5 developed a three-dimensional analytical approach for
circular flow-reversing chambers, and their results matched
the experimental transmission loss fairly well over a wide
frequency range. The chamber is modeled as a piston-driven
circular rigid tube and the sound pressures on the inlet and
outlet are averaged over the cross-sectional area. Thus they
have chosen to exclude the inlet and outlet ducts. The result-
ing predictions in the absence of these ducts are expected to
show some difference relative to the experiments performed
with the end ducts, particularly for shorter chambers due to
the importance of nonplanar wave decay.

The objective of the present study is to develop a three-
dimensional analytical approach to determine the transmis-
sion loss of circular flow-reversing chambers including the
end ducts. This approach is used to investigate the effect of
the length-to-diameter ratio of the chamber and the relative
locations of the inlet/outlet on the acoustic attenuation per-

formance of flow-reversing chamber. The boundary element
method~BEM!, which has been applied successfully to pre-
dict the transmission loss of expansion chamber mufflers,6,7

is also employed to examine the analytical approach.
Following the Introduction, Sec. I describes the three-

dimensional analytical approach, while deferring some de-
tails to Appendixes A and B. Section II presents and dis-
cusses the results, and Sec. III concludes the study with final
remarks.

I. THREE-DIMENSIONAL ANALYTICAL APPROACH

For a circular flow-reversing chamber with inlet/outlet
ducts shown in Fig. 1, the sound field in each cylindrical
section may be expressed analytically as described in Appen-
dix A. Equations~A2! and~A8! can be used for wavesA, C,
andE traveling in the positivez direction, and Eqs.~A3! and
~A9! for wavesB, D, andF traveling in the negativez direc-
tion. At the right side of chamber, the rigid endplate bound-
ary condition gives

~UC1UD!uz5 l50. ~1!

Substitution of Eqs.~A8! and ~A9! into Eq. ~1! yields

D005C00e
2 j 2kl, D0n5C0nej 2k0nl ,

~2!
Dmn

1 5Cmn
1 ej 2kmnl , Dmn

2 5Cmn
2 ej 2kmnl .

At the left side of chamber, the continuity conditions reveal,
for the pressure,

~PA1PB!uz505~PC1PD!uz50 ~on S1! ~3!

~PC1PD!uz505~PE1PF!uz50 ~on S2! ~4!

and the continuity and boundary conditions, for the velocity,

~UA1UB!uz505~UC1UD!uz50 ~on S1!, ~5!

~UC1UD!uz505~UE1UF!uz50 ~on S2!, ~6!

~Uc1UD!uz5050 ~on S2S12S2!; ~7!
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whereS, S1 , andS2 are the cross-sectional areas of chamber,

inlet, and outlet ducts, respectively. In order to establish a set

of independent equations to determine the amplitude coeffi-

cients, the foregoing equations are coupled with the orthogo-

nality of Fourier–Bessel functions for the pressure and ve-

locity conditions.

For the pressure condition at inlet, multiply both sides of

Eq. ~3! by Jt(a tsr 1 /a1)ejtw dS and integrate overS1 to get,

for t50 ands50,

@A001B00#
a1

2

2
5C00~11e2 j 2kl!

a1
2

2
1 (

n51

`

C0n~11ej 2k0nl !
aa1

a0n
J0~a0nd1 /a!J1~a0na1 /a!

1 (
m51

`

(
n50

`

@Cmn
1 e2 jmu01Cmn

2 ejmu0#~11ej 2kmnl !
aa1

amn
Jm~amnd1 /a!J1~amna1 /a!, ~8!

for t50 ands51,2,...,̀ ,

@A0s1B0s#
a1

2

2
J0~a0s!5 (

n51

`

C0n~11ej 2k0nl !J0~a0nd1 /a!
a0na1 /aJ08~a0na1 /a!

~a0s /a1!22~a0n /a!2

1 (
m51

`

(
n50

`

@Cmn
1 e2 jmu01Cmn

2 ejmu0#~11ej 2kmnl !Jm~amnd1 /a!
amna1 /aJ08~amna1 /a!

~a0s /a1!22~amn /a!2 , ~9!

for t51,2,...,̀ ands50,1,...,̀ ,

@Ats
11Bts

1#
a1

2

2 S 12
t2

a ts
2 D Jt~a ts!5 (

n51

`

C0n~11ej 2k0nl !Jt~a0nd1 /a!
a0na1 /aJt8~a0na1 /a!

~a ts /a1!22~a0n /a!2

1 (
m51

`

(
n50

`

@Cmn
1 Jm1t~amnd1 /a!e2 jmu01Cmn

2 ~21! tJm2t~amnd1 /a!ejmu0#

3~11ej 2kmnl !
amna1 /aJt8~amna1 /a!

~a ts /a1!22~amn /a!2 . ~10!

Multiply both sides of Eq.~3! by Jt(a tsr 1 /a1)e2 j tw dS and integrate overS1 to obtain, fort51,2,...,̀ ands50,1,...,̀ ,

@Ats
21Bts

2#
a1

2

2 S 12
t2

a ts
2 D Jt~a ts!5 (

n51

`

C0n~11ej 2k0nl !Jt~a0nd1 /a!
a0na1 /aJt8~a0na1 /a!

~a ts /a1!22~a0n /a!2

1 (
m51

`

(
n50

`

@Cmn
1 ~21! tJm2t~amnd1 /a!e2 jmu01Cmn

2 Jm1t~amnd1 /a!ejmu0#

3~11ej 2kmnl !
amna1 /aJt8~amna1 /a!

~a ts /a1!22~amn /a!2 . ~11!

For the outlet, using the same procedure as the inlet, Eq.~4! gives, fort50 ands50,

FIG. 1. Geometry of the circular flow-reversing chamber.
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@E001F00#
a2

2

2
5C00~11e2 j 2kl!

a2
2

2
1 (

n51

`

C0n~11ej 2k0nl !
aa2

a0n
J0~a0nd2 /a!J1~a0na2 /a!

1 (
m51

`
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`

@Cmn
1 1Cmn

2 #~11ej 2kmnl !
aa2
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Jm~amnd2 /a!J1~amna2 /a!, ~12!
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@E0s1F0s#
a2

2
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`
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11Fts
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2

2 S 12
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2 D Jt~a ts!5 (
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(
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`
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and

@Ets
21Fts

2#
a2

2

2 S 12
t2

a ts
2 D Jt~a ts!5 (

n51

`

C0n~11ej 2k0nl !Jt~a0nd2 /a!
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1 (
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~a ts /a2!22~amn /a!2 . ~15!

For the three velocity conditions, multiply Eqs.~5!, ~6!, and~7! by Jt(a tsr /a)ejtu dS, and integrate them overS1 , S2 , and
S2S12S2 , respectively, and then add these three integral equations to give, fort50 ands50,

@A002B00#a1
21@E002F00#a2

25C00~12e2 j 2kl!a2, ~16!
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`
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~a0n /a2!22~a0s /a!2

2 (
m51

`

(
n50

`

k2,mn@~Emn
1 2Fmn

1 !1~Emn
2 2Fmn

2 !#Jm~a0sd2 /a!
a0sa2 /aJm~amn!Jm8 ~a0sa2 /a!

~amn /a2!22~a0s /a!2

52k0sC0s~12ej 2k0sl !
a2

2
J0

2~a0s!, ~17!

for t51,2,...,̀ ands50,1,...,̀ ,
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where

kmn5k@12~amn /ka!2#1/2, k1,mn5k@12~amn /ka1!2#1/2, k2,mn5k@12~amn /ka2!2#1/2

are the axial wave numbers in chamber, inlet and outlet ducts. The detailed derivation of Eq.~18! is deferred to Appendix B.
Multiply Eqs. ~5!, ~6!, and~7! by Jt(a tsr /a)e2 j tu dS, integrate them overS1 , S2 , andS2S12S2 , and then add these three
integral equations to give, fort51,2,...,̀ ands50,1,...,̀ ,
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Equation~19! can be derived similar to Eq.~18!.
To determine the transmission loss of flow-reversing

chamber,~1! the dimensions of the inlet duct are assumed
such that the incoming waveA is planar, and its magnitude
A00 is chosen to be unity for convenience, and~2! an
anechoic termination is imposed at the exit of the chamber
by setting the reflected waveE to zero. Thus Eqs.~8!–~19!
give a large ~theoretically infinite! number of relations
3(2t11)(s11) for a large number of unknowns
3(2m11)(n11). The unknowns are the pressure magni-
tudes for incident and reflected waves in the inlet duct, the
chamber, and outlet duct (Bmn , Cmn , andFmn). Since the
higher modes have a diminishing effect on the solution, and
t andm can be truncated top terms ands andn to q terms
resulting in 3(2p11)(q11) equations with 3(2p11)(q
11) unknowns. The numbers of terms,p andq, needed for a
converged solution depend both on the magnitude of the area

transition and the length of the chamber. In order to analyze
the convergence problem and determine the number of
modes used in each region for the electromagnetic wave-
guide with area discontinuity, Mittra and Lee8 presented the
concept of ‘‘relative convergence’’ and imposed the so-
called ‘‘edge condition.’’ Hudde and Letens9 introduced the
edge condition to acoustic duct with area discontinuity to
determine the modal ratio in a transition. For circular con-
centric ducts, they suggested a modal ratio at a transition of
two concentric ducts equal to the radius ratio, which ensures
a rapid convergence. The present study, however, considers
an asymmetric configuration rather than a concentric one and
employs the addition of velocity equation. In view of these
differences, the number of modes used in three regions
~chamber, inlet, and outlet ducts! is retained the same. For
the geometries and frequencies investigated here,p55 for
the asymmetric modes andq55 for the radial modes were
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found to be sufficient. The convergence was assessed by
comparing the analytical solutions for consecutive~p,q!
pairs. These results are also compared with boundary ele-
ment predictions. Once Eqs.~8!–~19! are solved, the trans-
mission loss is determined in the center of duct by

TL5220 log10H ~a2 /a1!UF00e
2 jkl 21 (

n51

p

F0nejk2,0nl 2UJ .

~20!

Below the planar wave cutoff frequency for inlet and outlet
ducts, the higher order modes leaving the chamber in outlet
duct will decay rapidly with distancel 2 . Thus even for a
short distancel 2 , the effect of decaying( terms in Eq.~20!
becomes negligible, simplifying the transmission loss to

TL5220 log10@~a2 /a1!uF00u#, ~21!

which is now uniquely defined independent of location10 ~be-
yond l 2).

Settingp50 andq50 in Eqs.~8!, ~12!, and~16! readily
gives the classical transmission loss of a one-dimensional
flow-reversing chamber as, fora15a2 ,

TL510 log10@11 1
4m

2 tan2 kl#, ~22!

which is identical to the behavior of a side-branch resonator
with length l and cross-sectional area ratio ofm (m
5Sb /Sm ; Sb and Sm are the cross-sectional areas of the
branch and main duct, respectively!. Note the area ratiom
here for the flow-reversing chamber is significantly larger
than unity, whereas it is usually less than unity for a typical
side branch resonator. Thus the flow-reversing chambers
have broader acoustic attenuation than the side branch reso-
nators. Equation~22! reveals that the attenuation maxima are
repeated whenkl5(2n11)p/2, leading to resonance fre-
quencies of

f r5~2n11!
c

4l
~n50,1,2,...!. ~23!

The broad attenuation behavior of the flow-reversing cham-
bers coupled with the resonance over the bandwidthkl5p is
referred to ‘‘wide peak’’ hereafter in the present paper.

II. RESULTS AND DISCUSSION

Three configurations are considered here withl /d
50.205 ~short chamber!, l /d51.843 ~mid-length chamber!,
and l /d53.525 ~long chamber!, and all with d
515.318 cm,d15d254.859 cm,d15d255.10 cm, and the
relative offset anglesu05180° andu0590°, respectively.
These dimensions~length, diameter, and expansion ratio!
were chosen to match three of the nine configurations fabri-
cated for the experiments of Selametet al.1–3 The short
chamber is clearly the most relevant to the present study,
while the other two configurations are also included to illus-
trate the trend with changing chamber length. To validate the
analytical model, a numerical study based on the boundary
element method is also conducted for these chambers. In the
present BEM calculations, a length of 0.10 m is used both for
the inlet and outlet ducts. The boundary surfaces are dis-
cretized into eight-node quadrilateral and six-node triangular

elements with the longest size being smaller than1
6 wave-

length at the highest frequency. Further details of the nu-
merical procedure using quadratic isoparametric elements for
three-dimensional analysis can be found elsewhere.6,7

A number of comparisons are presented in Fig. 2 for
l /d50.205, Fig. 3 for l /d51.843, and Fig. 4 forl /d
53.525. Each figure consists of three graphs: the first one~a!
represents 180° offset configuration; the second~b! 90° off-
set configuration; and the third~c! the comparison of 180°
and 90° orientations of~a! and ~b!. Figures 2~a!, ~b!, 3~a!,
~b!, and 4~a!, ~b! compare the transmission loss results from
the present analytical approach, the analytical approach of Ih
and Lee for piston-driven chambers, and the simple one-

FIG. 2. Transmission loss of circular flow-reversing chamber withl /d
50.205.~a! u05180°: solid line, analytical, present; dashed line, analytical,
piston-driven model; dotted line, plane wave;~b! u0590°: solid line, ana-
lytical, present; dashed line, analytical, piston-driven model; dotted line,
plane wave;~c! comparison: solid line,u05180°; and dashed line,u0

590°.
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dimensional approximation@Eq. ~22!#. Comparison of the
present study with that of the piston-driven chamber model
illustrates the effect of the decay of nonplanar waves in the
inlet and outlet ducts. The differences become less pro-
nounced with increasing length of the chamber, as expected.
The effect of length on the acoustic attenuation of flow-
reversing chambers can be observed from Figs. 2–4. The
short flow-reversing chamber of Fig. 2 shows clearly no
similarity between the one-dimensional~axial! and three-
dimensional predictions. This behavior is similar to the
acoustic attenuation characteristics of short expansion cham-
bers due to dominant transverse propagation.2,3 The short
flow-reversing chamber in Fig. 2~a! with 180° separation ex-

hibits a domelike behavior of the one-dimensional expansion
chamber with the smaller effective expansion ratio in the
transverse direction, while Fig. 2~b! with 90° separation
shows a dominant resonant peak, resembling a side-branch
resonator. The relative behavior of the 180° and 90° offset
inlet/outlet configurations may best be illustrated by combin-
ing the present 3-D analytical results from Fig. 2~a! and ~b!
in Fig. 2~c!. For longer flow-reversing chambers, a shift in
the resonant frequencies and noticeable magnitude differ-
ences between the one-dimensional~axial! and three-
dimensional predictions are observed in Figs. 3 and 4. This
observation demonstrates the importance of multi-
dimensional wave propagation in the flow-reversing cham-

FIG. 3. Transmission loss of circular flow-reversing chamber withl /d
51.843.~a! u05180°: solid line, analytical, present; dashed line, analytical,
piston-driven model; dotted line, plane wave;~b! u0590°: solid line, ana-
lytical, present; dashed line, analytical, piston-driven model; dotted line,
plane wave;~c! comparison: solid line,u05180°; and dashed line,u0

590°.

FIG. 4. Transmission loss of circular flow-reversing chamber withl /d
53.525.~a! u05180°: solid line, analytical, present; dashed line, analytical,
piston-driven model; dotted line, plane wave;~b! u0590°: solid line, ana-
lytical, present; dashed line, analytical, piston-driven model; dotted line,
plane wave;~c! comparison: solid line,u05180°; and dashed line,u0

590°.
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bers. Figures 3~a! and 4~a! show the repeating wide-peak
behavior characteristic of one-dimensional propagation in
flow-reversing chambers below the cutoff frequency of the
first asymmetric~1,0! mode. For the one-dimensional wide
peaks, Eq.~A6! can be rearranged to provide a relationship
between thel /d ratio of the chamber and the number of
repeating wide peaks,kl/p, before higher order modes begin
to dominate, as

kl

p
,

2amn

p S l

dD . ~24!

The number of wide peaks can then be approximated for the
180° offset flow-reversing chamber by introducinga10

51.841~corresponding tof 1051324 Hz) into Eq.~24!. This
suggests that geometries with anl /d ratio of less than 0.853
will have no complete wide peaks, one wide peak forl /d
50.854 to 1.706, two wide peaks forl /d51.707 to 2.560,
three wide peaks forl /d52.561 to 3.413, and four wide
peaks for l /d53.414 to 4.266. These values show good
agreement with the actual number of wide peaks in Figs. 3~a!
and 4~a!.

Since the inlet and outlet locations can significantly af-
fect the excitation and suppression of higher order modes,
the effect of inlet and outlet locations on the acoustic attenu-
ation performance of the flow-reversing chambers is exam-
ined next. Similar to expansion chambers,3 the detrimental
effect of asymmetric mode~1,0! observed in Figs. 3~a! and
4~a! for the flow-reversing chambers could partially be elimi-
nated by rotating the outlet 90°, thus settingu0590°. The

results are depicted in Figs. 3~b! and 4~b!, respectively,
which exhibit increased transmission loss over the 180° case,
particularly in the frequency range between the~1,0! and
~2,0! modes. Also, the shift in the resonant frequencies be-
tween the one-dimensional and three-dimensional results is
reduced in comparison with that ofu05180°. In addition to
the familiar one-dimensional behavior until the~1,0! mode,
Figs. 3~b! and 4~b! reveal that, by ignoring some narrow
peaks~spikes!, the repeating wide-peak behavior continues
up until the~2,0! mode begins to propagate. Thus for the 90°
offset chamber, substitutinga2053.054 ~corresponding to
f 2052196 Hz) into Eq.~24! predictsl /d50.514 for transi-
tion, suggesting no~axial! one-dimensional wide peak for
Fig. 2~b!, three wide peaks for Fig. 3~b!, and six wide peaks
for Fig. 4~b!. Examination of Figs. 2~b!, 3~b!, and 4~b! sug-
gests that this is a reasonable estimate. The relative behavior
of the 180° and 90° offset inlet/outlet for these two longer
chambers is illustrated in Figs. 3~c! and 4~c!.

The BEM predictions obtained for all six configurations
of Figs. 2–4 are excluded from these figures, simply because
the results match the present 3-D analytical solution through-
out the frequency range of interest to the degree that they
cannot be distinguished.

Also similar to expansion chambers, by centering the
inlet and offsetting the outlet suitably, the acoustic attenua-
tion performance can be improved, resulting in effective
plane wave propagation inside the flow-reversing chamber
until much higher frequencies. To investigate this effect, the
inlet and outlet diameters of the mid-length chamberl /d

FIG. 5. Transmission loss of circular flow-reversing chamber withl /d51.843 andd150. ~a! d253.0 cm; ~b! d254.0 cm; ~c! d254.807 cm50.6276a; and
~d! d256.0 cm.
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51.843 are halved (d15d252.430 cm) in Fig. 5, thereby
supporting only planar wave propagation in end ducts below
8346 Hz~for a speed of sound of 346 m/s!. With the outlet
approaching the pressure nodal circle of the~0,1! mode
while maintaining the inlet centered, the acoustic attenuation
performance is improved, particularly in the frequency range
between the~0,1! and ~0,2! modes. Beyond the pressure
nodal circle, the attenuation starts deteriorating again. Thus
offsetting the outlet by a radial distance of 0.6276 times the
radius of the chamber@the pressure nodal circle of the~0,1!
mode# maximizes the acoustic attenuation performance and
extends the effective attenuation band to the~0,2! mode cut-
off frequency~corresponding tof 0255045 Hz). This benefit
is also illustrated for the short chamber (d15d2

52.430 cm) in Fig. 6.
Finally, the effect of mode number on the convergence

of solution is shown in Figs. 7 and 8, which correspond to
the configurations of Figs. 2~a! and 5~c!. Within the fre-
quency range of interest of the present work,p55 for the
asymmetric modes andq55 for the radial modes appear to
be sufficient for the convergence. While these two configu-
rations are arbitrarily chosen for demonstration purposes
here, the convergence as a function ofp and q has been
examined for all figures presented in the study.

III. CONCLUDING REMARKS

A three-dimensional analytical approach is presented for
the prediction of the acoustic attenuation performance of cir-
cular flow-reversing chambers, and compared by the bound-
ary element predictions. The effect of inlet and outlet ducts
on transmission loss is illustrated by comparing the present
predictions with the ducts attached to those with the ducts
removed~simple openings!. Particularly, for short chambers,
the higher order mode propagation and decay in the end
ducts are found to be pronounced. This effect has led to the
present three-dimensional analytical approach, which
couples the wave propagation in the chamber and two end
ducts.

The short flow-reversing chambers have acoustic attenu-
ation characteristics similar to the short expansion chambers
because of the dominant transverse propagation. The long
flow-reversing chambers show a shift in the resonant fre-
quencies and noticeable magnitude differences between the
one-dimensional and three-dimensional predictions. For the
180° offset chambers withl /d.0.853, the repeating one-
dimensional wide-peak behavior appears below the cutoff
frequency of the first asymmetrical~1,0! mode, while the
acoustic attenuation is reduced above this frequency. The
short flow-reversing chamber exhibits a domelike behavior
similar to an expansion chamber with the smaller effective
expansion ratio in the transverse direction. Rotating the out-
let such thatu0590° may improve the acoustic attenuation
and extends the effective frequency band to the~2,0! second
diametral mode. The flow-reversing chambers of
l /d.0.514 show the repeating one-dimensional wide-peak
behavior, while the short chambers reveal a dominant narrow
resonant peak, resembling a side-branch resonator. For the
flow-reversing chambers with concentric inlet, the effective
acoustic attenuation frequency band is also stretched from
~0,1! to the ~0,2! radial mode by offsetting the outlet by a
radial distance of 0.6276 times the chamber radius, which
demonstrates the benefit of the concentric inlet and offset
outlet arrangement in the silencer design.

FIG. 6. Transmission loss of circular flow-reversing chamber withl /d
50.205,d150 andd254.807 cm50.6276a.

FIG. 7. The effect of terms on transmission loss of circular flow-reversing
chamber withl /d50.205 (d15d255.10 cm,u05180°): dotted line,p5q
53; dashed line,p5q54; solid line,p5q55.

FIG. 8. The effect of terms on transmission loss of circular flow-reversing
chamber withl /d51.843 (d150, d254.807 cm50.6276a): dotted line,p
5q53; dashed line,p5q54; solid line,p5q55.
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APPENDIX A: SOUND PROPAGATION IN CIRCULAR
DUCT

For the three-dimensional sound propagation in circular
duct, the governing equation is the well-known Helmholtz
equation10

¹2P1k2P50, ~A1!

whereP is the acoustic pressure,k5v/c is the wave num-
ber,v is the angular frequency, andc is the speed of sound.
By employing the separation of variables, the following gen-
eral solutions of the sound pressure can be written for a wave
C traveling in the positivez direction:

PC5C00e
2 jkz1 (

n51

`
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1 (
m51

`

(
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`

~Cmn
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2 ejmu!

3Jm~amnr /a!ejkmnz, ~A2!

and for a waveD traveling in the negativez direction:

PD5D00e
jkz1 (
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m51

`

(
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~Dmn
1 e2 jmu1Dmn

2 ejmu!

3Jm~amnr /a!e2 jkmnz, ~A3!

whereCmn and Dmn are the constants corresponding to the
waves traveling in the positive and negativez directions, in
which superscripts1 and2 designate the positive and nega-
tive u directions;Jm(x) is the Bessel function of the first
kind of orderm; amn is the root satisfying the radial bound-
ary condition of

Jm8 ~amn!50, ~A4!

andm andn denote the asymmetrical and radial mode num-
bers~see, for example, Table 1 of Ref. 2 foramn); a is the
duct radius; and

kmn5k@12~amn /ka!2#1/2 ~A5!

is the axial wave number of the mode~m,n!. Examining Eq.
~A5! for any high order mode~m,n!, kmn will be imaginary
when

f ,
c

2p S amn

a D . ~A6!

The sign difference between the planar and higher order
modes in the exponential terms of Eqs.~A2! and ~A3! en-
sures that for a wave traveling, for example, in the positive
direction, the magnitude of all modes will decrease exponen-
tially to zero with increasing distance when Eq.~A6! is sat-
isfied. The axial particle velocities for wavesC and D are
obtained, in view of the harmonic time dependence exp(jvt),
from the momentum equation,

j rvU52“P, ~A7!

as
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APPENDIX B: DERIVATION OF EQUATION „18…

For the velocity boundary conditions, multiply both
sides of Eqs.~5!, ~6!, and~7! by Jt(a tsr /a)ejtu dS, integrate
Eq. ~5! over S1 , Eq. ~6! over S2 , and Eq. ~7! over
S2S12S2 , and then adding these three integral equations to
get
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Using the Graf’s addition theorem for Bessel functions11
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for the left side of Eq.~B1! to transform the coordinates of chamber to those of the inlet duct, and then integrating overw for
the left side andu for the right side yields
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Integrating overr 1 , r 2 , andr for the left and right sides of Eq.~B3!, and using the integral relation for Bessel functions,11
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and applying Eq.~A4! for radial boundary condition gives
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which is identical to Eq.~18!.
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Active control of sound transmission using structural
error sensing
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The active minimization of harmonic sound transmission into an arbitrarily shaped enclosure using
error signals derived from structural vibration sensors is investigated numerically. It is shown that
by considering the dynamics of the coupled system, it is possible to derive a set of ‘‘structural
radiation’’ modes which are orthogonal with respect to the global potential energy of the coupled
acoustic space and which can be sensed by structural vibration sensors. Minimization of the
amplitudes of the ‘‘radiation modes’’ is thus guaranteed to minimize the interior acoustic potential
energy. The coupled vibro-acoustic system under investigation is modelled using finite element
analysis which allows systems with complex geometries to be investigated rather than limiting the
analysis to simple analytically tractable systems. Issues regarding the practical implementation of
sensing the orthonormal sets of structural radiation modes are discussed. Specific examples relating
to the minimization of the total acoustic potential energy within a longitudinally stiffened cylinder
are given, comparing the performance offered using error sensing of the radiation modes on the
structure against the more traditional error criteria; namely, the discrete sensing of the structural
kinetic energy on the boundary and the acoustic potential energy in the enclosed space. ©1998
Acoustical Society of America.@S0001-4966~98!02211-5#

PACS numbers: 43.50.Ki@GAD#

INTRODUCTION

The use of vibration control sources to minimize sound
transmission through lightweight structures into coupled en-
closures offers two advantages over the use of more conven-
tional acoustic sources: fewer secondary sources are gener-
ally required for global control of the interior noise field;1

and surface mounted actuators are far less intrusive than
bulky speaker/cabinet arrangements. However, the gains in
system compactness are not necessarily realized in practice
when microphones placed throughout the cavity are used to
provide the controller error signals to achieve global control.

As an alternative, surface mounted structural vibration
sensors have also been used as error sensors and, although a
reduction in the vibration of the structure has been achieved,
a reduction in the interior sound field did not necessarily
follow, particularly at low frequencies where the modal den-
sity is low.2 Clearly a control system using structural error
sensors to directly measure the surface vibration is unsuit-
able for the control of sound transmission. However, it has
been shown recently that is possible to calculate a quantity
from the vibration of the structure which is directly propor-
tional to the sound radiated into the enclosed space.3

This paper develops a procedure in which the sound
transmission from a structure into an enclosed space can be
sensed using structural vibration error sensors. It draws from
the work of previous researchers who have investigated the
sound power radiated into free field from vibrating beams,4,5

plates,6–12 and shells13–17 using orthogonal surface velocity
patterns, commonly referred to as acoustic ‘‘radiation
modes.’’ The approach involves decomposing the surface vi-
bration, usually via a singular value decomposition, into a
number of surface velocity distributions which contribute in-
dependently to the radiated sound field. Snyder and Tanaka3

have extended the work to include a brief study of the active
control of sound transmitted into a coupled rectangular en-
closure. However, their work failed to address many of the
practical implementation issues discussed in this paper.

It has been shown that for both free-field radiation and
transmission problems only a very limited number of radia-
tion modes contribute to the sound radiated from the vibrat-
ing structure and it is the number of efficiently radiating
modes, rather than the modal response of the structure,
which defines the system dimensionality13 and subsequently,
the control system order. Distributed parameter modal sen-
sors called ‘‘smart sensors’’ may then be employed to mea-
sure the modal amplitudes of the radiation modes and to
provide inputs into an active control system.18,19

The use of independent~orthogonal! error signals for
active noise control problems has been shown to offer a
number of practical advantages, as it can: reduce conver-
gence time for controllers; provide robustness to system pa-
rameter uncertainty; and minimize the number of sensors and
actuators, and corresponding system dimensionality.20,21

The primary objective of the work described here was to
extend the technique of active control of sound transmission
into enclosures using radiation modal control, to the point
where it may be used in a real active control system.

A second objective was to investigate the mechanisms
of sound transmission into a stiffened cylindrical enclosure
and the subsequent implications on the design and perfor-
mance of active systems for controlling sound transmission
through the boundaries. It is shown that the interior radiation
mode shapes are frequency dependent. This makes the appli-
cation of modal control very difficult for real systems. A new
technique for overcoming this application problem is derived
which allows the use of fixed shape modal sensors.
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A third objective was to determine the most suitable
means of sensing radiation modes using structural vibration
measurements. Both discrete and continuous shaped sensors
have been investigated for use as modal sensors, with the
latter being more practical for large, modally dense~struc-
tural! systems.

The active control of sound transmission into a longitu-
dinally stiffened cylinder with an integral floor, excited by an
external vibration source is investigated numerically to illus-
trate the implementation of the extended technique and to
gain some understanding of the associated physical pro-
cesses. The structure and the acoustic space enclosed by the
cylinder have been modeled numerically using the commer-
cially available finite element packageANSYS, which has en-
abled the investigation to be extended to geometrically com-
plex, modally dense systems that are typically found in most
real situations.

I. GENERAL THEORY

In this section the theory of sound transmission through
a structure into a contiguous cavity is developed. The trans-
mitted sound field is derived in terms of radiation modes and
the implications for structural vibration sensing of the radia-
tion modes is also discussed. Using the modal-interaction
approach to the solution of coupled problems, the response
of the structure is modeled in terms of itsin vacuo mode
shape functions and the response of the enclosed acoustic
space is described in terms of the rigid-wall mode shape
functions.22 The response of the coupled system is then de-
termined by solving the modal formulation of the Kirchhoff–
Helmholtz integral equation.

A. Global error criteria

An appropriate global error criterion for controlling the
sound transmission into a coupled enclosure is the total time-
averaged frequency-dependent acoustic potential energy,
Ep(v), in the enclosure23

Ep~v!5
1

4r0c0
2 E

V
up~r ,v!u2dr , ~1!

where p(r ,v) is the acoustic pressure amplitude at some
location r in the enclosure,r0 is the density of the acoustic
fluid ~air!, c0 is the speed of sound in the fluid, andV is the
volume over which the integral is evaluated. The frequency
dependence,v, is assumed in the following analysis but this
factor will be omitted in the equations for the sake of brevity.
Using the modal interaction approach to the problem,22 the
acoustic pressure at any location within the cavity is ex-
pressed as an infinite summation of the product of rigid-wall
acoustic mode shape functions,f i , and the modal pressure
amplitudes,pi , of the cavity

p~r !5(
i 51

`

pif i~r !. ~2!

The modal expansion for the acoustic potential energy evalu-
ated overna acoustic modes is then given by

Ep5pHLp, ~3!

wherep is the (na31) vector of acoustic modal amplitudes
andL is a (na3na) diagonal weighting matrix, the diagonal
terms of which are

L i i 5
L i

4r0c0
, ~4!

whereL i is the modal volume of thei th cavity mode, de-
fined as the volume integration of the square of the mode
shape function,

L i5E
V
f i

2~r !dV~r !. ~5!

The pressure modal amplitudes,p, within the cavity,
arising from the vibration of the structure are given by the
product of the (ns31) structural modal velocity vector,v,
and the (na3ns) modal structural-acoustic radiation transfer
function matrix,24 Za ,

p5Zav. ~6!

The l, i th element of the radiation transfer function matrixZa

is the pressure amplitude of the acoustic model generated as
a result of structural modei vibrating with unit velocity am-
plitude. Substituting Eq.~6! into Eq. ~3! gives an expression
for the acoustic potential energy with respect to the normal
structural vibration,

Ep5vHPv, ~7!

where the error weighting matrixP is given by

P5Za
HLZa . ~8!

It should be noted that the error weighting matrixP is not
necessarily diagonal, which implies that the normal struc-
tural modes are not orthogonal contributors to the interior
acoustic pressure field. It is for this reason that minimization
of the modal amplitudes of the individual structural modes
~or kinetic energy! will not necessarily reduce the total sound
power transmission.

B. Diagonalization of the error criteria

As P is real symmetric, it may be diagonalized by the
orthonormal transformation;

P5USUT, ~9!

where the unitary matrixU is the ~real! orthonormal trans-
formation matrix representing the eigenvector matrix ofP
and the~real! diagonal matrixS contains the eigenvalues
~singular values! of P. The physical significance of the
eigenvectors and eigenvalues is interesting. The eigenvalue
can be considered a radiation efficiency~or coupling
strength25! and the associated eigenvector gives the level of
participation of each normal structural mode to the radiation
mode; thus it indicates the modal transmission path.25

Substituting the orthonormal expansion of Eq.~9! into
Eq. ~7! results in an expression for the potential energy of the
cavity as a function of an orthogonal radiation mode set,

Ep5vHUSUTv5wHSw, ~10!
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where the elements ofw are the velocity amplitudes of the
radiation modes defined by

w5UTv. ~11!

Equation~11! demonstrates that each radiation mode is made
up of a linear combination of the normal structural modes,
the ratio of which is defined by the eigenvector matrixU. As
the eigenvalue matrix,S, is diagonal, Eq.~10! may be writ-
ten as follows:

Ep5(
i 51

n

si uwi u2, ~12!

wheresi are the diagonal elements of the eigenvalue matrix
S andwi are the modal amplitudes of the individual radiation
modes given by Eq.~11!.

The potential energy from any radiation mode is equal to
the square of its amplitude multiplied by the corresponding
eigenvalue. The radiation modes are therefore independent
~orthogonal! contributors to the potential energy and the po-
tential energy is directly reduced by reducing the amplitude
of any of the radiation modes. As mentioned previously, the
normal structural modes are not orthogonal radiators since
the potential energy arising from one structural mode de-
pends on the amplitudes of the other structural modes. The
orthogonality of the radiation modes is important for active
control purposes as it guarantees that the potential energy
will be reduced if the amplitude of any radiation mode is
reduced.10

C. Advantages of diagonalization

For shells radiating into free space,6,7,13,17the eigenval-
ues of the radiation modes rapidly decrease in magnitude
with respect to the largest eigenvalue. Therefore, in practice
it is necessary to only include the first few~efficient! radia-
tion modes with the largest radiation efficiencies to account
for majority of the sound power radiated from the structure
into the free field. The same principle applies for interior
radiation modes. When calculating the transmission of sound
from the structure into the cavity only the few most efficient
radiation modes need to be used in the transmission loss
calculations. It is therefore possible to neglect the noneffi-
cient radiation modes with no appreciable loss in accuracy of
the transmission loss estimates.

With the acoustic potential energy in the form of Eq.
~12! the above property can be exploited. Therefore, if only
the firstnr terms in the eigenvalue matrix are of significance
~say greater than 1% of the maximum!, then the error
weighting matrix may be approximated by5

P'(
i 51

nr

siuiui
H , ~13!

which in matrix form yields

P'USUT, ~14!

where S'diag(s1,s2,...,snr
) is a (nr3nr) matrix and U

'@u1 ,u2 ,...,unr
# is a (ns3nr) matrix.

It is in this truncation of the system equations where the
benefits of using radiation modes to provide error signals in

active control systems become apparent. For example,
‘‘real’’ systems tend to be modally dense structures with
several hundred normal structural modes contributing to the
overall response of the structure. It will be shown that it is
possible to truncate the radiation matrix used in the simula-
tions from a (2003200) matrix to a (535) matrix with
almost no loss in accuracy. This greatly reduces both the
computation times for the simulation and the complexity of
the physical control system.

D. Structural sensing of radiation modes

To evaluate the potential energy using Eq.~12! it is nec-
essary to know the amplitudes of the radiation modes. The
process of extracting the amplitudes of radiation modes from
measurements of the structural vibration, known as modal
filtering, is discussed in detail by Tanakaet al.19 and relies
on the principle of orthogonality, i.e.,

E
S
um~r !un~r !dS5 H0,

1,
mÞn,
m5n, ~15!

whereum is themth mode of some orthogonal set of natural
modes. Post multiplying Eq.~15! by themth modal velocity,
wm , and summing over all modes gives

E
S
v~r !um~r !dS5wm , ~16!

wherev(r )5( i 51
` wiu i(r ) is the velocity of the structure at

some locationr . The modal filters can be constructed by
implementing Eq.~16! in its discrete form using weighted
measurements of the structural vibration at discrete loca-
tions, or in a continuous form using shaped sensors such as
piezo-electric film.

An alternative approach to modal filtering described
above uses a least-squares formulation rather than numerical
integration and is derived below in matrix form for discrete
sensors which are a subset of continuous sensors. The struc-
tural velocity levels at the (ne) discrete error sensor locations
are given by the following finite matrix modal expansion,

ve5Cev, ~17!

where ve is the (ne31) vector of velocity levels for the
sensors andCe is the (ne3ns) mode shape matrix at the
sensor locations. The normal structural modal amplitudes are
then given by

v5Ce
21ve . ~18!

Inserting Eq.~18! into ~11!, an expression is obtained for
the velocity amplitudes of the radiation modes as a function
of the velocity levels at the error sensor locations

w5Ztve , ~19!

whereZt is the (nr3ne) radiation mode structural transfer
function matrix ~or modal filter matrix! which relates the
vibration velocity levels at the discrete error sensor locations
to the modal velocity amplitudes of the radiation modes and
is given by

Zt5UTCe
21. ~20!

2880 2880J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 B. S. Cazzolato and C. H. Hansen: Active control of sound



The elements of each row of this modal filter matrix repre-
sent a weighting value, which when applied to the signal
from the vibration sensors and summed for all sensors, will
provide a measure of the amplitudes of the radiation modes.

The expression for the velocity at any point on the sur-
face of the structure given by Eq.~17! can be expanded,
using the properties of a unitary matrix and Eq.~11!, to give
the following:

ve5CeUU21v5CeUUTv5@CeU#w. ~21!

It follows that the termCeU in Eq. ~21! is the mode
shape matrix of the radiation modes evaluated at thene error
sensor locations,Qe . Therefore, the radiation mode shape is
obtained by post-multiplying the mode shape matrix of the
normal structural modes by the eigenvector matrix, i.e.,

Q5CU. ~22!

In most practical systems the number of discrete error
sensors (ne) will be much less than the number of significant
normal structural modes (ns); therefore, the error sensor
mode shape matrix,Ce , will be underdetermined. It is there-
fore necessary to evaluate the inverse via a pseudo~least
squares! inverse. Note that this technique is an approxima-
tion and will reduce the fidelity of the sensing system much
like evaluating Eq.~16! over some subspace of the surface
rather than the complete surface. It is shown in the following
section that the reduction in sensor fidelity will lead to a
reduction in controller performance.

The practical implementation of the control system may
look something like that shown in Fig. 1, where an acceler-
ometer array would be used to measure the velocity levels on
the surface of the shell. The modal filters,Zt , given by Eq.
~20! would be used to decompose the velocity signal to
modal amplitudes of the radiation modes. The frequency
weighting ~eigenvalue! filters, S, would then be used to
weight the modal amplitudes to provide inputs to the control-
ler.

II. SOUND TRANSMISSION THROUGH A STIFFENED
CYLINDER

The active control of sound transmission through the
3.0-m-long, 0.9-m-diam longitudinally stiffened cylinder
with an integral floor shown in Fig. 2 has been investigated.
The floor was rigidly fixed to the shell and subtended an
angle of 80 degrees. The shell was constructed from 1-mm-
thick stainless steel with 30 longerons around the circumfer-
ence of the cylinder and 6 along the floor. The boundary
conditions of the ends of the structure were shear diaphragm
and the acoustic boundary conditions of the end caps were
rigid. Damping of the system was light with the modal loss
factor for both the structure and the cavity set to 2%.

Studies of the importance of representative structural
models for aircraft interior acoustics have shown that it is
necessary to account for the stiffness and mass provided by
stiffeners attached to the skin as well as interior structures
such as the floor. Omitting to account for such elements
leads to poor correlation between the numerical model and
experimental results.26 Therefore the geometry of the cylin-
der was designed to reflect the complex, modally dense na-
ture of a typical fuselage.

A. Finite element analysis

The cylinder and the contiguous acoustic space were
modeled separately using the FEA packageANSYS, then
coupled using modal coupling theory22 within MATLAB . The
FE models of the structure and the cavity are shown in Fig. 3

FIG. 1. Schematic of modal and eigenfilter for an ANVC system.

FIG. 2. Solid model of the longitudinally stiffened cylinder with an integral
floor.

FIG. 3. Finite element model of the structure.
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and Fig. 4, respectively. The structural FE model consisted
of 2280 triangular shell elements and 4032 degrees of free-
dom. The C-section longerons attached to the shell were
modeled using 3-D beam elements. The acoustic model con-
sisted of 11 242 acoustic tetrahedral elements and 2341 de-
grees of freedom.

ANSYS has the facilities to analyze a fully coupled vibro-
acoustic system. However, a fully coupled approach results
in an unsymmetric system of equations, the solution of
which is computationally intensive. In the interests of keep-
ing the model size manageable and keeping track of the
modal coupling mechanisms, it was decided to analyze the
two subsystems individually, then post-couple the two modal
models using the modal interaction approach.22 The struc-
tural and acoustic models have been meshed with coincident
nodes to facilitate coupling of the FE models inMATLAB .
This resulted in an excessively fine acoustic model but did
not significantly extend the time taken for the forced re-
sponse analysis.

The first 50 acoustic modes and the first 400 normal
structural modes were extracted using the finite element
model described previously. The natural frequencies of the
lowest 10 acoustic modes are shown in Table I.

Cunefare and Currey4 found that the low order~free-
space! radiation modes of rectangular panels converge
quickly to their true shape after considering only a limited
number of structural modes. It was found in the work dis-
cussed in the paper that this is not the case for interior radia-
tion modes of a complex three-dimensional structure and
many hundreds of modes~400! were required to achieve par-

tial convergence to the ‘‘true’’ shape of the radiation mode.
When calculating the sound transmission from the struc-

ture into the enclosed space it was only necessary to consider
the structural modes that were resonant or close to resonance
within the frequency bandwidth of interest, namely 0 to 250
Hz. Therefore, for the sake of computational efficiency, only
100 structural modes were used during the simulation to cal-
culate the system response.

B. Radiation modes—mode shapes and radiation
efficiencies

The eigenvalues and eigenvectors of the radiation matrix
were calculated withinMATLAB using the method and model
outlined above. A singular value decomposition~SVD! was
used to calculate the orthonormal transformation of the ra-
diation matrix rather than other eigenextraction routines be-
cause of the singular nature of the problem. As the radiation
efficiencies of the radiation modes rapidly approach zero, the
condition number of the matrices becomes infinite and thus
ill-conditioned. This being the case, many of the other tech-
niques which use simple eigenroutines to construct the ortho-
normal radiation mode set, such as Gram–Schmidt orthogo-
nalization, suffer severely from round-off problems.

The eigenvalues for the first eight~most efficient! radia-
tion modes are shown as a function of frequency in Fig. 5.
As can be seen, the eigenvalues are very frequency depen-
dent with the peaks in the radiation efficiency corresponding
to the natural frequencies of the cavity. Figure 5 shows quali-
tatively that in general~at least at low frequencies! a single
radiation mode will dominate the sound transmission from
the structure into the acoustic space. It is this property that
enables significant control within a limited frequency range
to be achieved by controlling a single radiation mode. It
should be noted that at the ‘‘crossover’’ frequencies where
two radiation modes have the same eigenvalue, there will be
at least two radiation modes contributing to the sound trans-
mission into the cavity. It is not critical that the active con-
trol system perform optimally in the crossover regions as

FIG. 4. Finite element model of the acoustic space.

TABLE I. Natural frequencies of the first ten acoustic modes.

Mode Natural frequency~Hz!

0 0
1 57
2 117
3 173
4 220
5 228
6 233
7 244
8 250
9 251

FIG. 5. Eigenvalue magnitudes~radiation efficiencies! for the first eight
radiation modes.
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these regions are likely to occur at frequencies where the
radiation efficiencies are low and therefore the sound trans-
mission is also low.

The frequency dependence is also reflected in the eigen-
vectors, with particularly high variation at the ‘‘crossover’’
frequencies where there is a change in the ranking of eigen-
values. Physically, this means that the shape of the modal
sensors used to measure the radiation modal amplitude is
frequency dependent. As an example, the eigenvector
weighting of the first eight radiation modes for the eleventh
normal structural mode is shown in Fig. 6. This weighting is
typical for all the normal structural modes and demonstrates
how the importance of each normal structural mode alters
with respect to frequency as the response of the acoustic
space is dominated by different acoustic modes.

As very few radiation modes contribute to the sound
transmission, only a few low order IIR filters are needed to
implement the frequency dependent eigenvalues. However,
due to the large number of structural modes needed to derive
the radiation modes, the frequency dependence of the eigen-
vectors~mode shapes! presents a significant burden for prac-
tical implementation of the control system shown in Fig. 1.
Obviously, because of the frequency dependence of the ra-
diation mode shapes, the modal amplitudes of these modes
can only be calculated through discrete sensors weighted
with digital filters rather than using fixed shape sensors. This

effectively prohibits the calculation of the modal amplitudes
using Eq.~20! for all but the simplest physical systems. Con-
sider for example the particular case, where 5 radiation
modes are to be controlled using 16 tap IIR filters, upward of
8000 ~5 radiation modes316 taps3100 sensors) multiplica-
tions may be required, presenting a significant burden even
for high speed DSPs. A technique for overcoming this limi-
tation is detailed in Sec. III.

The mode shape functions of the most efficient radiation
modes calculated for the stiffened cylinder model, at 57 Hz
and 117 Hz~corresponding to the natural frequencies of the
first two acoustic modes! were derived using Eq.~22!. These
are shown in Figs. 7 and 8 in an exploded format to show
more clearly the vibration profile of the floor. It becomes
apparent that the radiation modes reflect the dominant acous-
tic modes at the driving frequency, as shown in Figs. 9 and
10.

As the floor of the cylinder is significantly more com-
pliant than the shell, the modal masses of the majority of the
structural modes are dominated by the floor motion. Subse-
quently, the calculated radiation mode shapes are more ac-
curate for the floor than for the rest of the shell. If a greater
number of structural modes were used to estimate the radia-
tion mode shapes, then the shell motion would more closely
resemble that of the dominant acoustic mode shape.

When compared to the normal structural modes of simi-
lar frequency~see Figs. 11 and 12! the radiation modes have
a much lower circumferential wave number. This property is
beneficial when implementing modal sensing for the control

FIG. 7. Mode shape of the most efficient radiation mode at 57 Hz.

FIG. 8. Mode shape of the most efficient radiation mode at 117 Hz.

FIG. 6. First eight eigenvectors for the eleventh structural mode.

FIG. 9. Mode shape of the first acoustic mode~57 Hz!.
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system, as modes with lower wave numbers are easier to
measure with distributed modal sensors.

It is not surprising that the structural radiation mode
shape functions are similar to the mode shapes of the domi-
nant acoustic modes at the structure boundary, for it is well
known that the coupling efficiency between acoustic and
structural modes is high when the acoustic and structural
mode shape functions are similar. This has important impli-
cations when it comes to designing the control system. In-
stead of calculating the radiation modes as was done in Sec.
I, for structural/acoustic systems with ‘‘regular’’ geometries,
it may be adequate to assume the radiation mode shape func-
tion is the same as the acoustic mode shape function as a first
approximation.

It is also interesting to note that the calculation of the
radiation mode shapes allows identification of regions of
high power transmission~which are not necessarily colo-
cated with the areas of maximum structural vibration!. It
may be possible to use this information prudently to optimize
the location of structural control sources.

When the eigenvalues corresponding to a particular ex-
citation frequency are returned by the eigensolver, they are
always sorted in either ascending or descending order with
respect to the magnitudes. This ‘‘ranking’’ of the eigenval-
ues and eigenvectors has the benefit of arranging the modes
from the biggest contributors to the sound transmission to the
smallest. Therefore, only the important modes are sensed and
controlled which leads to a reduction in the number of error
and control signals required by the control system.

For example, the ranked eigenvalues for the first eight
~most efficient! radiation modes are shown in Fig. 13. It can
be seen that the ranking of the eigenvalues creates a discon-
tinuity in the slope of the eigenvalues at the crossover fre-
quencies. This manifests itself as step changes in the modes
shapes of the radiation modes, so the mode shape of the most
efficient mode at 40 Hz does not resemble the mode shape of
the most efficient mode at 60 Hz.

In comparing Fig. 5 and Fig. 13, it can be seen that with
the radiation modes ranked with respect to their radiation
efficiencies, only two radiation modes need to be considered
at each frequency up to 250 Hz to account for most of the
sound transmission, otherwise six or seven ‘‘unranked’’ ra-
diation modes would need to be considered to account for a
similar level of sound transmission.

It should be noted that because of the discontinuities in
the slope of the ranked eigenvalues at the crossover frequen-
cies, a greater number of taps in the digital filters used to
shape the error signal input to the controller~see Fig. 1! are
required. However, the system requirements are not signifi-
cantly greater than for the unranked case because fewer
~ranked! radiation modes contribute to the sound transmis-
sion.

FIG. 11. Mode shape of the third normal structural mode~33 Hz!.

FIG. 12. Mode shape of the fourth normal structural mode~34 Hz!.

FIG. 13. Calculated~ranked! eigenvalue magnitudes of the first eight most
efficient radiation modes.

FIG. 10. Mode shape of the second acoustic mode~117 Hz!.
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C. Active control of sound transmission—traditional
error criteria versus radiation modes

A simulation was conducted where a single point force
was placed randomly in a nonsymmetric location on the out-
side of the cylinder to provide the primary excitation source
~78° at 1.35 m!. A single secondary source was symmetri-
cally located with respect to the floor on the shell to provide
the control force~258° at 1.35 m!. It should be noted that the
location of the control force was not optimized in any way as
this was not the aim of the study. The research objective was
to show that it is possible to use a structural error sensor to
provide an error signal which would result in a similar re-
duction in enclosure potential energy as obtained by using
the enclosure potential energy as the error signal.

Figure 14 compares the reduction in the acoustic poten-
tial energy obtained when minimizing the two most efficient
radiation modes against that obtained using conventional er-
ror criteria; namely, the acoustic potential energy~which
provides an upper limit of control performance! and the
structural kinetic energy. The cost function of Eq.~12! was
optimized using conventional quadratic optimization to de-
termine the optimum control force magnitude and phase. The
velocity amplitudes of the radiation modes were estimated
using the modal filter matrix given by Eq.~19!. There were
as many error sensors~100! as normal structural modes used
to calculate the modal filter matrix~of the radiation modes!
so as to provide an upper bound on the performance offered
by the technique. A lesser number would have required the
use of a pseudo-inverse to evaluate Eq.~20! which would
have resulted in a decrease in the control performance. At the
frequencies where the eigenvalues cross~in Fig. 13! there is
an increase in the potential energy as a result of minimizing
the amplitudes of the two radiation modes. This occurs for
two reasons:~1! As several radiation modes contribute to the
power transmission at these crossover frequencies, a single
control force~used in the simulation! is unable to provide
enough independent control channels to achieve control.
Subsequently, the amount of control is low for all cost func-
tions. The corollary is that the reduction in sound transmis-
sion is greatest where the radiation efficiencies peak.~2! In-

sufficient radiation modes were used to measure the power
transmission, and this is particularly apparent in the fre-
quency bands 140–160 Hz and 230–240 Hz. If more modes
were used then the controlled levels would approach that of
the potential energy controlled case.

It will be shown in the following section, for the fre-
quency range of interest, that it is sufficient to consider only
the first five dominant radiation modes~see Fig. 13! to
achieve attenuation levels equal to those achieved by using
the potential energy as a cost function.

Figure 15 shows the effect of having significantly fewer
error sensors than the number of dominant structural modes.
A practical number of ten error sensors were randomly lo-
cated around the circumference of the cylinder and on the
floor. As can be seen in this example, ten error sensors were
insufficient to accurately resolve the modal amplitudes of the
normal structural modes, resulting in observation spillover.
In fact, it was found that it was necessary to have at least half
the number of error sensors~50! as normal structural modes
before an acceptable estimate of the structural modal ampli-
tudes using Eq.~18! was obtained. This limitation associated
with discrete error sensing has also been reported by
others.19,21

Also shown in Fig. 15 is the acoustic potential energy
when the squared sum of four acoustic error sensors is used
as the error criterion. When comparing Fig. 15 against modal
control in Fig. 14, it becomes clear that two radiation modal
sensors outperform four traditional pressure field sensors
~provided a sufficient number of structural sensors are used
to properly measure the radiation modes!. One may argue
that it is not valid to draw comparisons between a structural
system with 50–100 point sensors and an acoustic system
with only 4 sensors. However, it should be noted that for
active control applications it is the number of error signals,
be they composite or point sensors, which define the system
dimensionality.

The conclusion is that error signals derived from the
radiation modes outperform conventional structural and
acoustic error sensing and that excellent control is achieved
with very few error signals. Although the radiation mode

FIG. 14. Reduction in acoustic potential energy—Conventional error crite-
ria versus radiation modal sensing.

FIG. 15. Effect of insufficient structural sensors on performance and Con-
trol using four acoustic error sensors.
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formulation as it is described above using many discrete er-
ror sensors is unworkable for a practical control system be-
cause of the frequency dependence of the eigensystem and
the large number of point sensors required, it can be used as
a benchmark against which the performance of simplifica-
tions can be compared. The limitation arising from the fre-
quency dependence will be addressed and techniques for
overcoming it will be presented in the following section.

III. PRACTICAL IMPLEMENTATION AND
APPROXIMATIONS

A. Background theory

As already shown in the preceding section, the eigen-
value and eigenvector matrices are highly frequency depen-
dent and it is possible in a practical control system to gener-
ate an eigenvalue filter set using a low order digital filter for
each radiation mode. However, the same cannot be said
about the eigenvector matrix. In the case of the cylinder, for
each radiation mode of interest, the eigenvector filter would
consist of several hundred individual frequency dependent
digital filters, one filter for every structural sensor used to
measure each radiation mode. It is difficult to store the nec-
essary filter coefficients to model the eigenvector matrix over
a large bandwidth and definitely beyond the ability of current
DSP systems to implement such filters in real time. It is also
impractical in most cases to implement the required number
of physical error sensors.

Studies of the power flow from cylinders16 and rectan-
gular panels using either vibration error sensors18 or acoustic
error sensors6 have found that by exploiting the property that
the radiation mode shapes~eigenvectors! varied slowly with
respect to frequency, it was possible to select a frequency
such that the radiation mode shapes at that frequency were
representative of the mode shapes over a frequency range
with little loss in accuracy. This was achieved by fixing the
radiation transfer function matrix to that at some desired fre-
quency~known as thenormalizationfrequency!, f, resulting
in a set of eigenvectors independent of frequency which can
be implemented by a fixed gain. This greatly reduces the
number of digital filters required for the control system.

Applying this approach to the current set of equations
yields6

U5KU f , ~23!

whereUf is the eigenvector matrix corresponding to the cho-
sen frequency,f, andK is a (nr3nr) correction matrix and is
given by

K5UUf
21. ~24!

The correction matrix is highly diagonal and by neglect-
ing the off-diagonal terms there is little loss in accuracy; that
is,

K5DIAG@UUf
21#. ~25!

Substituting Eq.~23! into Eq. ~10!, an expression for the
potential energy is obtained;

Ep'vHUf
HSUfv, ~26!

whereSf is the frequency normalized eigenvalue matrix,

Sf5KHSK. ~27!

Although the radiation modes for internal acoustic
spaces exhibit a significantly greater frequency dependence
than free-field radiation modes~at frequencies below the
critical frequency! it is possible to apply the same technique
here with surprisingly little degradation in performance.

A more elegant and accurate way of obtaining an ‘‘or-
thonormal’’ set of equations than just described is to diago-
nalize the eigenvalue matrix after it has been pre- and post-
multiplied by the correction matrix. Thus the following
expansion may be made:

USUT5Uf@Uf
21USUTUf #Uf

21. ~28!

By using the property of the unitary matrix (U215UT) it is
possible to rearrange Eq.~28! to derive a orthonormal basis
independent of frequency

USUT5Uf@Sf #Uf
T , ~29!

whereSf is the fixed frequency eigenvalue matrix given by

Sf5Uf
TUSUTUf . ~30!

In this format the eigenvalue matrix is not diagonal~except
at the normalization frequency! but fully populated. It is
therefore necessary to diagonalize the fixed frequency eigen-
value matrix to retain the benefits associated with the ortho-
normal transformation:

Ŝf5DIAG@Uf
TUSUTUf #. ~31!

As with the diagonalization of Eq.~24!, very little loss
in mass~accuracy! occurs when diagonalizing the highly di-
agonal frequency normalized eigenvalue matrixSf , particu-
larly adjacent to the normalization frequency. The acoustic
potential energy given by Eq.~10! can now be approximated
as

Ep'vTUfŜfUf
Tv. ~32!

Likewise the fixed shape modal filter, Eq.~20!, can be writ-
ten as

Ztu f
5Uf

TCe
21. ~33!

The modal amplitudes of the fixed shape radiation modes are
given by

w5Ztu f
ve . ~34!

With the modal filter in a form independent of fre-
quency, shaped sensors may be used to decompose the sur-
face velocity into modal amplitudes~Fig. 16!, thereby doing
away with the many point sensors and associated eigenvector
digital filters required in Fig. 1. Therefore, unlike the system
in Fig. 1, only the eigenvalues need be implemented with
digital filters ~see Fig. 16!. It should be noted that because of
the discrete nature of the finite element simulations, ‘‘con-
tinuous meta sensors’’ were approximated from the summed
output of a line of discrete point sensors.
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The use of shaped error sensors made from piezo film
and means for relating the charge output to the flexural mo-
tion of the surface to which they are fixed is discussed in
detail by Hansen and Snyder.27

B. Results

As discussed previously, a decrease in accuracy is ex-
pected from neglecting the off-diagonal terms in the fixed
frequency eigenvalue matrix@see Eq.~31!#. The error mani-
fests itself as an increase in the number of efficient radiation
modes away from the normalization frequency. This physi-
cally means that more ‘‘orthogonal’’ modes are necessary to
account for the power transmission. Figure 17 illustrates the
effect of fixing the eigenvectors to the values at a particular
frequency has on the eigenvalues~as compared to Fig. 5!.

As can be seen from Fig. 17, the eigenvalues around the
frequency at which the system of equations is fixed~117 Hz!
resembles the original frequency dependent data~Fig. 5!.
However, away from 117 Hz more radiation modes contrib-

ute significantly to the power transmission and as a result
more modes will need to be measured to keep the control
system performance equal to that of the frequency dependent
case. A higher order digital filter is required to model the
eigenvalues than was previously necessary in Fig. 5. How-
ever, this is still very easy to implement in a practical sys-
tem.

As a benchmark, the performance achieved using the
five most efficient radiation modes has been compared
against that achieved using the first five fixed-shape radiation
modes normalised at 117 Hz~see Fig. 18!. This figure clearly
shows that the two techniques yield almost identical levels of
control ~with the exception of 200–250 Hz where the acous-
tic modal density is high! demonstrating that frequency nor-
malization of the mode shape is an excellent and highly ef-
ficient means of simplifying the control system when using
radiation modal sensors.

Obviously, if fewer fixed-shape radiation modes are
used, then the level of control will be subsequently reduced,
particularly away from the normalization frequency. Figure
19 shows the reduction in the acoustic potential energy using

FIG. 16. Modal filter arrangement with frequency normalization of modal
filter.

FIG. 17. Fixed frequency eigenvalues normalized to 117 Hz.

FIG. 18. Cost function comparison between frequency normalized radiation
modes~117 Hz! and unmodified~frequency dependent! radiation modes.

FIG. 19. Reduction in acoustic potential energy when minimizing frequency
normalized mode shape functions.
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the first two radiation modes when normalized to the first
and fourth~nonzero! natural frequency of the cavity~57 and
220 Hz, respectively!. For both cases, it can be seen that the
performance drops away from the normalization frequency
as the number of efficient radiation modes increases.

A close look at the results shows that control with the
first two radiation modes fixed at 57 Hz is good between 10
and 140 Hz. Inspection of the mode shapes of the two most
efficient fixed-shape radiation modes~fixed at 57 Hz! found
that these reflected the first two acoustic modes~57 and 117
Hz!. It is for this reason that control was only achieved up to
140 Hz. Likewise, when the radiation mode shapes were
fixed to their shapes at 220 Hz, the first two radiation mode
shapes matched the 173- and 220-Hz acoustic mode and
good control was only achieved around the bandwidth
bounded by these two frequencies.

C. Control without eigenvalue filters

In a real system, the eigenvalue~radiation efficiency!
filter may be inconvenient to implement as most commercial
active control systems do not have the facility to apply a
frequency dependent filter to each individual channel. By not
weighting the modal amplitudes by the square root of the
radiation efficiencies~eigenvalue filter!, neither the modal
volume nor the acoustic impedance is accounted for in the
cost function. As a result, the level of control afforded by the
system will be reduced.

The five most efficient radiation modes were identified
and their shape calculated at the natural frequencies of the
first five acoustic modes, respectively. The modal amplitudes
of these five fixed-shape radiation modes were then used as
error signals for the control system over the entire frequency
range of control. Figure 20 shows the acoustic potential en-
ergy levels obtained when minimizing the five most efficient
fixed-shape radiation modes normalized to the natural fre-
quencies of the first five acoustic modes without using an
eigenvalue filter in the control system.

As can be seen, the reduction in the potential energy is
less than that shown in Fig. 18. The poor performance is a
result of not accounting for the frequency dependent radia-
tion efficiency of the individual radiation modes. As a result,
much of the control effort is spent in reducing the amplitudes
of the less efficient modes, which do not significantly con-
tribute to the sound transmission.

If only a single fixed-shape radiation mode is sensed,
then 100% of the control effort is used in controlling that
mode. Such an approach gives good results over a limited
bandwidth around the frequency at which the mode shape is
fixed. Figure 21 shows the level of control achieved by using
the ‘‘raw’’ ~unweighted! signal derived from a single radia-
tion mode sensor whose shape was normalized at either 117
or 220 Hz. If a single channel control system were to use
these two modal sensors with a crossover at approximately
170 Hz, this would provide almost optimal control over the
0–250 Hz frequency band. It should be noted that although
such an approach is suitable for a system with a single con-
trol source, it is unlikely that it will work as well for systems
using multiple control sources.

IV. CONCLUSIONS

It has been shown that it is possible to decompose a
large number of discrete surface vibration measurements into
a small number of high quality error signals for an active
noise control system and obtain similar or improved results
to conventional acoustic and structural error sensing. The
decomposed structural vibration signals are formed so that
they represent amplitudes of ‘‘radiation modes’’ which are
orthogonal in terms of their contribution to the acoustic po-
tential energy in the enclosure. The result of using such error
signals is an increase in stability of the active noise control
system and reduced dimensionality achieved through the re-
duction of the condition number of the control system trans-
fer function matrix. Modal sensing of radiation modes pro-
vides the highest level of control with noninvasive sensors.
Frequency normalization permits the use of shaped modal
sensors rather than numerous discrete sensors to provide the

FIG. 20. Multi-channel frequency normalized radiation modal sensors with-
out radiation efficiency weighting filter.

FIG. 21. Single channel frequency normalized radiation modal sensors with-
out radiation efficiency weighting filter.
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required error signals to minimize the enclosure acoustic po-
tential energy. The work derived is not limited to stiffened
cavities and may be applied to any coupled vibro-acoustic
system. Preliminary experimental investigations involving
the use of the technique to control the sound transmission
from a small curved panel into an enclosed box have been
very promising, although more work is needed in under-
standing the sensitivity of the control system to shape and
fidelity errors before acceptable potential energy reductions
will be achieved with large vibro-acoustic systems.28
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A field survey on the annoyance caused by sounds from large
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Subjective reactions to artillery sounds were determined for over 400 respondents divided among 17
different residential areas. Also, for the same respondents, the subjective effects of road-traffic
sounds were determined enabling a comprehensive comparison of the dose-response relations. For
the sake of comparison with other field surveys, the noise dose for the shooting sounds was, among
other things, expressed as the yearly average C-weighted day–night level~CDNL! and that for the
road-traffic sounds was expressed as the A-weighted day–night level~ADNL !. Similarly, for both
sound types the community response was expressed as the percentage of respondents being ‘‘highly
annoyed.’’ From the comparison of the two dose-response relationships it could be concluded that
for numerically equal day–night levels, the artillery sounds were more annoying than the
road-traffic sounds. Overall, the difference was equivalent to the change in annoyance produced by
a 5-dB shift in the yearly average day–night levels of the sounds. With equal day–night levels for
‘‘downwind’’ conditions, the artillery and road-traffic sounds were equally annoying. Results from
the present highly controlled field survey provided a new opportunity to optimize the parameter
values in Schomer’s rating procedurey5(1/b)(LCE2PNSE)1PNSE, in which the noise exposure
for impulsive sounds~y! is expressed as the A-weighted SEL of equally annoying vehicle sounds.
PNSE represents the point at which the impulsive and vehicle sounds with numerically equal levels
are also equally annoying. With PNSE fixed at 103 dB, an optimal solution was found with slope
b set to 1.3. With the previously recommended slopeb50.67, the rating sound level for artillery
sounds would be underestimated by almost 12 dB. ©1998 Acoustical Society of America.
@S0001-4966~98!06110-4#

PACS numbers: 43.50.Qp, 43.50.Ba, 43.50.Pn@MRS#

INTRODUCTION

The spectrum of artillery sounds such as the muzzle
bangs from 120, 155, and 203 mm calibre weapons and the
bangs from detonating high-explosive shells and other explo-
sions is dominated by the energy in low-frequency bands. In
contrast with the impulses from small firearms, these artillery
sounds can excite noticeable vibration of dwellings. The in-
duced vibration in dwellings might generate additional an-
noyance beyond that due to the audibility of the impulses
because of house rattling, startle, and fear for structure dam-
age.

For many years, procedures for the assessment of com-
munity response to this kind of high-energy impulsive
sounds~CHABA, 1981! have been based on the results from
only two field surveys: the sonic-boom study in the Okla-
homa City area~Borsky, 1965! and a field survey on artillery
noise reported by Schomer~1982!. On the basis of the results
from these two studies, together with additional results from
studies on, among other things, the annoyance of sonic
booms relative to that of airplane flyover noise~see Kryter,
1985, Chap. 5!, CHABA Working Group 84~1981! in fact

proposed to express the dose of the impulses in the average
C-weighted day–night level~CDNL, LCdn), and concluded
that for LCdn.60 dB, the annoyance rises more rapidly than
is indicated by a comparable relation between the A-
weighted day–night level~ADNL, LAdn), and the annoyance
caused by transportation noise.

In the last 10–15 years, additional results from field sur-
veys on the annoyance caused by artillery sounds have been
reported ~Bullen et al., 1991; Rylander and Lund-
quist, 1996; Schomer, 1985!, and a portion of the available
data has recently been revised~Schomer, 1994!. After a com-
parison of the various dose-response relations for the artillery
sounds with the dose-response relation for transportation
sounds ~air-, road-, and rail-traffic!, as synthesized by
Schultz ~1987!, it might be concluded that for numerically
equal day–night levels, the artillery sounds are more annoy-
ing than the transportation sounds. Overall, the difference in
annoyance between the artillery and transportation sounds is
equivalent to the change in annoyance produced by a shift of
8–12 dB in the day–night level. Moreover, the data suggest
that the difference in annoyance slightly decreases with in-
creasing level of the artillery and transportation sounds. In
line with the conclusions drawn in NRC~1996!, however,
additional information about the annoyance caused by high-
energy impulsive sounds is highly needed.

In the present study, the relationship between the annoy-

a!A portion of this article is an abridged and revised version ofBelästigung
durch Kanonenla¨rm in dB(C) und Straßenverkehrsla¨rm in dB(A), pub-
lished by Institut fu¨r Lärmschutz, February 1993.
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ance caused by artillery and~road-!traffic sounds is investi-
gated further. Since the subjective effects of artillery and
~local! road-traffic sounds were determined for thesamere-
spondents, and with auniformquestionnaire, the comparison
between the community response to these two different
sound sources is highly controlled.

With the present design, unwanted influences of climatic
~season of survey!, cultural ~e.g., items related to the lan-
guage: wording of the questions, number and wording of
response alternatives!, personal~noise sensitivity, ability to
cope with the noise!, physical ~dwelling type, single or
double glazing!, and methodological factors~location of
questions in the questionnaire, mode of administration of the
questionnaire!, as well as various possible interactions of
these factors~window opening patterns, amount of outdoor
activity around the dwelling! on the comparison are reduced
as much as possible~Fields and Walker, 1982; Fields and
Hall, 1987; Guskiet al., 1978!.

In addition to the more conventional rating procedure
for artillery sounds, which is based on CDNL, preferably in
combination with, as indicated above, either a constant or a
level-dependent adjustment, two alternative rating proce-
dures have recently been proposed.

In one of these procedures, the A-weighted and C-
weighted sound levels of the impulses, either measured with
the time constant of 125 ms, or expressed as the A-weighted
and C-weighted sound exposure levels~ASEL and CSEL! of
the impulses~Buchta, 1996; Krahe´ and Buchta, 1994; Vos,
1996! are the two relevant parameters.

In the other alternative procedure, a level-dependent
conversion of the CSELs of the impulses into the ASELs of
equally annoying vehicle passby sounds is applied~Schomer,
1994!. In a recent re-analysis~Vos, 1997! it was shown that
at least for artillery sounds, the optimal parameter values to
be used in this level-dependent conversion procedure were
different from those suggested by Schomer.

The experimental results of the present field survey pro-
vide a new opportunity to optimize Schomer’s conversion
procedure. This effort is especially interesting because here,
in contrast to previous analyses, large sets of different
CSEL-values per residential area are available, and, as a re-
sult of the features of the present survey design, it might be
expected that the estimation of the adequate parameter val-
ues is highly reliable.

I. METHODS

A. General

To allow the determination of dose-response relation-
ships, 17 residential areas~zones! at different distances from
the military training fields~MTFs! of Bergen and Munster
were selected for interviews. For 15 of the 17 zones, the
number of personal interviews completed ranged between 23
and 28~Table I!. For two zones the number of completed
interviews was 13 or 56. For the 17 zones around the MTFs,
433 interviews were completed in total. For the 82 respon-
dents in the 3 noise zones of Unterlu¨ß, the questionnaires

also included items on the subjective effects of the shooting
sounds produced at the Rhein Metall test area located north
of the village of Unterlu¨ß.

The questionnaire consisted of about 100 questions;
many of these questions had been used in previous studies
~e.g., see Buchta, 1990!. For 5% of the respondents the age
was lower than 20 years, and for 20% of the respondents the
age was higher than 60 years. For the remaining 75%, the
age was evenly distributed between 20 and 60 years. There
were slightly more female than male respondents~53% vs
47%!. The interviews were carried out in the summer of
1991.

B. Description of the training and residential areas

In 16 zones, the exposure to shooting noise was to a
large extent determined by the bangs from detonating gre-
nades and explosions~zones 1–3, 4a–6a, 7–14, 16, 17; see
Table I!. In most zones, the muzzle bangs from the 120 mm
cannon~zones 1–3, 4a–5a, 7–11, 16! and those from the 120
mm cannon and the 155 mm howitzer~zones 6a, 12, 13!
contributed significantly as well. In addition to the
detonations/explosions, in zone 14 the muzzle bangs from
the howitzer, and in zone 17, the muzzle bangs from the 20
and 120 mm weapons were important. In zones 5b and 6b,
the exposure was determined by the muzzle bangs from the
20 and 35 mm guns, whereas in zone 4b, the exposure was
determined by the muzzle bangs from the 35, 120 and 155
mm caliber weapons. In zone 15, the exposure was deter-
mined by the muzzle bangs from the 120 mm cannon.

In addition to the shooting sounds, the respondents in
each zone were exposed to local road-traffic sounds.

C. Computation of the noise dose on a yearly basis

1. Shooting sounds

In many cases the shooting sounds produced by firearms
are composed of various components: the muzzle report, the
projectile report, and especially for the large firearms, the
detonation of the grenade in the target area.

As long as the speed of the projectile exceeds the veloc-
ity of sound in air, a shock front is produced. The projectile
shock forms a cone whose vertex is centered on the moving
projectile at any time and whose sides are tangent to the
muzzle blast front. As a result, the area in which the projec-
tile bang occurs is limited to a relatively narrow sector in
front of the weapon. Since shooting occurs from the edges to
the center of the MTF, the projectile bang has to travel over
a much longer distance before arriving at the residential area
than the part of the muzzle bang propagating backward.
Moreover, due to spectral differences, the level reduction
with distance is greater for the projectile bang than for the
muzzle bang. Because of these two factors, the sound-
pressure levels of the projectile reports in the residential ar-
eas are always considerably lower than those of the muzzle
reports. For the community response, the projectile reports
are therefore of minor importance and excluded from com-
putation of the yearly noise dose.

For zones 1–17, detailed information about the ammu-
nition spent in 1989 and 1990 was provided by the opera-
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tional planning section of the relevant MTFs. For zones 4b–
6b, such information was available for 1991. From these
reports the number of shots fired in a representative calendar
year was computed for the daytime and the nighttime sepa-
rately. These calculations were performed for each firearm
and for each firing range, yielding emission data for over 100
separate cases relevant to zones 1–17, and for about 25 cases
relevant to zones 4b–6b.

The CSELs of the various bangs, as received in the spe-
cific residential areas, was calculated with ‘‘LARMLAST.’’
This computer program was developed by the ‘‘Institut fu¨r
Lärmschutz’’ and includes an advanced propagation model
based on a large number of sound measurements performed
in the field ~Hirsch and Buchta, 1993!. From the CSEL-
values and the corresponding total numbers, the yearly C-
weighted equivalent level~CLEQ, LCeq) for the daytime
~06–22 h! was computed for the time period of 4160 h
@552 ~weeks!35 ~days!316 h#, and the yearly CLEQ for
the nighttime~22–06 h! was computed for 2080 h.

Since the CSEL-values, as predicted by ‘‘LARMLAST,’’
are only relevant for ‘‘downwind’’ conditions, the yearly
CLEQ had to be corrected. In a related field survey, appro-
priate corrections to downwind CLEQ ranged between22.3
and23.8 dB~Buchta, 1988!. For lack of such specific infor-
mation for the separate zones in the present study, an average

correction of23.3 dB was applied to CLEQ in all noise
zones.

2. Road-traffic sounds

In each noise zone the levels of local road-traffic sounds
were measured between 6 and 22 h for various time periods
ranging from 15 to 30 min. On the basis of these data the
A-weighted equivalent level~ALEQ, LAeq) for the daytime
was computed. ALEQ in the nighttime was typically 10 dB
lower than ALEQ in the daytime. ADNL of the road-traffic
sounds, with a 10 dB nighttime penalty applied between 22
and 6 h, was therefore equal to ALEQ as determined be-
tween 6 and 22 h.

D. The questionnaire

The questionnaire included various items assessing,
among other things, general disturbance, specific annoyance,
emotional experiences, habituation, and so on. Since the
CSELs of the single bangs around the dwellings of the re-
spondents were all lower than 105 dB, aspects such as hear-
ing damage and vegetative functional disorders were not
considered.

The wording of most questions occurred by means of
one of three possible formats. More than 20 questions were
preceded by the introductory question ‘‘To what extent is

TABLE I. C-weighted yearly average sound level~CLEQ! of shooting noise and percentage of ‘‘highly
annoyed’’ respondents, for 17 noise zones around military training fields Bergen/Munster. The number of
respondents in each zone is indicated by n. CLEQs are given for the daytime and the nighttime separately; the
overall noise dose is expressed as the C-weighted day–night level~CDNL!. The community response to the
artillery sounds is given for two different questions~A1 and A2! explained in the text. In three of these 17 noise
zones, the respondents were also exposed to the shooting sounds produced at the Test Area of Unterlu¨ß Rhein
Metall. The community response to these sounds, as well as the relevant CLEQ- and CDNL-values are given in
the lower part of the table.

No.
~1!

Noise zone
~2!

n
~3!

CLEQ in dB

CDNL
~6!

% highly annoyed

Day
~4!

Night
~5!

A1
~7!

A2
~8!

M
~9!

Military Training Areas Bergen/Munster:
1 Eschede 24 42.3 36.8 44.3 4.2 4.2 4.2
2 Schneverdingen 23 41.9 36.4 43.9 18.2 8.7 13.5
3 Neuenkirchen 23 45.7 37.3 46.3 17.4 21.7 19.6

4a Unterlüß-Nord 27 48.0 43.4 50.6 15.4 13.8 14.6
5a Unterlüß-Mitte 28 47.7 43.0 50.2 10.7 10.2 10.5
6a Unterlüß-Süd 27 47.2 42.5 49.7 0.0 1.8 0.9
7 Sülze 23 53.6 46.6 54.9 26.1 17.4 21.8
8 Soltau 23 54.8 48.0 56.1 18.2 8.7 13.5
9 Bomlitz 23 55.9 45.7 55.8 34.8 26.1 30.5

10 Bergen 24 59.6 52.7 60.9 29.2 33.3 31.3
11 Fallingbostel 25 63.5 52.7 63.3 52.0 32.0 42.0
12 Wietzendorf 23 67.3 62.4 69.7 30.4 43.5 37.0
13 Munster-Nord 56 68.4 63.8 71.0 32.7 30.4 31.6
14 Munster-Su¨d 13 70.9 66.3 73.5 46.2 7.7 27.0
15 Meißendorf 23 64.7 55.6 65.0 47.8 34.8 41.3
16 Westenholz 23 70.7 60.9 70.8 60.9 65.2 63.1
17 Dorfmark 25 65.0 53.6 64.6 72.0 64.0 68.0

433
Test Area Rhein Metall:

4b Unterlüß-Nord 27 63.3 ¯ 61.5 48.2 44.4 46.3
5b Unterlüß-Mitte 28 50.6 ¯ 48.8 21.4 17.9 19.7
6b Unterlüß-Süd 27 47.9 ¯ 46.1 3.7 11.1 7.4
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this sentence correct?’’ In these cases the respondents had to
select their answers from~1! ‘‘quite correct’’ ~in German:
‘‘stimmt sehr’’!, ~2! ‘‘considerably correct’’~‘‘stimmt ziem-
lich’’ !, ~3! ‘‘correct on the average’’~‘‘stimmt mittel-
mäßig’’ !, ~4! ‘‘a little correct’’ ~‘‘stimmt wenig’’ !, and ~5!
‘‘not correct’’ ~‘‘stimmt nicht’’ !. Twenty additional ques-
tions were preceded by the introductory question ‘‘How of-
ten are you affected by...,’’ after which the respondents had
to select their answers from~1! ‘‘never’’ ~‘‘nie’’ !, ~2! ‘‘sel-
dom’’ ~‘‘selten’’ !, ~3! ‘‘sometimes’’ ~‘‘manchmal’’!, ~4!
‘‘often’’ ~‘‘oft’’ !, and ~5! ‘‘very often’’ ~‘‘sehr oft’’ !. In a
portion of the remaining questions, the degree of annoyance,
loudness or habituation was determined directly with the
help of the appropriate verbally labeled response scales.

For example, a question that is very relevant to the
analyses in Secs. II A–B read ‘‘Could you please indicate to
which extent you are disturbed in your residential area by the
noise from cannons, grenades, and explosions?’’ A similar
question was asked to determine the disturbance caused by
road-traffic sounds. The respondents had to select their an-
swers from ~1! ‘‘not disturbing’’ ~‘‘stört nicht’’ !, ~2!
‘‘weakly disturbing’’ ~‘‘stört schwach’’!, ~3! ‘‘clearly dis-
turbing’’ ~‘‘stört deutlich’’!, ~4! ‘‘strongly disturbing’’
~‘‘stört stark’’!, and ~5! ‘‘very strongly disturbing’’ ~‘‘stört
sehr stark’’!.

II. DOSE-RESPONSE RELATIONSHIPS

A. Dose-response relationships for shooting sounds

For the various noise zones, Table I shows the CLEQs
for the day- and the nighttime in columns 4 and 5, respec-
tively. As a conventional measure of the overall noise dose,
CDNL is given in column 6.

There were basically two questions that informed about
the degree of annoyance caused by shooting sounds. In one
of these questions~question A1! the respondents had to se-
lect their answers from verbally labeled 5-point rating scales
~see last paragraph in Sec. I D!. In the other question~ques-
tion A2! a 9-point rating scale with, at the extremes, the
labels ‘‘not annoying’’ and ‘‘extremely strongly annoying’’
was used.

In many field surveys on the effects of noise, the com-
munity response is expressed as a percentage of the respon-
dents being ‘‘highly annoyed’’~e.g., see Fidellet al., 1991;
Hall et al., 1981; Rylanderet al., 1972, 1974; Schomer,
1982, 1985; Schultz, 1978; Vos, 1985, 1995! or ‘‘seriously
affected’’ ~Bullen et al., 1991; Hede and Bullen, 1982!. For
comparability with related studies, the subjective effect of
artillery noise, as found in the present study, will be ex-
pressed as the percentage of respondents being ‘‘highly an-
noyed’’ as well. For question A1 all respondents who indi-
cated being ‘‘strongly,’’ or ‘‘very strongly disturbed’’ were
considered to be ‘‘highly annoyed.’’ For question A2, all
respondents who selected one of the three upper response
categories were considered to be ‘‘highly annoyed.’’

For each noise zone the percentages of ‘‘highly an-
noyed’’ respondents, as determined with questions A1 and
A2, are given in columns 7 and 8 of Table I. Overall, ques-
tion A1 yielded a percentage ‘‘highly annoyed’’ respondents

which was five percentage points higher than that of question
A2. The correlation coefficient,r, between the percentages
obtained by the two questions was equal to 0.80. In these
annoyance questions, no reference was made to the experi-
ences in a specific part of the day. The questions were in-
tended to elicit overall responses. In line with this, the com-
munity response~percentages ‘‘highly annoyed’’ obtained
with questions A1 and A2! will first be related to CDNL.

The function

y5F@~LCdn2m!/s# ~1!

was fitted to the data, in whichm is the expected value for
y550%, ands is a measure for the steepness of the func-
tion. F(z) denotes the cumulative normal~Gaussian! distri-
bution. The values ofm and s are obtained by means of
maximum-likelihood estimation.

The statistical association between the percentages
‘‘highly annoyed’’ and CDNL@as determined with Eq.~1!#
was stronger for question A1 than it was for question A2.
The variance explained in the percentages by the day–night
level and the cumulative distribution function was 58% and
39% for questions A1 and A2, respectively. On the basis of
the mean percentages of ‘‘highly annoyed’’ respondents
~column 8 in Table I!, the explained variance was 53%.

Since there were various zones in which the noise dose
was almost equal, it was decided to stratify the data from
Table I. With the class intervals given in Table II, a compre-
hensive re-grouping of the respondents was obtained. In con-
trast with the previous analyses, the predictability of the
community response from the day–night level was about the
same for question A1 and question A2: The variance ex-
plained in the percentages was as high as 73% for question
A1 and 77% for question A2.

On the basis of the mean percentages of ‘‘highly an-
noyed’’ respondents~seventh column in Table II!, the ex-
plained variance was 77%. Figure 1 shows these mean per-
centages~y! obtained in the various class intervals as a
function of CDNL. The equation of the cumulative distribu-
tion function~dashed line! fitted to the data in Fig. 1 is given
by y5F@(LCdn270.6)/20.8#.

B. Dose-response relationship for road-traffic sounds

On the basis of their corresponding ADNLs of the road-
traffic sounds, the annoyance ratings of the respondents were
assigned to one of the eight classes given in Table III. The
lower and higher boundaries of the class intervals were cho-
sen in such a way that at least for six intervals the mean
A-weighted levels were very close to mean C-weighted lev-
els for the shooting sounds~Table II!. The differences ranged
between 0.2 and 0.6 dB. The number of respondents in each
class interval is given in the fourth column of Table III.
Percentages of ‘‘highly annoyed’’ respondents were deter-
mined for two questions, B1 and B2, which were identical to
questions A1 and A2~Sec. II A! with respect to both the
wording of the questions and with respect to the response
alternatives.

The variance explained in the percentages by ADNL
~column 3 in Table III! and the cumulative distribution func-
tion was 85% and 86% for questions B1 and B2, respec-
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tively. On the basis of the mean percentages of ‘‘highly an-
noyed respondents’’~seventh column in Table III! the
explained variance was 89%. These mean percentages are
included in Fig. 1. The equation of the cumulative distribu-
tion function ~solid line! fitted to the data in Fig. 1 is given
by y5F@(LAdn273.1)/17.8#.

C. Adjustment for shooting noise

From the two dose-response relationships shown in Fig.
1, it can be concluded that even if the average yearly day–
night level for artillery sounds is C-weighted, a correction is
needed. For a criterion of, for example, 20% ‘‘highly an-
noyed’’ respondents, an adjustment of 5.0 dB has to be
added to obtain ADNL of equally annoying road-traffic
sounds; for a criterion of 40% ‘‘highly annoyed’’ respon-
dents, the adjustment is 3.2 dB. These results imply that the

adjustment is not significantly dependent on the overall level
of the shooting sounds, and that application of a 4-dB adjust-
ment would be adequate.

III. OPTIMIZATION OF A LEVEL-DEPENDENT
CONVERSION PROCEDURE

A few years ago Schomer~1994! developed a new rating
procedure for high-energy impulsive sounds, in which a
level-dependent conversion of the CSELs of the impulses
into the ASELs of equally annoying vehicle sounds was ap-
plied. In a recent re-analysis Vos~1997! showed that at least
for artillery soundsthe optimal parameter values to be used
in this level-dependent conversion procedure were different
from those suggested by Schomer. The experimental results
from the present field survey provide a new opportunity to
optimize the conversion procedure.

A. Recent laboratory results

In various field-laboratory studies—carried out at the
MTF of Munster, Germany, and at Aberdeen Proving
Ground, Maryland—listeners were presented with high-
energy impulse sounds produced by blasting-charges~0.2–4
kg TNT!, with sounds produced by various types of wheeled
vehicles passing by, and with loudspeaker-generated white
noise control sounds~Schomeret al., 1994; Schomer and
Wagner, 1995!. The studies were designed as paired com-
parison tests where the listeners were presented with the im-
pulse test sounds and the vehicle or white-noise control
sounds and were asked, for each pair, to indicate which
sound was more annoying, the first or the second one. On the
basis of the responses of the subjects, the average ASELs of
the vehicle or white-noise sounds were determined at which
these reference sounds were as annoying as the impulse
sound.

A typical result is shown in Fig. 2, where the boldly
printed solid line relates the levels of equally annoying ve-
hicle and impulse sounds. In the present example, slopeb in
the function LCE(impulse)5a1bLAE(vehicle) equals 0.5,
which implies that for a similar shift in the annoyance, a
1-dB increase in CSEL of the impulse sound requires a 2-dB

FIG. 1. Percentage of respondents describing themselves as ‘‘highly an-
noyed’’ as a function of the yearly average C-weighted day–night level for
the shooting sounds, and as a function of the A-weighted day–night level
for the road-traffic sounds. For each sound source, the percentages are based
on the responses to two questions. The inserted dashed and solid lines are
regression functions for the shooting and road-traffic data, respectively.

TABLE II. Stratification of the data given in Table I. Lower and higher boundaries of the class intervals, as well as the mean value for each class interval,
are expressed as the C-weighted yearly day–night level~CDNL in dB! of the shooting sounds. The number of respondents in each class interval is indicated
by n. The community response to the artillery sounds was determined with questions A1 and A2, as explained in the text, and is expressed as~1! percentages
of ‘‘highly annoyed’’ respondents,~2! as percentages of ‘‘clearly and highly annoyed’’ respondents, and~3! as the mean of the annoyance ratings from all
respondents. M represents the mean of the percentages or the ratings;sM is the estimated standard error of the mean.

% of respondents annoyed

CDNL boundary Highly Clearly and highly Annoyance ratings

Lower
~1!

Higher
~2!

Mean
CDNL

~3!
n

~4!
A1
~5!

A2
~6!

M
~7!

A1
~8!

A2
~9!

M
~10!

M
~11!

sM

~12!

43 45 44.1 47 10.6 6.4 8.5 15.2 25.2 20.4 2.0 0.17
46 47 46.2 50 10.0 16.0 13.0 30.0 28.0 29.0 2.3 0.15
48 51 49.8 110 11.9 11.0 11.5 22.9 30.3 26.6 2.0 0.10
54 57 55.6 69 26.5 17.4 21.9 38.2 39.1 38.7 2.5 0.16
60 62 61.2 51 39.2 39.2 39.2 52.9 62.7 57.8 3.1 0.18
63 66 64.3 73 57.5 43.8 50.7 76.7 72.6 74.7 3.6 0.15
68 74 71.0 115 39.5 37.4 38.5 58.8 61.7 60.3 3.1 0.12
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~51/b dB! increase in ASEL of the vehicle passby sound.
According to the relation in Fig. 2, the impulse sound at
LCE585 dB is as annoying as the vehicle sound atLAE

570 dB. Consequently, an adjustment of 70– 855215 dB
should be added to CSEL of the impulse sound to obtain
ASEL of the equally annoying vehicle sound.

At the point where the functionLCE5a1bLAE crosses
the lineLCE5LAE , the correction is reduced to 0 dB. At this
point, the sounds presented atnumericallyequal CSEL- and
ASEL-values are alsosubjectively equal~PNSE!. For levels
higher than PNSE~in Fig. 2 atLCE5LAE5100 dB) a posi-
tive correction is required. For example, the impulse sound at
LCE5110 dB is as annoying as the vehicle sound atLAE

5120 dB. As a result, an adjustment of 120– 110510 dB
should be added to CSEL of the impulse sound to obtain
ASEL of the equally annoying vehicle sound.

B. Schomer’s newly developed model

After a new analysis of the results obtained in field sur-
veys, Schomer~1994! concluded that the discrepancy be-
tween dose-response relations for~a! artillery shooting
sounds and sonic booms, and~b! transportation sounds,
could be minimized by using a slope ofb50.67 in the trans-
formation of the various CSEL-values. In Schomer’s analy-
sis, PNSE was set to values between 100 and 104 dB, all of
which yielded, in combination withb50.67, similar results.

In a recent re-analysis of the field data used in Schomer
~1994!, Vos ~1997! showed that application of Schomer’s
newly developed model~with PNSE5103 dB andb equal to
0.67! would result in a systematic underestimation of the
rating sound level for high-energy impulsive sounds. For rat-
ing procedures which are based on sound levels determined
in free-field conditions, Vos~1997! showed that an adequate
prediction of ADNL of equally annoying traffic sound could
be obtained with, for example, PNSE equal to 80 dB, instead
of 103 dB, in combination with slopeb close to the previ-
ously found value of 0.67.

C. An additional test on the basis of the present
results

The experimental results from the present field survey
provide a new opportunity to test the validity of the transfor-
mation as suggested by Schomer~1994!. The present effort
is especially interesting because here, in contrast to previous
analyses, large sets of different CSEL-values per residential
area are available, and the annoyance ratings for the impul-
sive and road-traffic sounds had been determined with simi-
lar questions and for the same group of respondents, facili-
tating a comprehensive estimate of the adequate parameter
values. Moreover, in addition to including various values for
slopeb, the effect of PNSE will be tested for a broad range
as well.

The conversion of the equivalent-energy-average CSEL
of the impulsive sounds into the ASEL of equally annoying

TABLE III. Stratified data for 432 respondents from all 17 noise zones together. Lower and higher boundaries of the class intervals, as well as the mean value
for each class interval, are expressed as the A-weighted yearly day–night level~ADNL in dB! of the road-traffic sounds. The number of respondents in each
class interval is indicated by n. The community response to the road-traffic sounds was determined with questions B1 and B2, as explained in the text, and
is expressed as~1! percentages of ‘‘highly annoyed’’ respondents,~2! as percentages of ‘‘clearly and highly annoyed’’ respondents, and~3! as the mean of
the annoyance ratings from all respondents. M represents the mean of the percentages or the ratings;sM is the estimated standard error of the mean.

% of respondents annoyed

ADNL boundary Highly Clearly and highly Annoyance ratings

Lower
~1!

Higher
~2!

Mean
ADNL

~3!
n

~4!
B1
~5!

B2
~6!

M
~7!

B1
~8!

B2
~9!

M
~10!

M
~11!

sM

~12!

35.5 42.4 40.6 21 0.0 0.0 0.0 4.8 0.0 2.4 1.5 0.12
42.5 45.0 43.8 68 4.4 2.9 3.7 10.3 10.3 10.3 1.7 0.10
45.1 47.5 46.0 33 18.2 9.1 13.6 24.2 27.3 25.8 2.0 0.22
47.6 52.7 50.4 89 6.7 6.7 6.7 20.2 20.2 20.2 2.0 0.11
52.8 58.4 55.8 69 18.8 27.1 23.0 36.2 38.6 37.4 2.6 0.16
58.5 62.9 61.0 89 19.1 21.4 20.2 36.0 47.2 41.6 2.6 0.12
63.0 67.9 64.5 39 30.8 25.6 28.2 48.7 48.7 48.7 2.8 0.20
68.0 69.4 68.3 24 41.7 41.7 41.7 62.5 58.3 60.4 3.2 0.25

432

FIG. 2. Illustration of a typical result obtained in field-laboratory tests from
Schomer and colleagues. The boldly printed solid line relates the levels of
equally annoying impulsive and vehicle sounds. The significance of the
adjustments~Adj.! is explained in the text.
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vehicle sounds was performed in exactly the same way as in
Schomer~1994!.

First, for each type of muzzle blast and for each type of
detonation, the mean CSEL of the impulses of the higher-
level distribution, as described in Schomer and Luz~1994!,
LCM , was set equal to CSEL as predicted by
‘‘ LARMLAST’’ for downwind conditions.

Second, for each impulsive noise type, standard devia-
tion s of the higher-level distribution was calculated from

s53.511.1 lg~d!, ~2!

in which d represents the distance between the relevant
shooting range and the residential area in km.

For specific combinations of PNSE and 1/b, ASEL of
equally annoying vehicle sound,LAV , was found from

LAV5PNSE1~1/b!~LCM2PNSE!10.115~1/b!2~s!2.
~3!

Before computing yearly average levels of equally an-
noying traffic sound, an adjustment factor had to be deter-
mined that accounted for the fact that only a percentage of
the impulsive sounds belong to the higher-level distribution
described in Schomer and Luz~1994!. This adjustment,Dh,
which varies with the distanced is given in decibels by

Dh523.820.23d. ~4!

The A-weighted average level of road-traffic sound with the
same annoyance as the impulsive sounds produced in the
daytime,LAeq06–22h, was now found from

LAeq06–22h510 lgS (
i 51

j

Nday~ i !10@LAV ~ i !1Dh~ i !#/10D
271.8 dB, ~5!

in which Nday(i ) represents the yearly number of rounds pro-
duced in the daytime for sourcei. Since it was decided to
compute the average level for a time period of 4160 h
@552 ~weeks!35 ~days!316 h#, the constant to be sub-
tracted equaled 71.8 dB.

For the nighttime, the A-weighted average level of
equally annoying road-traffic sound,LAeq22–06h, was found
from

LAeq22–06h510 lgS (
i 51

j

Nnight~ i !10@LAV ~ i !1Dh~ i !#/10D
268.8 dB, ~6!

in which Nnight(i ) represents the yearly number of rounds
produced in the nighttime for source.i. ADNL of equally
annoying road-traffic sound was computed from the two av-
erage levels defined in Eqs.~5! and ~6!.

In the present analysis, for each residential area about 40
shooting range/weapon type combinations with relatively
high contributions to the overall CLEQ in the daytime were
included. For the nighttime the number of such combinations
was equal to about 40 as well.

In Table IV, detailed information is given about the fre-
quency distribution of CSEL. Since the distributions for the
shooting sounds produced in the daytime were not basically
different from the distributions in the nighttime, the cumula-

TABLE IV. Grouped cumulative frequency distributions~in %! of single event CSEL for all residential areas. Based on the yearly number of impulses with
LCE>45 dB. For all columns, the midpoints of the class intervals~with a size equal to 5 dB! are indicated. The total number of impulses per year considered,
NT , is given in multiples of 1000.

No. Residential area

C-weighted sound exposure level in dB

NT47.5 52.5 57.5 62.5 67.5 72.5 77.5 82.5 87.5 92.5 97.5 102.5

Military Training Areas Bergen/Munster:
1 Eschede 30.3 39.2 65.3 82.2 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 509
2 Schneverdingen 41.3 61.2 73.4 95.3 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 567
3 Neuenkirchen 22.4 38.1 65.3 92.0 97.5 99.3 100.0 100.0 100.0 100.0 100.0 100.0 784

4a Unterlüß-Nord 0.0 15.6 40.9 53.3 69.6 100.0 100.0 100.0 100.0 100.0 100.0 100.0 305
5a Unterlüß-Mitte 0.0 7.7 35.1 49.2 67.8 100.0 100.0 100.0 100.0 100.0 100.0 100.0 282
6a Unterlüß-Süd 0.0 17.5 43.9 58.2 71.6 100.0 100.0 100.0 100.0 100.0 100.0 100.0 320
7 Sülze 0.0 18.6 26.1 55.2 67.7 90.7 100.0 100.0 100.0 100.0 100.0 100.0 706
8 Soltau 0.0 0.0 0.0 53.0 59.0 75.0 95.5 100.0 100.0 100.0 100.0 100.0 533
9 Bomlitz 0.0 0.0 24.0 63.1 81.5 86.7 97.4 99.1 100.0 100.0 100.0 100.0 872

10 Bergen 0.0 0.0 0.0 32.3 50.8 65.5 89.9 97.0 99.9 100.0 100.0 100.0 764
11 Fallingbostel 0.0 0.0 0.0 35.0 50.7 74.8 86.4 94.2 97.8 99.0 100.0 100.0 804
12 Wietzendorf 0.0 0.0 0.0 0.0 21.3 21.3 27.9 31.7 54.9 99.2 100.0 100.0 260
13 Munster-Nord 0.0 0.0 0.0 0.0 0.0 17.3 21.8 29.6 43.6 97.4 100.0 100.0 226
14 Munster-Su¨d 0.0 0.0 0.0 0.0 0.0 0.0 0.0 18.3 25.5 45.4 99.4 100.0 185
15 Meißendorf 0.0 0.0 6.5 55.5 65.2 76.3 80.3 88.9 93.7 99.9 100.0 100.0 679
16 Westenholz 0.0 0.0 1.1 46.8 55.9 71.0 76.5 87.8 91.1 92.2 99.9 100.0 749
17 Dorfmark 0.0 0.0 0.0 11.1 30.0 71.0 91.4 95.0 96.8 99.3 100.0 100.0 814

Test Area Rhein Metall:
4b Unterlüß-Nord 0.0 0.0 0.0 2.9 2.9 4.1 6.1 6.2 87.4 87.4 98.4 100.0 49
5b Unterlüß-Mitte 0.0 0.0 2.9 2.9 4.1 6.1 56.2 100.0 100.0 100.0 100.0 100.0 49
6b Unterlüß-Süd 0.0 0.0 2.9 4.1 6.1 46.3 100.0 100.0 100.0 100.0 100.0 100.0 49
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tive frequency distributions~in percentages! for successive
5-dB class-intervals in Table IV are collapsed for the day-
and the nighttime shooting activities.

Table IV shows that there were great differences in the
range of downwind CSEL of the impulses received among
the residential areas: for example, there were two residential
areas~numbers 1 and 2 in Table IV! in which downwind
CSEL of the impulses ranged between 45 and 70 dB, three
residential areas~numbers 4a, 5a, and 6a! in which CSEL
ranged between 50 and 75 dB, and five residential areas
~numbers 11, 12, 13, 15, and 17! in which CSEL ranged
between 55–70 and 100 dB.

For the first 17 residential areas the total number of im-
pulses, combined at a yearly basis for the day- and the night-
time, ranged between about 200 000 and 800 000. For resi-
dential areas 4b–6b the total number of these impulses was
equal to 49 000.

In the present analysis, PNSE ranged in 10-dB steps
from 53 to 143 dB. For each PNSE-value, the exchange
~1/b! between CSEL and ASEL was varied in 0.125-steps
between 0.25 and 2.25, corresponding tob values between 4
and 0.44. From the ASEL-values, the yearly ADNLs were
determined for each combination of PNSE and 1/b. Next, the
differences between these transformed day–night levels and
the original day–night levels of equally annoying road-traffic
sounds were calculated for each of the 20 conditions~Table
I! separately. The utilized dose-response relationship for
road-traffic sound was described in Sec. II B and was shown
in Fig. 1.

D. A test on the basis of the results from the present
study

For a portion of the combinations of PNSE and 1/b, both
the mean difference between the transformed day–night lev-

els for the impulse sounds and the day–night levels for the
equally annoying road-traffic sounds, and the root mean
square, rms, of these differences are given in Table V.

For the neutral situation (1/b51), i.e., the condition in
which the same increase in the levels of the impulse and
vehicle sounds yields a similar shift in the annoyance, the
mean difference was equal to24 dB, the rms was equal to 8
dB. In Table V it can be seen that there are two clusters of
1/b and PNSE combinations for which both the~absolute!
mean and the rms of the differences were lower than the
values obtained for combinations in which 1/b equals 1.

In the first cluster relatively low absolute mean differ-
ences~e.g., those<1 dB! and slightly lower rms-values~e.g.,
those<8 dB! were obtained in conditions in which PNSE
ranged between 53 and 73 dB and 1/b ranged between 1.125
and 1.25. In Table V, the figures in the relevant combinations
are printed boldly. In the second cluster low mean differ-
ences and slightly lower rms values were obtained in condi-
tions in which PNSE ranged between 93 and 123 dB and 1/b
ranged between 0.625 and 0.875.

In the first cluster the specific combinations of PNSE
and slopeb imply that a ~positive! adjustment has to be
added to the shooting sounds with CSEL-values greater than
53–73 dB. From the information given in Table IV it can be
verified that for all 20 residential areas there were impulse
sounds withLCE.53 dB, and that there were 18 areas in
which there were impulse sounds withLCE.73 dB. In the
second cluster the specific combinations of PNSE and slope
b imply that a~positive! adjustment has to be added to the
shooting sounds with CSEL smaller than 93–123 dB. In
Table IV it can be seen that for PNSE-values of 113 and 123
dB, all impulse sounds in all residential areas receive posi-
tive adjustments. For PNSE5103 dB, there are only three
areas~numbers 14, 16, and 4b in Table IV! in which 1% of
the impulses do not receive positive adjustments, and for

TABLE V. Mean differences~in dB! between the transformed A-weighted day–night levels for the impulse sounds and the A-weighted day–night levels for
the equally annoying road-traffic sounds, determined for the various combinations of PNSE and 1/b. Each mean is based on 20 values, one for each residential
area. Root mean squares of the differences~rms, in dB! are given between parentheses. Corresponding values forb are given as references.

1/b: 0.50 0.625 0.75 0.875 1.0 1.125 1.25 1.375 1.50 1.625 1.75
PNSE b: 2 1.6 1.3 1.14 1 0.89 0.8 0.73 0.67 0.62 0.57

53 218.8 215.3 211.7 27.8 23.8 0.3 4.6 9.0 13.5 18.1 22.8
~20.3! ~17.0! ~13.6! ~10.6! ~8.2! „7.6… ~9.3! ~12.5! ~16.4! ~20.7! ~25.3!

63 213.8 211.6 29.2 26.6 23.8 20.9 2.1 5.2 8.5 11.8 15.3
~15.7! ~13.7! ~11.6! ~9.7! ~8.2! „7.6… ~8.3! ~10.1! ~12.6! ~15.6! ~18.8!

73 28.8 27.8 26.7 25.3 23.8 22.2 20.4 1.5 3.5 5.6 7.8
~11.6! ~10.7! ~9.7! ~8.9! ~8.2! ~7.9! „8.0… ~8.8! ~10.0! ~11.6! ~13.5!

83 23.8 24.1 24.2 24.1 23.8 23.4 22.9 22.3 21.5 20.7 0.3
~8.4! ~8.3! ~8.2! ~8.2! ~8.2! ~8.3! ~8.5! ~8.9! ~9.5! ~10.2! ~11.0!

93 1.2 20.3 21.7 22.8 23.8 24.7 25.4 26.0 26.5 26.9 27.2
~7.6! „7.3… ~7.3! ~7.6! ~8.2! ~8.9! ~9.7! ~10.5! ~11.4! ~12.3! ~13.2!

103 6.2 3.4 0.8 21.6 23.8 25.9 27.9 29.8 211.5 213.2 214.7
~9.7! ~8.0! „7.1… ~7.3! ~8.2! ~9.6! ~11.3! ~13.0! ~14.8! ~16.6! ~18.4!

113 11.2 7.2 3.3 20.3 23.8 27.2 210.4 213.5 216.5 219.4 222.2
~13.5! ~10.2! ~7.8! „7.1… ~8.2! ~10.4! ~13.2! ~16.1! ~19.0! ~21.9! ~24.8!

123 16.2 10.9 5.8 0.9 23.8 28.4 212.9 217.3 221.5 225.7 229.7
~17.9! ~13.1! ~9.2! „7.1… ~8.2! ~11.3! ~15.2! ~19.3! ~23.5! ~27.6! ~31.7!

133 21.2 14.7 8.3 2.2 23.8 29.7 215.4 221.0 226.5 231.9 237.1
~22.5! ~16.4! ~10.9! ~7.4! ~8.2! ~12.3! ~17.4! ~22.7! ~28.1! ~33.5! ~38.7!

143 26.2 18.4 10.8 3.4 23.8 210.9 217.9 224.8 231.5 238.1 244.3
~27.2! ~19.8! ~13.0! ~7.9! ~8.2! ~13.3! ~19.6! ~26.2! ~32.9! ~39.4! ~45.6!
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PNSE593 dB, there are three areas~numbers 12, 13, and 14!
in which about 10%–30% of the impulses do not receive
positive adjustments.

E. Parameter values for an optimal fit

Table V shows that for the combination of
PNSE5103 dB andb50.67, which was previously indi-
cated to be an optimal combination for the prediction of
ADNL of equally annoying transportation sounds~Schomer,
1994!, the rating sound level for the impulse sounds in the
present study would be underestimated by almost 12 dB. For
Schomer’s data set Vos~1997! considered the combination
of PNSE580 dB andb close to 0.67 more appropriate. For
the data from the present study, this combination yielded an
unbiased solution as well~mean difference equal to 0 dB!;
the rms of the differences, however, was 9.4 dB and there-
fore 2 dB higher than several other unbiased solutions.

In order to find, for the set of relevant PNSE-values,
those 1/b-values for which the mean differences between the
predicted and the obtained day–night levels were equal to 0
dB, additional computations were performed. From the re-
sults shown in Table VI, it can be concluded that such unbi-
ased solutions with reasonably low rms values of about 7 dB
were obtained with PNSE ranging between 93 and 143 dB,
andb.1.

An adequate prediction of ADNL of equally annoying
road-traffic sound was obtained with, for example, PNSE
equal to 103 dB and slopeb equal to 1.27. Using a more
rounded value for PNSE of 100 dB,b was equal to 1.33.

IV. DISCUSSION

A. Relative importance of day- and nighttime
shooting

The average day–night level is a rather global measure
that embodies assumptions such as~a! the exchangeability of
single event level and number of events, and~b! a 10 dB
penalty for sounds produced in the nighttime, which are not
necessarily the key factors that explain the annoyance caused
by artillery sounds. Additional analyses might yield more
insight into the mechanism that caused the significant corre-
lation between this dose and the community response.

One could hypothesize that the community response has
been determined by shooting during the night. Since for the
first 17 noise zones in the present study the average level for
the daytime is highly correlated with the average level for
the nighttime (r 50.97), the association strengths between
these time-period specific levels and the community response
are about equal as well. It is therefore impossible to conclude
from differences in association strength that it is more likely
that the community response has been elicited by shooting
during the night than by shooting during the day.

However, up to a point, a test for such a hypothesis is
provided by the results of an analysis of the responses to~1!
a question asking the frequency at which one has been awak-
ened by the shooting sounds; and~2! a question asking the
frequency at which one had to close the windows for getting
to sleep.

A regression analysis performed on the 433 individual
responses to one of the questions~question A1! asking the
degree of disturbance and the responses to the question ask-
ing the frequency of awakening showed thatr was equal to
0.60, which is highly significant (t515.5,p,0.001).

Figure 3 shows the cumulative percentages of respon-
dents who reported about their frequency of awakening, as a
function of their corresponding disturbance rating. In Fig. 3
it can be seen that of the~63! respondents who said that they
were ‘‘clearly disturbed,’’ almost none of them reported be-
ing awakened ‘‘often’’ or ‘‘very often,’’ whereas this per-
centage increased to about 40% for those~61! respondents
who indicated being ‘‘very strongly disturbed.’’

Even for a group of respondents, however, who can all
be considered being ‘‘highly annoyed,’’ such as those in Fig.
3 with responses in the ‘‘strongly’’ or ‘‘very strongly dis-
turbed’’ categories, only 25% of them reported that they had
at least often been awakened by shooting noise. Conse-
quently, these results show that although awakening was sig-
nificantly related to general disturbance, for the respondents

TABLE VI. Values for 1/b which in combination with the specific PNSE-
values yielded unbiased fits between the predicted and the originally ob-
tained A-weighted day–night levels of equally annoying road-traffic sounds
~mean differences equal to 0 dB!. Corresponding values forb are given as
references. Root mean squares~rms, in dB! are given in the last column.

PNSE 1/b b rms

53 1.12 0.89 7.5
63 1.17 0.85 7.7
73 1.28 0.78 8.2
83 1.72 0.58 10.8
93 0.60 1.68 7.3

103 0.79 1.27 7.1
113 0.86 1.16 7.1
123 0.90 1.11 7.1
133 0.92 1.10 7.1
143 0.93 1.08 7.1

FIG. 3. Cumulative percentages of respondents who reported about their
frequency of awakening, as a function of their corresponding disturbance
rating. For the various response alternatives of the disturbance question, the
number of respondents who selected these alternatives is given along the top
axis of the figure.
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in the present study, it was not nearly a necessary condition
for being ‘‘highly annoyed.’’

For the second question the responses of 351 subjects
could be included, because for residential areas 4a–6a~see
Table I! the question about how often one had to close the
windows had not been asked. Again, the correlation between
disturbance and the frequency at which the windows had to
be closed was highly significant (r 50.45; t59.4, p
,0.001).

As in Fig. 3, Fig. 4 shows the cumulative percentages. In
Fig. 4, it can be seen that of the~56! respondents who had
reported being ‘‘clearly disturbed,’’ slightly more than 10%
of them indicated closing the windows ‘‘often’’ or ‘‘very
often,’’ whereas this percentage increased to about 50% for
those ~60! respondents who had reported being ‘‘very
strongly disturbed.’’ For the ‘‘highly annoyed’’ respondents
about 20% of them reported that, for getting to sleep, they
had to close the windows ‘‘often,’’ and about 15% of them
reported that they had to close the windows ‘‘very often.’’

As in the previous analysis on awakening, the results
show that although closing the windows was significantly
related to general disturbance, it was in the present study not
a necessary condition for being ‘‘highly annoyed.’’ The hy-
pothesis that the community response had been determined
by shooting during the night has therefore to be rejected. It
appears more likely that the community response had been
determined both by shooting in the daytime and by shooting
in the nighttime.

B. The ‘‘highly annoyed’’ criterion as a definition for
community response

In spite of the fact that in most field surveys the com-
munity response is expressed as percentages of respondents
describing themselves as ‘‘highly annoyed,’’ this criterion is
more or less arbitrary. At least in some countries, decision
makers would like to include in the analyses also those re-
spondents who indicated being ‘‘moderately’’ or ‘‘clearly
annoyed.’’ Moreover, from a methodological point of view,

it might be preferred to take the statistical distribution of the
annoyance rating, as characterized by a mean and a variance,
into account instead of treating the scores in a categorical
way ~e.g., see Griffiths, 1983!. Because of this, it is verified
in the next two sections whether inclusion of~1! the ‘‘clearly
annoyed’’ respondents, and~2! the ratings from all respon-
dents would result in a change in the adjustment for shooting
sound.

1. Inclusion of ‘‘clearly annoyed’’ respondents

For the same sets of respondents described in Table I,
alternative dose-response relationships for shooting sound
were determined. For the 5-point rating scale~question A1!,
the percentages were not only based on the respondents who
reported to be ‘‘strongly’’ or ‘‘very strongly disturbed,’’ but
also on those who reported being ‘‘clearly disturbed.’’ For
the 9-point rating scale the respondents were considered to
be ‘‘clearly or highly annoyed’’ if they selected scores 5, 6,
7, 8, or 9. With this criterion the coefficient of determination,
r 2, as determined between the 20 percentages obtained for
the 5-point and 9-point rating scales, was equal to 0.73. If for
the 9-point rating scale only the scores 6 up to 9 had been
taken into account, a considerably lowerr 2-value of 0.56
would have been obtained.

As in Sec. II A, the data were stratified. For the relevant
class intervals the percentages respondents being ‘‘clearly or
highly annoyed,’’ as determined with question A1 and ques-
tion A2, as well as the percentages averaged across these two
questions, are given in columns 8–10 of Table II.

Figure 5 shows these mean percentages as a function of
CDNL. The equation of the function~dashed line! fitted to
the data in Fig. 5 is given byy5F@(LCdn259.4)/20.3#. The
regression line explains 83% of the variance in the mean
percentages.

For the road-traffic sounds, the various percentages of
respondents being ‘‘clearly or highly annoyed’’ are given in
columns 8–10 of Table III. Figure 5 shows the mean per-
centages as a function of ADNL. The equation of the func-

FIG. 4. Cumulative percentages of respondents who reported about their
frequency of closing the windows in order to get to sleep, as a function of
their corresponding disturbance rating.

FIG. 5. As in Fig. 1, but now the community response is expressed as the
percentage of respondents describing themselves as ‘‘clearly or highly an-
noyed.’’
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tion ~solid line! fitted to the data in Fig. 5 is given byy
5F@(LAdn263.7)/17.1#. The regression line explains 93%
of the variance in the mean percentages.

From the two dose-response relations shown in Fig. 5,
the adjustment for shooting sound can be derived. For a cri-
terion of 20% ‘‘clearly or highly annoyed’’ respondents, an
adjustment of 7 dB has to be added to CDNL of the shooting
sounds to obtain ADNL of equally annoying road-traffic
sounds; for a criterion of 40% ‘‘clearly or highly annoyed’’
respondents, the adjustment is equal to 5 dB. These results
imply that the adjustment is not significantly dependent on
the overall level of the shooting sounds, and that application
of a 6-dB adjustment would be adequate.

2. Inclusion of the ratings from all respondents

For the sets of respondents described in Table I, mean
annoyance ratings for the shooting sounds were determined.
To enable a direct comparison between the responses given
on the 9-point rating scale with those given on the 5-point
rating scale, the original raw scores (xoriginal) for the 9-point
rating scale were converted to the 5-point rating scale range
by using the rulexconverted511(xoriginal21)/2.

As in Sec. II A the data were stratified. For the various
class-intervals mean ratings and estimated standard errors of
the mean were determined for the various questions sepa-
rately. Within each sound type, the results obtained with the
two questions were almost equal. The overall results for the
shooting and road-traffic sounds are given in the last two
columns of Tables II and III, respectively.

The mean ratings are also shown in Fig. 6. Overall, the
mean annoyance ratings for the shooting sounds were higher
than those for the road-traffic sounds, provided that the day–
night levels were the same. For each sound type the function

S~Ldn!5114•F@~Ldn2m!/s# ~7!

was fitted to the data.S(Ldn) denotes the mean score on the
annoyance rating scale, and is a function ofLdn. As in Eq.
~1!, F(z) denotes the cumulative normal distribution; this

function has now been rescaled such that it covers the entire
rating scale from 1 to 5.

For the shooting sounds the optimal values ofm ands,
as estimated by a least-squares fit of Eq.~7! to the mean
ratings, were equal to 63.0 and 27.8 dB, respectively (r 2

50.77). For the road-traffic sounds the optimal values ofm
ands were equal to 66.1 and 25.1 dB (r 250.94). From the
two regression functions shown in Fig. 6, an adjustment for
shooting sound can be derived. For a mean annoyance rating
between 2 and 3, corresponding with 43,LCdn,63 dB, the
adjustment ranges between 5 and 3 dB.

For a powerful test of the statistical significance of any
adjustment, the annoyance scores of the respondents~aver-
aged across the two questions! were subjected to a two-way
analysis of variance@with sound type~shooting or road traf-
fic! and day–night level~6 mean levels betweenLdn

;44 dB and Ldn;65 dB) as between-subjects variables#.
The ratings for road traffic withLAdn,42 dB could not be
included because there were no data available for the shoot-
ing sounds at corresponding levels. The ratings given in the
conditions withLdn>68 dB had to be excluded because, for
an appropriate comparison, the difference between the mean
levels for the shooting sounds~last class interval in Table II!
and the road-traffic sounds~last class interval in Table III!
was too large.

The effect of the day–night level was highly significant
@F(5,775)527.9,p,0.000 01#. More importantly, however,
is the finding that the ratings for the shooting sounds were
significantly higher than those for the road-traffic sounds
@F(1,775)511.5, p50.0007#. There was also a moderately
significant interaction effect between sound type and day–
night level @F(5,775)52.9, p50.013#. The relatively large
difference in annoyance between the shooting and road-
traffic sounds atLdn;64 dB is responsible for this interac-
tion effect. From the data set subjected to the analysis of
variance, it might be predicted that for the shooting sounds
the adjustment increases with increasing CDNL. From the
mean rating obtained for the 115 respondents who were ex-
posed to 68,LCdn,74 dB, however, it must be concluded
that any notion about such a level-dependent adjustment to
CDNL must be rejected.

3. Conclusion

With the community response expressed as the percent-
age of ‘‘highly annoyed’’ respondents, the adjustment to
CDNL of the shooting sounds was about 4 dB. With the
effect expressed as the percentage of ‘‘clearly and highly
annoyed’’ respondents, the adjustment was about 6 dB, and
with the effect expressed as the mean annoyance ratings, the
adjustment was about 4 dB. From these findings it must be
concluded that the adjustment for shooting sounds is a rather
robust measure: its size is not greatly affected by either a
shift in the criterion for including respondents in the dose-
response relationship or by an alternative analysis in which
the ratings from all respondents were included. Contrary to
Griffiths’s ~1983! suggestion, the choice of the ‘‘highly an-
noyed’’ measure did not lead to an error in the prediction of
the adjustment.

FIG. 6. As in Fig. 1, but now the community response is expressed as the
mean of the annoyance ratings from all respondents in the various class
intervals.
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From the present study it might be concluded that appli-
cation of a 5-dB adjustment would be adequate. This value is
not greatly different from the adjustment that can be derived
from Schomer’s field survey results for the Ft. Lewis and Ft.
Bragg artillery ranges~Schomer, 1985, 1994!. For obtaining
ADNL of equally annoying transportation sounds~the
widely known ‘‘Schultz curve’’!, an average adjustment of 8
dB had to be added to CDNL~as determined in free-field
conditions! of the shooting sounds~also see Table I in Vos,
1997!.

If, in the present study, the day–night levels of the
shooting and road-traffic sounds had been computed for 365
instead of for 260 days per year, the discrepancy of 3 dB
would have been reduced to about 1.5 dB.

C. Adjustments in rating procedures based on sound
levels in ‘‘downwind’’ conditions

In the present paper the adjustment was derived from the
difference between the yearly average CDNL of the artillery
sounds and the yearly average ADNL of equally annoying
road-traffic sounds. In several European countries, however,
the rating sound level is determined only for more unfavor-
able sound propagation conditions in which the wavefronts
are diffracted downwards to the ground~Gerretsen, 1996;
Gottlob, 1995!. Although it is understood that downward dif-
fraction is the combined result of wind and temperature ef-
fects, this type of sound propagation is often labeled as
‘‘downwind’’ propagation.

For the artillery sounds, which propagate over distances
of about 1 km up to more than 15 km, the day–night levels
in the ‘‘downwind’’ conditions were estimated to be about 3
dB higher than the levels determined at a yearly basis, in-
cluding all possible propagation conditions ranging from
‘‘downwind’’ to ‘‘upwind’’ ~see Sec. I C 1!.

Since for the~local! road-traffic sounds the distances
between the source and the receiver were much smaller
~about 10–50 m!, the day–night levels in the ‘‘downwind’’
conditions were hardly different from those in the ‘‘upwind’’
conditions. As a result, the adjustment for the shooting
sounds is smaller with the noise dose expressed as the day–
night levels in ‘‘downwind’’ conditions than with the noise
dose expressed as the yearly average day–night levels.

This is illustrated in Fig. 7, where the community re-
sponse is expressed as the percentage of ‘‘highly annoyed’’
respondents~cf. Fig. 1!. The dose-response relationships for
the artillery and road-traffic sounds~broken and solid line in
Fig. 7! almost coincide. With the community response ex-
pressed as~a! the percentage of ‘‘clearly or highly annoyed’’
respondents~cf. Fig. 5!, or ~b! the mean of the annoyance
ratings from all respondents~cf. Fig. 6!, similar results were
obtained.

By using a procedure similar to that described in Sec.
IV B 2, the annoyance scores of the respondents were sub-
jected to an analysis of variance~with sound type and
‘‘downwind’’ day–night level as between-subjects vari-
ables!. Overall, the ratings for the shooting sounds were not
significantly different from those for the road-traffic sounds
@F(1,654)50.3, p50.60#. Moreover, there was no signifi-
cant interaction effect between sound type and ‘‘downwind’’

day–night level @F(5,654)51.6, p50.15#. These results
confirm that with the noise dose expressed as day–night lev-
els in ‘‘downwind’’ conditions, application of an adjustment
to the C-weighted level of artillery sounds is not justified.

V. GENERAL CONCLUSIONS

~1! For numerically equal yearly average day–night lev-
els, the~C-weighted! artillery sounds were more annoying
than the~A-weighted! road-traffic sounds. Overall, the dif-
ference was equivalent to the change in the community re-
sponse produced by a 5-dB shift in the day–night level.

~2! The 5-dB adjustment to the C-weighted day–night
level of the artillery sounds is a robust measure: within 1 dB,
similar adjustments were found with the community re-
sponse expressed as~a! the percentage of ‘‘highly annoyed’’
respondents,~b! the percentage of ‘‘clearly and highly an-
noyed’’ respondents, and~c! the mean annoyance ratings
from all respondents.

~3! The 5-dB adjustment is not greatly different from the
8-dB adjustment derived from previous survey results for the
Ft. Lewis and Ft. Bragg artillery ranges~Schomer, 1985,
1994!. If, in the present study, the yearly average day–night
levels had been computed for 365 instead of for 260 days per
year, the 3-dB discrepancy would have been reduced to
about 1.5 dB.

~4! With equal day–night levels for ‘‘downwind’’ con-
ditions, the artillery and road-traffic sounds were equally an-
noying.

~5! The results from the present highly controlled field
survey provided a new opportunity to optimize the parameter
values in Schomer’s level-dependent conversion procedure
y5(1/b)(LCE2PNSE)1PNSE, in which the noise exposure
for impulsive sounds~y! is expressed as the A-weighted
sound exposure level of equally annoying vehicle passby
sounds. With PNSE fixed at 103 dB, an optimal solution was
found with slopeb set to 1.3. With the previously recom-
mended slopeb50.67, the rating sound level for artillery
sounds would be underestimated by almost 12 dB.

FIG. 7. Percentage of respondents describing themselves as ‘‘highly an-
noyed’’ as a function of the yearly average day–night level of the shooting
and road-traffic sounds, for ‘‘downwind’’ conditions. The inserted dashed
and solid lines are regression functions for the shooting and road-traffic
data, respectively.
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Nonintrusive devices are needed to measure sound pressure levels in the mid- to high-frequency
range. This need arises due to the small acoustic wavelengths which are present at these frequencies,
and the interference caused by conventional microphones which are typically of relatively large
diameter. Smaller microphones are less sensitive, and may not be small enough to be useful at very
high frequencies or when physical size constraints are limiting. Simple probe attachments have been
developed by others to address these problems; however, generally the transfer functions of these
devices have possessed undesirable peaks due to the presence of standing waves within the
transducers. In this paper, several possible options for making a microphone attachment that will
convert a standard12-in.-diam microphone into a probe-tube are discussed. Recommendations are
made with regard to the particular use and ease of construction of the attachment. The new concepts
eliminate standing waves, within certain frequency bands that are controlled by the geometry of the
attachment,withoutthe addition of damping material in the sound path. ©1998 Acoustical Society
of America.@S0001-4966~98!00711-5#

PACS numbers: 43.58.Vb, 43.38.Kb@SLE#

INTRODUCTION

Probe microphones can be used to measure sound pres-
sure levels in a variety of acoustical spaces in which the size
of a typical microphone would interfere with the sound field,
or where space limitations require a small diameter device.
In order for the acoustical measurements to be accurate for a
particular frequency, the device cross section should be small
compared to a wavelength at that frequency. In the mid- to
high-frequency range, the wavelengths are small and can be
on the order of the microphone diameter. For example, the
diameter of a 1

2-in. microphone is roughly the size of a
quarter-wavelength at 6600 Hz. If the microphone is rela-
tively large compared to the wavelength, sound waves re-
flected by the microphone can change the sound field. Fur-
thermore, the microphone itself becomes directional and
wave pressures may vary considerably over the diaphragm
causing large measurement errors.

To avoid these problems, smaller microphones and/or
small diameter probe-tubes are often used for measurements
at high frequency. However, small diameter microphones are
less sensitive than larger diameter microphones. A seemingly
appropriate solution is to build a simple adapter which
couples a large diameter microphone to a small diameter
probe tube. This ‘‘traditional design’’ has been employed for
use with a1

2-in. microphone by Bruel and Kjaer~B&K !1 and
has been further investigated by researchers Copeland and
Hill 2 who designed such an adapter for a 1-in. microphone.
The basic concept of these designs is shown in Fig. 1.

There are problems with this design that often render it
undesirable for measuring high-frequency sound fields. Pri-

marily, the resonant behavior of this probe-tube results in
large peaks in its transfer function, as can be seen in Fig. 2.
Although it is possible to correct for this rapidly varying
transfer function in subsequent digital processing, this situa-
tion is potentially susceptible to large errors. Since large,
rapidly varying corrections must be applied, any subsequent
shift in the probe behavior relative to the correction proce-
dure may lead to large errors. Changes in probe response
could occur due to a variety of effects, including; varying
end conditions if the probe tip is near a boundary; tempera-
ture changes; and alterations in microphone/probe attach-
ment geometry. Therefore, it is expected that a device that
provides a smooth transfer function, one without sharp reso-
nance peaks, will be more robust than one possessing these
resonances.

To produce a smooth transfer function with the tradi-
tional attachment design, damping material must be inserted
along the entrance path of the probe tube, as is suggested by
B&K. 1 This application of damping lowers the signal-to-
noise ratio of the measurements, since the amplitude of the
incident sound wave will decrease before reaching the mi-
crophone. Because probe tubes are often used for high-
frequency measurements, this effect is often more pro-
nounced.

In this paper, innovative concepts for microphone at-
tachments will be presented. The main goal of these designs
is to obtain a useable, easily built probe-tube with a smooth
transfer function, without introducing damping material.
Some of the designs presented are intellectually interesting,
while others are more practical.
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I. TRADITIONAL DESIGN

In Fig. 1, the traditional probe-tube design is sketched.
In this design, the protective cap of a12-in. microphone is
removed, and the probe attachment is screwed onto the mi-
crophone housing. One problem with this design is that the
tube behaves roughly like an ‘‘open–closed’’ one-
dimensional waveguide with numerous resonances across the
frequency range of interest. The transfer function between
the probe-tube and an unmodified microphone contains sharp
peaks at these resonant frequencies as can be seen in Fig. 2.
To remove the sharp resonance peaks from the transfer func-
tion, B&K recommends filling the tube with steel wool, not-
ing that ‘‘the degree of damping will depend on the compact-
ness of the filling;... by a trial and error method an almost
linear characteristic can be obtained over a wide frequency
range.’’ Damping of each probe-tube would therefore be
done on an individual basis, and since it could not be quan-
tified precisely, response inconsistencies from one probe to
the next would be expected. In addition, and more impor-
tantly, introduction of damping material into the path of the
propagating sound wave from the source to the microphone
would be expected to substantially reduce the probe’s signal-
to-noise ratio.

Two advantages of the traditional design are that the
probe-tube is completely removable and that it is fairly
simple to construct. The fact that the probe is removable
means that the microphone can be used in other ways and is
not dedicated to probe-tube applications.

II. DESCRIPTION OF NEW DESIGN

A new probe tube design was developed which pos-
sesses the advantages of the traditional design: it is detach-
able and simple to construct. However, it does not have an
undesirable sharply peaked transfer function. A prototype
probe-tube attachment for a12-in. microphone was built in
order to experimentally analyze different configurations. The
prototype probe-tube, as shown in Fig. 3, is modular to allow

for flexibility in the geometric parameters that could be used
to achieve the desired acoustical characteristics. For ex-
ample, any length tube~standard stock steel tubing! can be
attached to the front of the device. The tube to the rear, if
long enough, can provide an almost anechoic termination.
By adjusting different lengths and diameters of tubing within
the probe housing, interior dimensions can be altered to cre-
ate expansions or contractions. A single expansion or con-
traction or a combination of both may result in a desirable
transfer function which is smooth and fairly flat over the
frequency range of interest.

In order to attach the microphone to the probe’s housing,
a cylindrical cavity was milled to approximately12-in. in di-
ameter to accommodate the microphone. A pressure-tap was
made between the main tube and the cavity containing the
microphone. This physical system behaves like a Helmholtz
resonator directly above the microphone. Adjustable param-
eters~i.e., expansions, contractions, etc.! were used to coun-
teract the dynamics of this resonator. The probe-tube was
modeled theoretically using a one-dimensional acoustic
analysis, and a mathematical/computer model was then used
to study different configurations for optimization of the final
design (Mathcad® by MathSoft, Inc. was used to for com-
puter modeling!.

III. THEORETICAL MODEL

The microphone probe-tube was modeled as a one-
dimensional transmission line with a series of length and
area changes including a Helmholtz resonator cavity in front
of the microphone, and a branch analysis of the intersection
between the upstream tube, the resonator cavity opening, and
the downstream tube. This model is shown in Fig. 4. Vari-
ables in the model were the lengths and cross-sectional areas.
The dimensions of the Helmholtz resonator were principally
governed by the1

2-in. microphone. It was required to fit as
closely as possible without damaging the microphone dia-
phragm and without leaking energy from the system. Experi-
mentally, a small insert~as in the traditional B&K design!
was placed against the microphone diaphragm and the top of
the cavity. This insert reduced the size of the cavity and

FIG. 1. Schematic of the traditional probe tube attachment.

FIG. 2. Traditional probe tube attachment transfer function~FFT!. Experi-
mental data only.

FIG. 3. Novel modular probe tube design.

FIG. 4. Schematic view of modular probe. Acoustical parameters are la-
beled.
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increased the natural frequency of the resonator. The termi-
nation specific acoustic impedance,zb , at the end of the
downstream tube was a variable in the model, both ‘‘hard
wall’’ ~large real impedance! terminations and ‘‘infinite
tube’’ (rc impedance! terminations were investigated.

The relationship between the external acoustic pressure
and the acoustic pressure at the microphone was determined
theoretically using a one-dimensional analysis, described in
the next section. The one-dimensional acoustics assumptions
that are used in this analysis can be found in most acoustics
textbooks, for example, Ref. 3.

A. Formulation of the theoretical model

Geometric variables, lengths, and areas are described by
the lettersL and S, with subscripts to differentiate them, as
shown in Fig. 4. Specific acoustic impedances~pressure/
velocity! at different points in the probe-tube are labeled us-
ing the letterz with an appropriate subscript. The locations of
the impedances designated are shown in Fig. 4. All imped-
ances are specific acoustic impedances~pressure/velocity!,
unless otherwise noted, and are normalized by the character-
istic impedance,rc of air. The probe-tube coordinate system
has its origin at the center of the microphone port and is
positive in the downstream direction.

1. Downstream subsystems

Define the impedance, normalized by the specific acous-
tic impedance of air (rc), at the termination point to bezb .
Referring to Fig. 4, at a distanceLb away from the termina-
tion point ~in the direction of decreasingx!, in a one-
dimensional tube of areaSb , the normalized impedance,z1 ,
is

z1~v!5
zb1 i •tan~kLb!

11 i •zb tan~kLb!
, ~1!

wherek is the wave number (k5v/c). Next, an area change,
either an expansion or a contraction, was built into the
model. The normalized impedance just to the left of this area
change is

z2~v!5z1~Sa /Sb!, ~2!

whereSa is the new area of the tube, andSb is the area of the
terminating tube.

This procedure is repeated through the next lengthLa ,
the next area change fromSa to St , and the subsequent
length L0 . The formula for transferring impedances over a
length is given by Eq.~1! and the impedance formula for an
area change is given by Eq.~2!. The normalized impedance
at x501 just to the right of the microphone centerline is
zrhs, given by the equation

zrhs5S z21 i •tan~kLa!

11 i •z2 tan~kLa!
•

St

Sa
2 i •tan~kL0! D

3S 11 i •
z21 i •tan~kLa!

11 i •z2 tan~kLa!
•

St

Sa
•tan~kL0! D 21

.

~3!

2. Helmholtz resonator

The dynamic system ‘‘looking into’’ the microphone
port from the main tube can be modeled as a Helmholtz
resonator. The cavity in which the microphone is placed can
be thought of as an airspring; the fluid in the neck~port!
between the probe-tube and this volume can be modeled as a
mass attached to the airspring. If the neck of the resonator
has lengthLh , areaSh , and volumeVh , then the normalized
specific acoustic impedance at the centerline of the micro-
phone (x50 in Fig. 4!, looking into the resonator cavity that
houses the microphone is

zh~v!5r h1 i ~kLh2Sh /kVh!, ~4!

wherer h represents the acoustic resistance of the resonator.
The only dissipation in the microphone probe system is vis-
cous damping. This dissipative effect will be incorporated
into the mathematical probe-tube model by using a complex
sound speed~a complex wave number,k, in the above for-
mula!, as explained later, in Sec. III C. Therefore,r h in the
resonator model is assumed to be zero.

3. Branch analysis

The impedance ‘‘looking to the right’’ at a point justleft
of the centerline of the microphone (x50) is defined aszlhs

~see Fig. 4!. This impedancezlhs is modeled as the net effect
of branches consisting ofzh andzrhs, thus

zlhs~v!5St@zrhszh /~Stzh1Shzrhs!#. ~5!

4. The upstream tube

The probe-tube itself is modeled as a one-dimensional
waveguide of lengthL1 and diameterSt with the following
boundary conditions at each end. At thex50 end, the im-
pedance iszlhs. At the open end,x52L1 , the pressure is
equal to the external pressurepe minus the radiated pressure
due to the open end. The radiated pressure is equal to the
radiation specific acoustic impedancezr times the velocity
just inside the tube. The specific acoustic radiation imped-
ancezr is modeled as being equivalent to the mechanical
impedance of an unflanged piston given in Kinsler3 divided
by the area of the tubeSt :

zr5„

1
4~kr !21 i ~0.06!kr…/St . ~6!

Solving the one-dimensional wave equation for waves in the
tube, with the above boundary conditions, gives an expres-
sion for the pressure anywhere in the tube, fromx52L1 to
x50. The complex pressure atx50 can be expressed in
terms of the radiation impedancezr , the external pressure
pe , and the impedancezlhs:

p~0,t !5
zlhspee

ivt

~zrzlhs11!i sin kL11~zr1zlhs!coskL1
. ~7!

This expression gives the pressure at the top of the Helm-
holtz resonator ‘‘looking into’’ the microphone, but it isnot
equal to the pressureat the microphone. The desired transfer
function for the probe-tube analysis is a ratio of the pressure
at the microphonepm to the external pressurepe .
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5. Solving for microphone pressure

In order to relate the above pressurep(0,t) to the micro-
phone pressure, an analysis of the resonator is necessary. The
pressurep(0,t) at the top of the neck of the resonator causes
a deflection,dy, of the fluid~mass! in the neck. This slightly
reduces the volume of the airspring by an amount equal to
(dy)Sh . The pressure on the diaphragm of the microphone is

pm52B~dV/Vh!, ~8!

whereB is the adiabatic bulk modulus of air. For a perfect
gas,B5r0c2. Assuming the acoustic fluctuation to be har-
monic, the pressurep(0,t), the normalized specific acoustic
impedancezh , and the velocity~time derivative ofdy) at the
top of the resonator are related by

ivrcdy5p~0!/zh . ~9!

Invoking all of the above relations, and Eq.~7!, yields the
transfer function expression:

Pm

Pe

5
Sh

ikVh

zlhs

zh

1

~zlhs1zr !cos~kL1!1 i ~11zrzlhs!sin~kL1!
,

~10!

wherePm is theamplitudeof the harmonic microphone pres-
surepm , and Pe is the amplitudeof the external harmonic
pressurepe . This transfer function can also be measured
experimentally by determining the ratio of the external pres-
sure measured with an ordinary condenser microphone to
that obtained by a microphone with a probe-tube attachment.
The experimental results were used to verify the theoretical
model and to determine the amount of viscous damping.

B. Verification of the model

The theoretical model was verified experimentally for
several configurations, which differed by the type of termi-
nation beyond the microphone. Some of the terminations in-
cluded downstream tubes of different lengths which were
closed at the end, others consisted of combinations of differ-
ent diameters and lengths before terminating with a closed
end.

The experiments were performed in an anechoic cham-
ber with a white noise sound source. All experimental plots
shown are transfer functions, presented as a ratio of external
pressure measured by a standard1

2-in. condenser microphone
and the pressure measured by the probe-tube microphone.
The tip of the probe-tube and the standard microphone dia-
phragm were carefully located so that they could be as close
as possible to each other. The experimental transfer functions
include calibrations of each bare microphone using a stan-
dard pistonphone. Both microphones were attached to pre-
amps and the data were processed simultaneously by a dual
channel spectrum analyzer.

In Fig. 5, an example verification is shown for the case
of a ‘‘hard wall’’ termination immediately following the mi-
crophone. At approximately 8700 Hz, a quarter wavelength
is equal to the distance between the microphone port and the
‘‘hard wall’’ termination ~pressure maximum!, therefore

both the experimental and theoretical transfer functions have
a minimum at that frequency. This configuration most
closely resembled the original traditional design~Fig. 1!
whose experimental transfer function was shown in Fig. 2,
and can be used as a baseline to judge the relative merits of
the alternative designs. The physical dimensions of the probe
tube attachment for this case are given in Table I.

C. Damping

Viscous damping was included in the theoretical model
by using a complex sound speed. The exact numerical values
of the real and imaginary parts of the sound speed were
determined using experimental data. The functional depen-
dence of viscous damping on frequency was determined
from a theoretical analysis. In the analysis, the damping was
modeled as viscous/thermal losses in the acoustic boundary
layers on the probe-tube internal surfaces. In Ref. 4, the en-
ergy dissipated per unit area and time at the surface is

S d2E

dA dtD
diss

5j•Av•I , ~11!

whereI is the intensity and is equal toI 5 p̄2/r•c for a plane
wave, andj is a factor which depends upon the density of the
fluid, the viscosity, the thermal conductivity, and the specific
heat at constant pressure and is taken to be independent of
frequency. For the purposes of modeling the viscous losses
in the probe-tube, the important result is that the rate of
energy dissipation is proportional to the square root of angu-
lar frequency. To correctly implement this dependence in the
mathematical model, the imaginary part of the sound speed
was multiplied by the inverse square-root of angular fre-
quency. The approximate numerical values ofcRe and cIm ,
the real and imaginary parts of the sound speed, were deter-
mined from curve fitting the theoretical model with the ex-
perimental data. In the previously shown verification plot
~Fig. 5! the complex sound speed given below was used:

c~v!5S 11
3.5

Av
i D cconstant, ~12!

wherecconstantis the sound speed of air in meters per second
~343 m/s! andv is the angular frequency in radians per sec-
ond.

FIG. 5. Transfer function for modular probe tube with a hard ending instead
of the ‘‘downstream tube,’’ as a verification of the mathematical model.
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IV. DESIGN POSSIBILITIES

The traditional probe-tube design, shown in Fig. 1 with a
microphone placed at the end of the tube, resulted in unde-
sirable standing waves in the tube. This resonant behavior
caused peaks in the transfer function. As shown in Fig. 3, it
was thought that placing the microphone at theside of the
tube, rather than ‘‘head on,’’ and placing an absorptive ter-
mination at the end of the tube would eliminate the standing
waves. However, standing waves still exist, due to the reflec-
tions from the microphone side branch. The goal of the vari-
ous designs discussed below is to eliminate reflections, and
therefore standing waves in the probe-tube. The elimination
of reflections will result in a smooth transfer function with-
out the use of damping material in the sound path between
source and receiver, and the associated loss in signal-to-noise
ratio. At the branch, the sound waves propagating from the
open end encounter two impedances, the impedance of the
resonator leading to the microphone and the impedance of
the downstream termination. Assuming that the resonator di-
mensions are fixed~due to physical constraints regarding the
microphone itself!, different downstream terminations can be
chosen that make the branch~including the effects of both
downstream impedances! look ‘‘transparent,’’ at least for
some bandwidth about a fixed center frequency.

The different downstream terminations that were ex-
plored consisted of: a long~infinite! tube; a flared tube~horn!
termination; a canceling~tuned! resonator with an infinite
tube; and a narrow constriction~masslike behavior! followed
by an infinite tube. These designs are sketched in Fig. 6. In
order to choose the best design, several factors were consid-
ered along with the shape of the transfer function. The rec-
ommended design is a probe-tube adapter with a downstream
constriction followed by an anechoic termination. This de-
sign can be implemented easily and produces a smooth trans-
fer function. For completeness, the other designs described
will be discussed in the sections that follow. Physical dimen-

sions for the experimental prototypes corresponding to each
configuration are given in Table I.

A. Anechoic termination

If the downstream termination were a very long~infi-
nite! tube ~Fig. 6!, the normalized specific acoustic imped-
ancezrhs would equal unity. The ‘‘infinite tube’’ was con-
structed experimentally by attaching a few feet of flexible
tubing to a few inches of hollow steel tubing. Both had ap-
proximately the same inner diameters, and the flexible plastic
tube was pressed onto the steel tube. This created a slight
discontinuity, which could have been eliminated by match-
ing the diameters more accurately. Comparisons between the
experimental transfer function and the theoretically calcu-
lated transfer function are shown in Fig. 7.

Experimentally, it is difficult to achieve a perfectly
anechoic termination with a long flexible tube. Surprisingly,
enough viscous damping was provided by the long tube that
reflected sound waves were much smaller in magnitude than
incident waves. This allowed the termination to be approxi-

TABLE I. Dimensions used for parameters defined in Fig. 4 for the cases shown in Figs. 5, 7, 8, and 9.

Dimension
~refer to
Fig. 4!

‘‘Hard
End’’

~Fig. 5!

‘‘Infinite
Termination’’

~Fig. 7!

‘‘Tuned
Resonators’’

~Fig. 8!a

‘‘Horn
Termination’’

~Fig. 8!b
‘‘Constriction’’

~Fig. 9!

L1 10.3 in. 10.3 in. 10.3 in. 10.3 in. 10.3 in.
St 0.0125 in.2 0.0125 in.2 0.0125 in.2 0.0125 in.2 0.0125 in.2

L0 0.0125 in. 1.0 in. 0.0 in. 0.0 in. 0.042 in.
S0 0.0125 in.2 0.0125 in.2 N.A. N.A. 0.0033 in.2

La 0 in. 24.4 in. 0.0 in. 0.0 in. 26 in.
Sa N.A. 0.0125 in.2 N.A. N.A. 0.0125 in.2

Lb 0 in. 5 ft ` ` 5 ft
Sb N.A. 0.011 in.2 0.0125 in.2 N.A. 0.0110 in.2

Lneck 0.06 in. 0.06 in. 0.04 in. 0.04 in. 0.06 in.
Sneck 0.0035 in.2 0.0035 in.2 0.004 in.2 0.004 in.2 0.0035 in.2

Lvol 0.013 in. 0.013 in. 0.013 in. 0.013 in. 0.013 in.
Svol 0.125 in.2 0.125 in.2 0.125 in.2 0.125 in.2 0.125 in.2

aThis probe configuration differs from Fig. 4. At the junction wherex50, there are three branches. One of them
is the Helmholtz resonator due to the microphone tap, another is an infinite tube with cross sectionSt , and the
third is another Helmholtz resonator. The dimensions of this second resonator corresponding to the plot in Fig.
8 areLneck250.097 in.,Sneck250.0013 in.2, Lvol2Svol250.025 in3. See Fig. 6~b!.

bThis probe configuration differs from Fig. 4 in that an exponentially flared horn starts atx50. The flare
constant for the plot shown in Fig. 8 was 60.0~refer to Sec. IV C of the text for more information on the
model!. See Fig. 6~c!.

FIG. 6. Design concepts for termination of probe tube:~a! infinite tube
ending,~b! tuned resonator at branch,~c! infinite exponential horn, and~d!
constriction followed by infinite tube.
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mately modeled as anechoic. The discrepancies between the
two curves~theoretical and experimental! in Fig. 7 are due to
this approximation. The rough agreement between the two
curves suggests that the model is a fairly good estimate of
the physical system described. The presence of standing
waves in these plots, especially in the theoretical plot, sug-
gests that the sound is reflected from thebranchcontaining
the microphone rather than the final termination itself, since
it is nearly anechoic. It is thecombinationof impedances at
the branch which must be transparent to the waves in order
to eliminate the resonances.

B. Tuned resonator

Since it is the combination of impedances at the branch
that act together to eliminate the reflections back into the
probe-tube, an additional resonator was introduced at the
branch along with the infinite tube, in an attempt to create a
net anechoic impedance at the branch~see Fig. 6!. If the
frequency of the sound waves to be measured isbelow the
resonance frequency of the resonator~microphone cavity!,
then that resonator acts dynamically like an acoustic spring.
The additional resonator which is added at the branch can be
sized so that its resonance frequency is well below that of the
first resonator~microphone cavity! and also below that of the
sound waves to be measured. At these frequencies, the addi-
tional resonator will behave dynamically like an acoustic
mass. In other words, its specific acoustic impedance will be
positive, purely imaginary, and will be proportional to fre-
quency. Since the original resonator~microphone cavity! be-
haves like an airspring, its impedance is negative, purely
imaginary, and inversely proportional to frequency. At a
fixed frequency, the two resonators~of opposite sign and
purely imaginary! can be used to cancel each other, leaving
only the ‘‘infinite tube’’ effects at the branch.

The idea of tuning resonators to cancel sound waves at a
center frequency was successfully used by Blisset al. for
interior noise cancellation, and was called alternate reso-
nance tuning~ART!.5 This work did not involve resonators,
per se, but consisted of structural panels. Based on mass and
stiffness properties, the panels had resonance frequencies
above or below a given center frequency. The panels were
arranged in an alternating pattern~checkerboard style! with
panels whose resonance frequency was above a certain fre-

quency next to panels whose resonance frequency was below
this targeted frequency. In that work, sound cancellation was
achieved over a wide frequency band.

In Fig. 8, two theoretical transfer functions are shown.
One of these is for a case where a canceling resonator is
introduced at the branch. The dimensions of the added reso-
nator were chosen so that its resonance frequency was well
below that of the original resonator, and so that the magni-
tude of the impedances would cancel at 4000 Hz. The effect
appears to spread out over a band from approximately 3500
to 5500 Hz, as exhibited by the smoother transfer function at
those frequencies. However, a major drawback of this design
is the poor performance~i.e., large peaks in the transfer func-
tion! outside this frequency range, especially at the lower
resonance frequency of the added resonator.

C. Horn termination

A similar effect was produced by terminating the probe-
tube with an ‘‘infinite’’ exponential horn~Fig. 6!. Once
again, the object of the analysis is to make the impedance
zlhs51. This is the impedance ‘‘looking into’’ the branch. A
modification of Eq. ~5! for a horn termination~i.e., zrhs

5zhorn and the opening into the horn has areaSt) is

1

zlhs
5

Sh /St

zh
1

1

zhorn
, ~13!

where the normalized horn impedance for an exponential
horn with flare constantm is3

zhorn5
c

v S i
m

2
1Av2

c2 2
m2

4 D . ~14!

Assuming that the microphone cavity behaves like an air-
spring at frequencies below its resonance and thatv/c
@m/2, Eq. ~13! for the ideal case ofzlhs51 becomes

15 i
Sh

St

v

Shc/Vh
112 i

cm

2
. ~15!

Solving ~15! for the choice of flare constant that makes this
statement true,

m5
2

c

Sh

St

v2

~Shc/Vh!
. ~16!

Unfortunately, this result implies that an infinite exponen-
tially flared horn termination can only cancel the standing

FIG. 7. Experimental and theoretical data: ‘‘infinite’’ termination.

FIG. 8. Optimization at 4000 Hz using tuned resonators and horn termina-
tion. Theoretical data only.
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waves in the probe-tube at a single frequency. However, as
shown in Fig. 8, the impedance effect is gradual and the
transfer function remains flat over a wide frequency range.
Choices ofm dictate at which center frequency the transfer
function will remain flat, or vice versa. In Fig. 8,m was
calculated from Eq.~16! using the dimensions of the proto-
type Sh , Vh , St , and an angular frequency,v, equal to
8000p radians/second~or equivalently f 54000 Hz). The
theoretical transfer function shows the horn termination ef-
fectively removes the standing waves between 3500–5500
Hz. In practice, this design would be difficult to implement
since machining the exponential flare of the horn would re-
quire special effort. In theory, the horn was modeled as infi-
nite, which poses an additional challenge for implementing
the design.

D. Constriction

Another choice for a downstream termination at ‘‘the
branch’’ is a constriction followed by an ‘‘infinite’’ tube
~Fig. 6!. The combination of a length of tube of one cross-
sectional area joined on both ends to a tube of larger cross-
sectional area creates a constriction. Define the length of the
constriction asLc , and its area asSc . Looking into the
branch, the impedance iszlhs @Eq. ~5!#. For the ideal probe-
tube design, this normalized impedance should equal 1.
Therefore, standing waves would not exist in the tube be-
cause there would be no reflections from the branch.

From one-dimensional acoustics, the impedance ‘‘look-
ing into’’ the constriction, assuming an infinite tube beyond
the constriction, is

zc5
11 i ~St /Sc! tan~kLc!

11 i ~Sc /St! tan~kLc!
. ~17!

AssumingkLc!1, this expression approximates to

zc511 i S St

Sc
2

Sc

St
D Lc

c
v511 imcv. ~18!

In other words, the effect of the constriction is similar to
adding a small massmc , which depends upon the area of the
constriction and the length of the constriction. Looking into
the branch at the microphone centerline,

1

zlhs
5

Sh /St

zh
1

1

11 imcv
, ~19!

which is equivalent to Eq.~5!, with zrhs511 imcv, and di-
vision by St , the cross-sectional area of the tube. Below the
resonance frequency of the microphone cavity~a Helmholtz
resonator!, its impedance is approximately equal to~an air-
spring!

zh52 iShc/vVh , ~20!

whereSh andVh are the area of the neck of the resonator and
the volume of the resonator, respectively, andc is the speed
of sound. Requiring thatmcv of the constriction be small
compared to 1, Eq.~19! can be rewritten for the ideal case of
zlhs51:

15 i F Sh /St

~Shc/Vh!Gv112 imcv. ~21!

To satisfy this equation,mc5Vh /(Stc). Recalling that
mcv5(St /Sc2Sc /St)(Lc /c)v leads to an equation which
relates the dimensions of the constriction to the dimensions
of the microphone cavity,

Vh

St
5S St

Sc
2

Sc

St
DLc . ~22!

For a given cavity volumeVh , Eq. ~22! can be used to size
the constriction. It appears that this formula is independent
of frequency, but there are two assumptions which limit the
range of applicability of this result. The first iskLc!1,
which was used to simplify Eq.~17!. This assumption limits
the frequency range, depending on the length of the constric-
tion, which is coupled to the area of the constriction by Eq.
~22!. The second, and perhaps more limiting, assumption is
that the microphone cavity behaves as an airspring. This as-
sumption is only valid for frequencies that are well below the
natural frequency of the microphone cavity~Helmholtz reso-
nator, in the model!. Using the dimensions of the prototype
with the plastic spacer inserted, theoretically, the resonance
frequency of the cavity was around 9300 Hz. This seemed to
limit the frequency range over which the constriction would
work to around 5500 Hz. Increasing the resonance frequency
of the microphone cavity would extend the frequency range
over which the constriction would cancel the standing waves.

The constriction termination design worked well over a
large frequency range. As shown in Fig. 9, the transfer func-
tion is almost completely flat until 5000 Hz. Between 5000
and 7000 Hz, the experimentally measured transfer function
varies by only a few decibels. Above this there are signifi-
cant variations in the transfer function. Notice the signal
does not roll off to any significant degree over the entire
frequency range shown since no damping material has been
added in the sound path and since the resonance frequency of
the microphone cavity is so high.

The constriction is easy to implement, since standard
stock steel tubing is readily available in contiguous diam-
eters. To create a constriction, a smaller diameter tube can be
nested inside a larger diameter tube. The desired cross-
sectional area of the constriction,Sc , and length of the con-
striction,Lc , can be obtained by using tubes of different size

FIG. 9. Transfer function resulting from optimization using a constriction.
Experimental and theoretical data.
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inner diameters cut to different lengths. Knowing the inner
diameter of tubing available, the appropriate length of the
constriction can be calculated from Eq.~22!. However, the
chosen values must be such thatkLc is small@a limitation of
Eq. ~18!# for the desired frequency application.

V. RECOMMENDATIONS

Both the horn termination and the tuned resonator ter-
mination worked well in a particular frequency band. How-
ever, above and below the band the transfer functions ceased
to be flat. Therefore, if the chosen application is for a par-
ticular band of interest, either of these designs could be used.
The tuned resonator would be much more easily constructed
than the horn termination.

The constriction design provided a smoother transfer
function over a wider frequency range and is simple to con-
struct. A downstream constriction followed by an ‘‘infinite
tube’’ is easily achievable using standard materials. A mini-
mum amount of simple machining is required. For these rea-
sons, this is the recommended design. As a final comparison,
Fig. 10 shows transfer functions for the original traditional
probe tube design versus this constriction design, i.e., Figs. 2
and 9~experimental only! are overlaid on the same scale.

For high-frequency applications of the probe-tube, it is
also recommended that the resonance frequency of the cavity
which contains the microphone be as high as possible. This
can be accomplished through appropriate choices of the di-
mensions for the pressure tap~‘‘neck’’ of the resonator! and
the space above the microphone~‘‘volume’’ of the resona-
tor!. The volume should be as small as possible. The neck of
the resonator affects the resonance frequency in two ways:
increasing its cross-sectional area increases the resonance
frequency; increasing the length of the neck decreases the
resonance frequency of the resonator. However, in practice,
if the neck port is too large, the ‘‘lumped parameter’’ as-

sumptions fail, and the resonance frequency cannot be pre-
dicted from this model. The results of having experimented
with several different size microphone ports~i.e., the neck of
the resonator! would lead us to recommend a relatively small
port.

As a final recommendation, damping material shouldnot
be placed in the sound path, as in previous designs. Using the
designs described in this paper, damping is not needed to
smooth the transfer function and will only reduce the signal-
to-noise ratio.

VI. SUMMARY

It is possible to achieve a smooth transfer function be-
tween a microphone with a probe-tube attachment and a bare
microphone if certain design specifications are followed. The
design concepts presented in this paper were for terminations
downstream from a1

2-in. microphone which is mounted in
the side of a tube. In the best design, the combination of the
housing cavity for the microphone and a downstream termi-
nation of a constriction followed by an ‘‘infinitely’’ long
tube creates a branch impedance that appears to be transpar-
ent to sound waves impinging upon it. Therefore, with this
combination, sound waves do not reflect and standing waves
are eliminated in the probe-tube. Damping material was not
placed between the source and the receiver in any of the
designs presented.
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Current standards have defined the methods to verify the rms~root-mean-square! detector
characteristic of sound level meters. When using these methods, there will be a systematic error in
the measuring results. The results then cannot accurately express the error in the rms detector
characteristic of a sound level meter. The reason for this is that the effect of the difference between
the frequency-weighting characteristics of the sound level meter to be inspected and that of the
standard system is ignored. So, an erroneous judgment may be made. Aiming at this problem, this
paper contains some theoretical analysis and quantitative calculation in detail. An improved
verifying method is put forward. ©1998 Acoustical Society of America.
@S0001-4966~98!00311-7#

PACS numbers: 43.58.Vb@SLE#

INTRODUCTION

The rms ~root-mean-square! detector characteristic is
one of the important properties of a sound level meter. The
instrument is used to measure audio signal and its frequency
range is 20–20 000 Hz generally. The range is much smaller
than that of general electric meters. For a signal under mea-
suring, the rms value given by the instrument is different
from that by a general electric meter. To verify the rms de-
tector characteristic of the instrument, a special method is
needed. Current standards1–4 have defined some correlative
verifying methods. However, these methods ignored the ef-
fect of the difference between the frequency-weighting char-
acteristics of the standard system and that of the sound level
meter to be tested on the measuring results. This paper is to
analyze the effect by means of both theoretical analysis and
quantitative calculation. An improved method of verification
is then given.

I. THEORETICAL ANALYSIS

The rms detector characteristics of all classes of sound
level meters are defined by current standards1–4 and shown
in Table I. These standards also define the method used for
verifying the rms detector characteristics. The measuring
principle is shown in Fig. 1. Here, the standard system must
have the same frequency-weighting network as that of the
sound level meter to be tested. First, the signal generator
produces a continuous sine signal of given frequency and
conveys it to the sound level meter being tested and the
standard system simultaneously to cause each of the two sys-
tems to produce a reading. Second, the signal generator pro-
duces one of the testing signals shown in Table II and con-
veys it as above. Adjust the amplitude of the signal so that
the standard system’s reading is equal to that for the previous
sine signal. Then the error of the rms detector characteristic
of the sound level meter can be expressed as

d5D12D2 , ~1!

whereD1 andD2 are the readings of the sound level meter
responding to the sine signal and the testing signal, respec-
tively, andd is the error. For other testing signals, repeat the
measuring procedures as above.

This method is based on the following. First, the two
readings of the standard system are identical, which implies
that both signals produced by the signal generator succes-
sively should have the same rms values. Second, measuring
error resulting from the deviations of frequency-weighting
characteristics of the sound level meter will be offset when
calculatingd by using Eq.~1!. However, it is not the truth.
Listed below are the major reasons for this.

First, the standard system and the sound level meter are
independent of each other. It is impossible to ensure that the
standard system has the same frequency-weighting network
as every sound level meter under test. Shown in Table III are
the specified tolerances of frequency-weighting characteris-
tics of all classes of sound level meters defined by the rel-
evant standards.1–3 This means that the frequency-weighting
characteristics of both systems are up to standard provided
they conform to the definition of Table III. This does not
mean, however, that their frequency-weighting networks are
the same.

Second, it can be seen from Table III that the specified
tolerances of frequency-weighting characteristics are differ-
ent from range to range. That is to say that the network
makes the input signals change nonlinearly in different fre-
quency bands. So, the measuring error, which results from
the deviation of the frequency-weighting characteristics, cor-
relates with the spectrum of the input signal.

The rms detector is set after the network in a sound level

TABLE I. Allowable error of rms value detector characteristics of sound
level meters~unit: dB!.

Class of sound level meter 0 and 0I 1I 1 2I 2 3

Crest factor53 60.5 60.5 60.5 61 61 61.5
5 60.5 61 ¯ 61 ¯ ¯

10 61 61.5 ¯ ¯ ¯ ¯
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meter. Thus, the detector receives different signals during
verification according to the method shown in Fig. 1. It is
unreasonable to express the error of rms value detector char-
acteristics of the sound level meters by Eq.~1!. Instead, it
should be expressed as

dSs2dS f5d2~DSs2DBs!1~DS f2DB f!1~dBs2dB f!,

wheredS f anddB f are the respective errors of rms detector
characteristics of the sound level meter and the standard sys-
tem when a continuous sine signal of frequencyf is con-
veyed,dSs and dBs are the respective errors of the rms de-
tector characteristics when a testing signal is conveyed,DS f

andDB f are the respective measuring errors of rms detector
characteristics resulting from the deviation of frequency-
weighting characteristics of the sound level meter and the
standard system when the continuous sine signal of fre-
quency f is conveyed, andDSs and DBs are the respective
measuring errors resulting from the deviation when the test-
ing signal is conveyed. Usually, the effect ofdS f , dBs , and
dB f can be ignored. Then,

dSs5d2~DSs2DBs!1~DS f2DB f!. ~2!

It can be seen from Eq.~2! that unless the frequency-
weighting characteristics of the two systems are exactly iden-
tical ~DSs5DBs andDS f5DB f!, dSs will not equald.

II. QUANTITATIVE CALCULATING ANALYSIS

Considering the qualitative analysis above, the following
are quantitative calculations aimed at specific testing signals.

It is known that a functionf (t) with period ofT52l can
be expressed as a Fourier series:

f ~ t !5a01 (
n51

`

an cosS np

l
t D1bn sinS np

l
t D ,

where

a05
1

2l E2 l

l

f ~ t !dt, an5
1

l E
2 l

l

f ~ t !cosS np

l
t Ddt,

and

bn5
1

l E
2 l

l

f ~ t !sinS np

l
t Ddt.

So, a rectangular pulse signal and a continuous tone burst
signal used for testing can be expressed as

f J~ t !5
2At

T S 12
t

TD1 (
n51

`
2A

np S 12
2t

T D
3sin S npt

T D cosF2np

T S t2
t

2D G , ~3!

f C~ t !5
B

vT
sin ~vt!1 (

n51

`

Pn cosF2np

T S t2
T

2np
anD G ,

~4!

where T and t are the period and duration of the testing
signal, respectively,A is the peak-to-peak value of the rect-
angular pulse signal,B is the peak value of the continuous
tone burst signal,v is the angular frequency of the sine sig-
nal used for forming the tone burst signal,

Pn5
BAAn

21Bn
2

~vT!22~2np!2 ,

An52vT sin~vt!cos S 2npt

T D
24np cos~vt!sin S 2npt

T D ,

FIG. 1. Measuring principle of current verifying method.

TABLE II. Testing signals.~Note: Frequency of the sine signal used for
forming continuous tone burst signal is equal to 2 kHz.!

Type of testing signal Rectangular pulse Continuous tone burst

T ~ms! 2 5.2 20 25 25 25
t ~ms! 0.2 0.2 0.2 5.56 2 0.5

TABLE III. Allowable deviation of frequency-weighting characteristics of sound level meters~unit: dB!.

f ~Hz! 10–16 20 25 31.5 40 50 63 80 100 125–1k 1.25k

Class 0 12,2` 62 61.5 61 61 61 61 61 60.7 60.7 60.7
Class 1 13,2` 63 62 61.5 61.5 61.5 61.5 61.5 61 61 61
Class 2 15,2` 63 63 63 62 62 62 62 61.5 61.5 61.5
Class 3 15,2` 15,2` 15,2` 64 64 63 63 63 63 62 62.5

f ~Hz! 1.25k 1.6k–2k 2.5k 3.15k 4k 5k 6.3k 8k 10k 12.5k 16k–20k

Class 0 60.7 60.7 60.7 60.7 60.7 61 11,21.5 11,22 12,23 12,23 12,23
Class 1 61 61 61 61 61 61.5 11.5,22 11.5,23 12,24 13,26 13,2`
Class 2 61.5 62 62.5 62.5 63 63.5 64.5 65 15,2` 15,2` 15,2`
Class 3 62.5 63 64 64.5 65 66 66 66 16,2` 16,2` 16,2`
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Bn52vT sin~vt!sin S 2npt

T D
14npFcos~vt!cos S 2npt

T D21G ,
and

an5tan21~Bn /An!.

As stated above, a sound level meter is used to measure
audio signals~20–20 000 Hz!. Only audio signals are to be
conveyed to the rms detector for detecting and indicating.
Considering this aspect and the testing signal defined by
Table II, as well as the deviation of frequency-weighting
characteristics of the instrument, Eqs.~3! and ~4! should be
rewritten as

FJ~ t !5
2At

T S 12
t

TD1 (
n51

N
2Adn

np

3S 12
2t

T D sin S npt

T D cosF2np

T S t2
t

2D G , ~5!

FC~ t !5
B

vT
sin~vt!1 (

n51

N

dnPn

3 cosF2np

T S t2
T

2np
anD G , ~6!

where N520 000T and dn is the deviating factor corre-
sponding to different frequencies. In Eq.~6!, if n550, then

an50 and Pn52Bt/T. The respective rms value of the
signal corresponding to Eqs.~5! and ~6! is

RJ5A1

T E
0

T

FJ
2~ t !dt, ~7!

RC5A1

T E
0

T

FC
2 ~ t !dt. ~8!

The respective true rms values of the two testing signals are

rmsJ5
At

T
A T

t21
, ~9!

rmsC5BA t

2T
. ~10!

Thus, for a given sound level meter and the two testing sig-
nals, the respective measuring error of the rms detector char-
acteristics resulting from the deviation of the frequency-
weighting of the instrument can be expressed as

DJ520 lg~RJ /rmsJ!, ~11!

DC520 lg~RC /rmsC!. ~12!

Within the specified tolerances defined by the standards,
the frequency-weighting characteristic of a sound level meter
changes in many ways. It is very difficult, and unnecessary,
too, to provide the affecting degree of the deviation on veri-
fying the rms detector characteristics for all conditions. As
special samples, we made some calculation on three cases. In

TABLE IV. Calculated results for rectangular pulse signal~DJ , unit: dB!. ~Note: CF is the crest factor of sound
level meters.!

Class of sound level meter 0 1 2 3

Without deviation CF53 20.0839 20.0839 20.0839 20.0839
CF55 20.0983 20.0983 20.0983 20.0983
CF510 20.1078 20.1078 20.1078 20.1078

Maximum deviation CF53 10.3332 10.5267 11.3276 12.0835
~positive! CF55 10.5653 10.8558 11.8888 ¯

CF510 10.6271 10.9476 ¯ ¯

Maximum deviation CF53 20.4921 20.6727 21.1103 22.6216
~negative! CF55 20.7779 21.0868 21.8417 ¯

CF510 20.8722 21.2263 ¯ ¯

TABLE V. Calculated results for continuous tone burst signal~DC , unit: dB!. ~Note: CF is the crest factor of
sound level meters.!

Class of sound level meter 0 1 2 3

Without deviation CF53 20.0763 20.0763 20.0763 20.0763
CF55 20.0222 20.0222 20.0222 20.0222
CF510 20.0895 20.0895 20.0895 20.0895

Maximum deviation CF53 10.1562 10.2330 10.5185 10.8533
~positive! CF55 10.0384 10.0673 10.1774 ¯

CF510 10.0740 10.0666 ¯ ¯

Maximum deviation CF53 20.1530 20.2095 20.3765 20.5139
~negative! CF55 20.0745 20.0947 20.1531 ¯

CF510 20.1027 20.1078 ¯ ¯
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the first case, deviation of frequency-weighting characteris-
tics, is equal to naught in the audio range (dn[1). In the
second case, all the deviations reach positive maximum
value. In the third case, all the deviations reach negative
maximum value. For the maximum deviation,dn can be ob-
tained from converting the numerical value shown in Table
III. Calculated results are shown in Tables IV and V. The
first case reflects the effect of filter characteristics of the
sound level meter with ideal frequency-weighting character-
istics on verifying rms detector characteristics. The later two
reflect the effect on the verification of which frequency-
weighting characteristics reached maximum deviation. The
major reasons of analyzing the cases with maximum devia-
tion are the following. First, sound level meters with maxi-
mum deviation of frequency-weighting characteristics are
also considered as up to standard. Second, although devia-
tion of the overwhelming majority of sound level meters is
smaller than the specified tolerances, the possibility for indi-
vidual sound level meters to have the maximum deviation
could not be removed.

III. A NEW METHOD FOR VERIFICATION

From Eq. ~2! and Tables IV and V, the effect of the
deviation of frequency-weighting characteristics on verifica-
tion is clear. That is the case especially when maximum de-
viation is reached. The affecting degree is closely connected
with the spectrum of testing signal. So, the verifying results
cannot accurately express the error of the rms detector char-
acteristics of the sound level meter according to current stan-
dards. Erroneous judgment may be made. The key to solve
this problem is that either the measured results should not
depend on the frequency-weighting network or the effect of
the network on the measured results can be ignored.

For this reason, the verifying method should be modified
as shown in Fig. 2. Compared with Fig. 1, the difference is
that the standard system is connected to ‘‘ac output’’ of the
sound level meter to be tested. It is unnecessary to set a
special frequency-weighting network. The measuring meth-
ods are equal to that of current standards. As the ‘‘ac output’’
is set between network and detector of the instruments, the
standard system has the same frequency-weighting network
as that of the sound level meters to be tested. Detectors of the
two systems will receive exactly the same signal. Thus, it
can remove the systematic measurement error resulting from
the difference between the frequency-weighting characteris-
tics of the two systems. Furthermore, the deviation of the
frequency response of the standard system is chosen so small
that we can ignore its effect on the measured results. So, we

can say that the unique difference between the two systems is
that their rms detectors are different from each other.

Suppose rmsS f and rmsB f are the respective true rms
values of the signal received by the sound level meter to be
tested and the standard system when a continuous sine signal
of frequencyf is conveyed, rmsSs and rmsBs are the respec-
tive true rms values when the testing signal is conveyed, and
D is the reading of the standard system for both signals.
According to Fig. 2 and the testing procedure we have

D5rmsB f1dB f1DS f5rmsBs1ds f1DSs,

D15rmsS f1dS f1DS f , D25rmsSs1dSs1DSs,

rmsSs2rmsS f5rmsBs2rmsB f .

According to these equations we have

dSs2dS f5d1dBs2dB f .

Similarly as above, the effect ofdS f , dBs , anddB f can be
ignored, so

dSs5d.

Clearly the measured results are unconnected with the
frequency-weighting network of the two systems. That is to
say that the error of the rms detector characteristics of the
sound level meter can be expressed as Eq.~1! when the
verifying method shown in Fig. 2 is adopted.

IV. SUMMARY

According to current standards, there is a systematic er-
ror in the verifying results. The error results from the differ-
ence between the frequency-weighting characteristics of the
standard system and that of the sound level meter under test.
It should not be ignored. So, the verifying results cannot
express the rms characteristic of a sound level meter accu-
rately. This paper puts forward a new method. In the new
method, it is unnecessary to set a special frequency-
weighting network for the standard system and the error of
the rms detector characteristics of a sound level meter can be
expressed simply by Eq.~1! as in the current standard. How-
ever, the new verifying method can overcome the shortcom-
ings and remove the systematic error existing in the current
method. It can therefore improve the measurement accuracy
of verification.

ACKNOWLEDGMENTS

I am very grateful to Professor W. X. Jiang for his help-
ful advice on this paper, and to help given by my colleagues
S. J. Wu and M. X. Ding.

1IEC651-1979,Sound Level Meters.
2GB3785-83,Electric, Sonic Properties and Measuring Method for Sound
Level Meters~in Chinese!.

3SJ/T10423,General Specifications for Sound Level Meters~in Chinese!.
4JJG188-90,Verification Regulation of Sound Level Meters~in Chinese!.FIG. 2. Measuring principle of new verifying method.

2914 2914J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 Mingduo Zhang: rms detector characteristics of sound level meters



The Wagstaff’s integration silencing processor filter: A method
for exploiting fluctuations to achieve improved sonar
signal processor performance
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There is a class of signal processing algorithms that achieves gain by exploiting the amplitude
fluctuations in the spectrum analyzed acoustic power. One of those processors is presented. The
causes of fluctuations that influence the performance of such processors are discussed, and
processed results from a fluctuation-based processor are presented. Gains relative to the average
power processor in signal-to-noise ratio~SNR! of as much as 10 dB, and gains in spatial and spectral
resolution, minimum detectable levels, and other measures of processor performance have been
achieved. For the most part, the additional gains from exploiting fluctuations are independent of the
frequency resolution and the array aperture~or number of elements if the noise is ‘‘white’’! and
depend on the number of averages and percent of overlap of consecutive time-to frequency fast
Fourier transforms~FFT!. @S0001-4966~98!00511-6#

PACS numbers: 43.60.Cg, 43.30.Re, 43.30.Wi@JCB#

INTRODUCTION

The study of fluctuations in underwater acoustics is not
new. Research has been going on for more than 30 years.
Many measurements have been made; various fluctuation
generation mechanisms have been investigated, and models
have been proposed. Summaries of fluctuation research are
provided by Gaunaurd,1 Fortuin,2 and Horton.3 Fisher4 gives
an annotated bibliography of more than 130 papers on vari-
ous aspects of the subject. Urick5,6 gives brief discussions of
fluctuations in the ocean and their influence on the detection
of a signal from a submarine. He indicates that the presence
of fluctuations can extend the detection range. Simanin7 sug-
gests that the amplitude distribution of the signal from a
submerged source can provide a clue to determining the
propagation paths between the source and the receiver and,
hence, the depth of the source. Outside of those two note-
worthy exceptions, the general rule of thumb seems to be
that fluctuations are considered a nuisance that degrades the
signal processor’s performance and should be ignored or
avoided whenever possible.

Some of the causes of fluctuations in signals and noise
propagating in the undersea acoustic environment that are
considered to be important, for periods of the order of a few
minutes and less, are the following:

~i! temporally and spatially variable thermal and salinity
finestructure~patches or blobs!,8,9

~ii ! internal waves,5,8–11

~iii ! turbulent particle velocities,12

~iv! ray path or wave front reflection from the moving,
irregular sea surface,13,14

~v! changes in source–receiver range separation,15

~vi! rocking dipole effect of the radiation directivity pat-
tern of a ship at the sea surface~not a propagation
effect!,

~vii ! source and/or receiver vertical motion causing tempo-
ral changes in propagation modes or ray paths,13

~viii ! source radiation amplitude instability~not a propaga-
tion effect!,

~ix! interference of multipath arrivals, and5,14–16

~x! variable sea surface height above the source or re-
ceiver due to sea surface motion~sea and swell! caus-
ing changes in the decoupling depth or Loyd’s mirror
effect.5,13,17

For specific detail see Refs. 5–17, and see Refs. 1–4 for
more general detail.

Figure 1 presents three time histories of spectrum ana-
lyzer output from data measured by a deep sensor in the
ocean. Each is for a frequency bin width~BW! of 0.1 Hz and
75% overlap of consecutive temporal fast Fourier transforms
~FFT!. The middle trace, designatedN, is from a ‘‘noise
only’’ bin. It has a random nature and large amplitude fluc-
tuations that are characteristic of broadband background
noise that is generated by sources at the surface, such as
ships and winds and waves. It has a standard deviation of the
decibel time history of 5.8 dB. The top trace, designatedC
1N8, is from a frequency bin that, in addition to noise~N8!,
contains a clutter signal~C!, or tonal clutter, from a surface
ship. It also has large amplitude fluctuations with a standard
deviation of 5.4, nearly the same as the noise trace. The
bottom trace, designatedS1N8, is from a frequency bin that
contains background noise (N8) and a signal from a deep
projector ~S! which has not had significant interaction with
the sea surface. It has a distinctly nonrandom character with
small fluctuations in amplitude compared to the previous two
traces~i.e., clutter and noise!. It is this type of trace, with its
relatively low amplitude fluctuations, that a fluctuation-based
processor will preferentially preserve, while severely attenu-
ating the other two types of traces. However, as the signal-
to-noise ratio~SNR! in the bin of this last trace decreases, its
fluctuation character will approach that of the ‘‘noise only’’
~N! trace with corresponding reductions in the gains
achieved by fluctuation-based signal processors. The addi-
tional gains that could be achieved will disappear when there
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are no discernible differences between the fluctuations in the
resulting highly corrupted signal plus noise (S1N8) bin and
the ‘‘noise only’’ bins. Similarly, the additional gains will
also vanish if the projector is raised to a depth near the sea
surface where the projected signal~S! paths interact with the
fluctuation generators near the ocean surface. The signal,S,
will then have the fluctuation character that is nearly identi-
cal to the second trace, the clutter signal~C!, and will also
appear to the fluctuation-based processor the same as noise,
even though it originated as a low fluctuation amplitude
tonal. Furthermore, during conditions of extreme multipath
interference~e.g., reinforcement and cancellation!, the signal
fluctuations can even exceed those of the noise.

The causes of amplitude fluctuations listed above are not
all of the causes that are known. They are simply those that
are believed to be the most important for the two fluctuation-
based processors of particular interest in this paper. The first
one, designated WI agstaff’s IIntegration SI ilencing Processor
~WISPR!, derived its name from the Office of Naval Re-
search ~ONR! exploratory development~6.2! research
project called WISPR Filter Development and Evaluation
which was started in 1988. The WISPR filter has been
known by that acronym ever since. The second algorithm,
designated as DELTA~a name, not an acronym!, is related to
both WISPR and the average power processor. It will be
defined later.

I. GOVERNING EQUATIONS

The potential for achieving additional gain by exploiting
fluctuations will be demonstrated by using the average power
processor AVGPR, as the designated reference to which the
performance of the WISPR processor will be compared,
where

AVGPR5
1

n (
i 51

n

Xi , ~1!

Xi ,5 i th output power from a given spectral bin containing
either signal and noise (S1N8) or only noise ~N!, N8
5noise that also occupies the bin containing the signal, and
n5total number of time samples.

The average power processor~AVGPR! is dominated by
the highest power values in the data sequence.18 Stories are
numerous that relate the inability of AVGPR processor-
driven undersea passive sonar systems to function properly
in the presence of high-level impulsive noise from such
sources as seismic prospectors, snapping shrimp, and ‘‘car-
penter fish.’’ In such impulsive noise environments and
AVGPR processing, ‘‘normal’’ signals and background
noise are masked beyond recognition. Experience has shown
the output of the average power processor on ambient noise
measured in the ocean is approximately equivalent to the 75
percentile of the decibel time history of the narrow-band
spectrum analyzer output. Of course, the AVGPR processor
operates on powers and not power levels. However, the sta-
tistics of the decibel values are useful quantities.

The rational for the development of an improved proces-
sor was based on the realization that the AVGPR processor
was biased upward by the high values. Such a processor, it
seemed, should not be optimum when the SNR is very low.
For such a case, it appeared to make more sense to bias the
processor toward the lower levels and away from the high
levels. The challenge was how to do that. Perhaps one could
‘‘turn the processor upside down,’’ which would make high-
level clutter and noise unimportant and low-level signals im-
portant. For example, if one turns Fig. 1 upside down, the
low level minimum in both the noise~N! and the clutter plus
noise (C1N8) time histories become high level transients
that would ‘‘capture’’ the AVGPR processor, but the signal
plus noise (S1N8) time history would not be greatly af-
fected by the inversion process.

One approach to inverting the processor is to establish a
high-level decibel reference~e.g., 200 dB! and measure from
that high-level reference line down to each decibel value in
the power level time history. Each modified value would
then be the reference level minus the individual power level.
In other words, they become negative decibels. When these
new negative decibels, with their high-level reference, are
converted to powers and summed, a power value approxi-
mately equal to the 75 percentile decibel level could be ex-
pected. However, since the measurement is in the downward
~negative! direction, the actual power value, when the refer-
ence level is removed, should be approximately the 25 per-
centile decibel level, i.e., the 75 percentile decibel level in
the downward direction. The equation in power that results
from such a procedure is the WISPR filter, which is simply
the reciprocal of the average of the reciprocals of the indi-
vidual power values and is also recognized within the statis-
tical community as the harmonic mean. Verification of that is
left as an exercise for those who are interested. The author
was unaware of the harmonic mean until several years after
using it as the WISPR filter and documenting previous re-
sults. It was given the acronym of WISPR because of its
noise suppression ability. It never was, nor or is it now, the
intention of the author to claim invention of the harmonic
mean. However, since the WISPR processor involves more
than the harmonic mean~i.e., includes DELTA! and much
work has already appeared under the WISPR banner, that
designation will continue to be used herein.

The above two paragraphs give the intuitive approach to

FIG. 1. Narrow-band acoustic power time histories of ambient noise~N,
middle!, clutter signal plus noise~C1N8, top!, and submerged source signal
plus noise~S1N8, bottom!.
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deriving the WISPR filter. The mathematical definition of the
WISPR filter ~or harmonic mean! is

WISPR5F1

n (
i 51

n

Xi
21G21

, ~2!

and the previous definitions forXi andn apply. In addition,
the constraint thatXiÞ0 is required to avoid division by
zero.

The WISPR SNR gain is defined for each frequency bin
containing signal plus noise (S1N8) and for adjacent bins
containing only noise~N! as

WISPR SNR gain5F ~WISPR/AVGPR!S1N8
~WISPR/AVGPR!N

G . ~3!

Alternatively, Eq.~3! can be written as

WISPR SNR gain5FS1N8 suppression

N suppression G , ~4!

where

S1N8 suppression5~WISPR/AVGPR!S1N8 , ~5!

and

N suppression5~WISPR/AVGPR!N . ~6!

The ratio AVGPR/WISPR for a sequence is a valuable
measure of fluctuation content that is designated in results
below as:

DELTA5
AVGPR

WISPR
. ~7!

In order to quantify DELTA, tests have been conducted on
more than 108 measured time histories of FFT outputs rang-
ing in size ~n! from as few as 2 points to more than 4000
points. They include consecutive FFTs with overlaps ranging
from 0% to 99%. The frequency bin widths range from 0.012
Hz to about 10 Hz. Data are also included from single sen-
sors, and from linear and multidimensional arrays with as
many as 200 elements and apertures from a few meters to 3
nmi in shallow and deep water, and in areas of light to heavy
shipping traffic with sea states from 0 to 5, and frequencies
from 1 to 1500 Hz. Signals from submerged projectors@S
1N8 in Eqs. ~1!–~7!# that varied in range from tens of
meters to more than 400 nmi, geophysical prospecting
sources, innumerable nearby and distant ships, and most va-
rieties of noise@N in Eqs.~1!–~7!# one might expect to mea-
sure in the oceans, including the Arctic near the ice, were
also included in the data. The data came from more than 18
separate measurement exercises. Based on the processing
and analysis of those data, an empirical threshold was deter-
mined, such that when

DELTA<1.41~or 1.5 dB!, ~8!

it indicates that the sequence of powers from which DELTA
was obtained has an extremely high probability of having
originated from a submerged projector. In fact, the empiri-
cally determined false alarm rate for identifying low fluctua-
tion amplitude signals from submerged projectors by that
means was found to be less than 1025.

A plot of the DELTA curve@Eq. ~7!# provides a simple
and rapid means for visually identifying the submerged
source signals~illustrated in some of the figures below!. The
submerged source signal identifications can also be easily
and rapidly accomplished in an unalerted and automatic
manner by the computer.

II. APPROACH

Theoretical, analytical, and empirical studies of the SNR
gain and other enhancements due to WISPR processing~i.e.,
WISPR and DELTA! have been conducted. Only empirical
results will be presented in this paper. Results from process-
ing spatial domain~beam-formed! and spectral domain data
are included. In presenting the results, it is assumed that the
power averaging processor, AVGPR@Eq. ~1!#, is sufficiently
well understood that it can be used for and designated as a
standard, or bench mark, against which corresponding
WISPR processing@Eqs.~2! and~7!# results can and will be
compared. Furthermore, the comparisons will be facilitated
by plotting ~as appropriate! the two different but correspond-
ing results, AVGPR and WISPR, on the same plot. In some
cases, the ratio of the two, or DELTA@Eq. ~7!#, will also be
displayed at the bottom of the same plot to designate which
components of the spectral or spatial spectrum pass the sub-
merged source test@Eq. ~8!#.

III. RESULTS AND DISCUSSION

Quantitative and qualitative measures of performance
for the WISPR processor and the fluctuation exploitation
~FE! gain it achieves are given below.

A. Independence of FE gain from frequency binwidth
gain

The plots in Fig. 2 illustrate the independence of FE gain
from frequency bin width~BW! gain with two sequences
~time histories! of ‘‘typical’’ measured ambient noise data
~bottom curves! and two sequences of measured signal data
~top curves!. Each sequence contains 400 FFT output data
points. The data sequences in Fig. 2~a! are from a 1024-point
time domain FFT~BW of 0.2 Hz! with consecutive FFTs
overlapped~O.L.! by 55%. The three statistics AVGPR,
WISPR, and DELTA associated with each data sequence are
listed in the top row of Table I. For the plots in Fig. 2~a! and
the top row of statistics in Table I, the DELTA for the noise
~N suppression! is 9.2 dB, while the DELTA for the signal~
S1N8 suppression! is 1.0 dB. Hence, the average WISPR
SNR gain ~FE! is approximately 9.2 dB
21.0 dB58.2 dB.

Each successive row of Table I is for a doubling of the
FFT size and corresponding reduction in the BW by a factor
of 2. Hence the results range from a BW of 0.2 Hz for a
1024-point FFT with 55% overlap~top row! to a BW of
0.012 Hz for the 16384-point FFT with 97% overlap~bottom
row!. The plots in Fig. 2~b! and last row of statistics in Table
I contain the results for the 16 384-point FFT with corre-
sponding FE gain of 11.2 dB-0.2 dB511.0 dB. The FE gains
in Table I show some scatter, but no definite trend that is
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related to the FFT size, or BW. Similar processing of other
data sets support the notion that the FE gain is independent
of the BW.

B. Independence of FE gain from directivity index
„DI… gain

Figure 3 illustrates the independence of FE gain from DI
gain. Each of the four plots contains three curves. The top
curves are the beam output levels versus beam number~re-
lated to steering angle! that were obtained from power aver-
aging @AVGPR, Eq. ~1!# of the beam-former outputs. The
middle curves are the corresponding outputs from WISPR
processing@Eq. ~2!#. The bottom curves are the decibel dif-
ferences~or ratio in power! between the previous two curves
@DELTA, Eq. ~7!# in the same plot. They have been clipped

on the plots to avoid having them interfere with the WISPR
curves and confusing the display. The DELTA curve is
where the gain of the WISPR processing, relative to the
AVGPR processing, shows up. The average noise suppres-
sion part of the FE gain~for noise only! is the average level
of the DELTA curve ~before clipping!. Each plot corre-
sponds to a given aperture of a towed horizontal-line array,
as denoted by the directivity index~DI! in the upper right-
hand corners of the plots. Figure 3~a! is for an array with a
DI of 1.8 dB. The FE gain indicated by the average of the
bottom curve is about 7 dB. A signal is barely distinguish-
able at the location designated by ‘‘S’’ ~i.e., S1N8!. Figure
3~b! is for an array of about twice the directivity index~4.6
dB!. In this case, the average FE gain is approximately 7 dB.
Figure 3~c! is for another doubling of the DI~7.6 dB!. The
average FE gain is still about 7 dB. The final plot, Fig. 3~d!,
is for another doubling of the DI~10.6 dB!, and the average
FE gain is again about 7 dB. The increase in the DI with the
progression in the plots~three factors of 2, or 9 dB! is obvi-
ous from the corresponding enhanced resolution in the top
curves ~AVGPR! of each plot. In all, this figure presents
results to support the notion that the FE gain is independent
of the DI gain. The DI varied over a range of 12 dB, and yet
the average FE gain remained approximately 7 dB. Other
tests of a similar nature have been conducted, and the results
have been nearly identical; the FE gain was independent of
the DI gain.

C. Independence of FE gain from both BW and DI
gains

Figures 2 and 3 illustrate the independence of the FE
gain from the BW and DI gains, respectively, by keeping the
FE gains approximately constant while the other two gains
are varied over factors of 16~12 dB! and 8~9 dB!, respec-
tively. In those cases, the FE gains, within a reasonable de-
gree of scatter, were about 7–8 dB. Figure 4 presents results
obtained from data measured by a sonobuoy during sea state

FIG. 2. Time histories of spectrum analyzed acoustic data for typical ambi-
ent noise~bottom curves! and signal plus noise bin~top curves! for two BW
sizes. The FFT sizes and corresponding statistics of AVGPR, WISPR, and
status DELTA are included in rows 1 and 5 of Table I.

TABLE I. Comparisons of various statistics for typical time histories of narrow-band noise in an FFT bin~N!
and signal plus noise (S1N8). The number of averages is 400. The time histories for the FFT sizes of 1024 and
16384 are included in Fig. 2.

FFT
size

Bin width
~Hz!

Overlap
%

Bin
type

AVGPR
~dB!

WISPR
~dB!

DELTA
~dB!

SNR
gain
~dB!

1024 0.2 55
N 32.6 23.4 9.2

8.2
S1N8 44.1 43.1 1.0

2048 0.1 78
N 32.3 24.5 7.9

7.3
S1N8 46.9 46.4 0.6

4096 0.05 89
N 31.1 21.1 9.9

9.6
S1N8 49.9 49.5 0.3

8192 0.025 95
N 31.4 25.7 5.7

5.5
S1N8 52.8 52.6 0.2

16 384 0.012 97
N 31.7 20.5 11.2

11.0
S1N8 55.8 55.6 0.2
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3 to illustrate the case when the BW and DI gains are held
constant, while the FE gains are varied. The relevant pro-
cessing parameters for the FE gain are the number of
spectrum-analyzed data points being processed by the
WISPR filter or, correspondingly, the number of averages,n,
in Eqs.~1! and~2! and the percentage of overlap of the time
domain data prior to spectral analysis, e.g., percent of over-
lap of consecutive FFTs. Whereas, for DI and BW gains, the
relevant parameters are the aperture length in wavelengths
~or correspondingly the number of sensors! and the fre-
quency bin width~or size of the time domain FFT!. The
values for noise suppression~DELTA for noise! have been
averaged over 361 adjacent bins in frequency to increase the
statistical significance of the results. The results in Fig. 4 are
for a BW of 1 Hz and an aperture size of 0~one sensor only!.
However, nearly identical results have been obtained for
similar overlaps and averages when the aperture sizes ranged
up to 99 wavelengths~198 sensors at half-wavelength spac-
ing!, and the BW changed from 0.012 to 4.6 Hz.

The family of curves in Fig. 4 shows that the noise sup-
pression@Eq. ~6!# ranges from 0 to 11 dB asn ranges from 1
to 2000 at 0% overlap, while it varies from 1.25 to 6 dB as

the overlap ranges from 99% to 0% atn510. These noise
suppression levels are comparable to the SNR gains that
have been achieved for reasonably stable signals~bins of S
1N8!. These results indicate that by overlapping 99% and an
average of 101 overlapped FFTs, 5-dB noise suppression can
be achieved with only the amount of original time domain
data that it takes to form two contiguous FFTs. On the other
hand, by averaging two contiguous FFTs, an incoherent gain
of only 1.5 dB~5 log 2 for incoherent averaging to suppress
noise only! can be achieved. Hence, there is about a 3-dB
advantage for WISPR processing in this case. The advantage
increases as the number of averages increases and the per-
centage of overlap decreases. This can be an important
source of gain for small data samples.

D. Functional form of FE gain

An equation for the noise suppression part of FE gain
@the upper bound for the FE gain, Eq.~6!#, can be determined
from a least squares fit to the family of curves in Fig. 4. The
resulting equation~in decibels! is

FEnoise56@ log~n!#1/2H 12
%overlap

100 J
11.03@ log~n!#2H %overlap

100 J 8

, ~9!

where n5the numerical size of the WISPR sum and %
overlap5the percentage of overlap in successive FFTs.

The signal plus noise (S1N8) suppression@Eq. ~5!# is
required to completely quantify the WISPR SNR gain~or FE
gain!. However, it can be ignored if one is only interested in
the upper bound to the SNR gain, which is dominated by the
noise suppression part for low fluctuation amplitude signals
~and noise!.

E. Enhanced SNR

Figure 5 illustrates the SNR enhancement of the WISPR
filter compared to the AVGPR processor. Thex axis is beam
number, and they axis is relative level. There are three

FIG. 3. Spatial resolution of the AVGPR processor~top
curves!, the WISPR filter~middle curves!, and the dif-
ference between the two~DELTA, bottom curves! for
four aperture sizes that decrease by a factor of 2 from
top left to bottom right. The directivity index~DI! and
SNR are included in each plot. The location of a sub-
merged source signal is identified by ‘‘S.’’

FIG. 4. The WISPR filter noise suppression versus number of averages for
percentages of overlap in the consecutive FFTs ranging from 0% to 99%.
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curves in this plot. The top curve is due to the AVGPR
processor~AVGPR! and the middle one is the corresponding
WISPR filter ~WISPR! result. The bottom curve is the sub-
merged source curve~DELTA! and will not be discussed
until the next subsection. The results in Fig. 5 are for a BW
of 0.1 Hz, for ann of 60 contiguous FFTs, and a towed
horizontal line array with an aperture of 60 wavelengths.
There are many clutter signals present in the results of both
processors, some with large SNR relative to the base back-
ground noise and some with small SNR. However, there is
only one signal that is relatively stable from a distant projec-
tor that was located deep within the Sofar channel about 200
miles from the array. The array was also within the Sofar
channel over the Blake Plateau in the North Atlantic Ocean.
That submerged projector signal, designated ‘‘S,’’ was re-
ceived on beam number 176. It has a SNR of approximately
8 dB in the AVGPR results. However, the SNR of the same
signal is 15 dB in the WISPR filter results. Hence, the in-
crease in SNR of that relatively stable signal, due to the
WISPR filter, compared to the results of the AVGPR proces-
sor is 7 dB. Furthermore, some of the other clutter signals
were suppressed by the WISPR filter even more than the
amount by which the stable signal’s SNR was enhanced, e.g.,
21 dB for the signal at beam 138 (C1), and 14 dB for the
signal at beam 236 (C4). Finally, it is interesting to note that,
in the AVGPR result, the submerged source signal is not the
largest signal, but it is in the WISPR result. However, this is
not the most important result of the WISPR processing. The
most important result is that the signal was not significantly
suppressed in the WISPR processing.

F. Submerged source identification

The bottom curve in Fig. 5 is a result of plotting~in
decibels! the ratio of the outputs of the AVGPR processor
and the WISPR filter@Eq. ~7!#. When that ratio is less than or
equal to 1.41~1.5 dB in the plot!, the existence of a signal
~plus noise! with a low fluctuation amplitude is indicated.
The implication is that for the power of the signal plus the
noise in the frequency bin to be relatively stable in ampli-
tude, the source must have been at a depth sufficiently deep
to minimize the opportunities for the fluctuation generation
mechanisms near the sea surface to cause the signal plus

noise to fluctuate. In the case of the results in Fig. 5, there are
many clutter signals from surface ships~e.g., designated
C1,C2 ,...!; some have large SNR, and some have small
SNR. However, there is only one signal from a submerged
projector, designated by ‘‘S’’~beam 176! for which the
DELTA curve is less than the 1.5-dB detection threshold
@Eq. ~8!#. Without a DELTA value such as that, the signal
from the submerged source would be indistinguishable from
the other highly fluctuating clutter signals from sources near
the sea surface~i.e., shipping tonal clutter!. Hence, Eq.~8!
and the resulting DELTA curve@Eq. ~7!# can be important
for characterizing the fluctuation content of signals and noise
and for identifying signals~plus noise! from submerged
sources with small fluctuation amplitudes.

G. Enhanced resolution

Figure 6 contains two halves of beam noise plots with
AVGPR, WISPR, and DELTA results in a format that is
similar to Fig. 5. The relevant half of each plot has been kept
to illustrate the same point of enhanced resolution for fluc-
tuating signals from a surface ship, Fig. 6~a!, and low fluc-
tuation amplitude signals from a submerged projector, Fig.
6~b!. Both of these figures are good examples of the en-
hanced resolution that is provided by the WISPR filter, when
compared to the AVGPR processor as the standard.

Figure 6~b! contains a signal~plus noise! that is rela-
tively stable in amplitude on the aft endfire beam of these
output results from a towed horizontal line array spatial FFT
beam former. There is evidence in the AVGPR results that a
signal appears as two separate arrivals near beam number
168, one much higher in level than the other and covering
more beams. However, those two arrivals are separated into
three distinct arrivals with relatively little suppression in the
WISPR results, at least at the signal peaks in the arrival
structure. The small amount of suppression in those three
arrivals in the DELTA curve indicates that they are low fluc-
tuation amplitude signals from a submerged source. Further-
more, all of the other signals and noise have been attenuated
by the WISPR filter from about 5 to 20 dB.

FIG. 5. Beamformer output levels versus beam number for the conventional
power average, AVGPR~top!, the WISPR~middle!, and the DELTA~bot-
tom! curves. An amplitude stable signal~S! is located at beam number 176.
Ship clutter signals are denoted C1 ,C2••• .

FIG. 6. Horizontal towed array beamformer output levels versus beam num-
ber for the conventional power average, AVGPR~top!, the WISPR~middle!,
and the DELTA curves~bottom!. Left and right halves of plot are for dif-
ferent data. Results show increased resolution for the WISPR filter espe-
cially ~a! near the forward endfire beams~numbers 96–100! where there are
two clutter source signals~C1 and C2! and ~b! near aft endfire~numbers
161–167! where there are three submerged source signals~S1 , S2 , and S3!.
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The results in Fig. 6~a! are for a nearly identical case as
in Fig. 6~b! except the single signal response in beams 95–
100 of the AVGPR processor has been divided into two dis-
tinct arrival peaks by the WISPR filter, and the signal has
been significantly suppressed in the DELTA curve rather
than preserved as the stable signal~plus noise! was in Fig.
6~b!.

The reason that the signal in Fig. 6~a! was not preserved
by the WISPR filter is because it was not a low fluctuation
amplitude signal from a submerged projector. It was a clutter
signal with high amplitude fluctuations from a ship at an
unknown distance from the array along the forward endfire
direction. The reason that the signals were separated into two
or three separate arrivals in Fig. 6~a! and~b!, respectively, is
because those were the number of vertical arrival angles that
correspond to the vertical multipaths of the signals at the
array. There were three separate vertical arrival angles of the
signal from the distant projector@Fig. 6~b!# and two from the
ship @Fig. 6~a!#. Sometimes it is easy to forget that the beam
former forms steering angles relative to the axis of the line
array. Near broadside to the array, those angles correspond
nicely to angles in the horizontal plane, and near endfire they
correspond nicely to angles in the vertical plane and not to
angles in the horizontal plane. Nevertheless, it is clear that
the spatial resolutions of the two signals have been increased
sufficiently by the WISPR filter to identify the separate ar-
rivals, while they were not separated by the AVGPR proces-
sor. Furthermore, when the two WISPR filter results in Fig.
6~a! and ~b! are compared, it is evident that both have im-
proved resolution, but only the signal in Fig. 6~b! has the
additional SNR gain enhancement associated with a low
fluctuation amplitude signal from a submerged projector.

The enhanced resolution that was achieved in these two
signal cases, one with high fluctuation amplitudes and the
other with low fluctuation amplitudes, is due to the mutual
interference of the phases of the different multipaths on the
beams between the ‘‘stable’’ main arrivals~or on the edges
of their response patterns!. The resolution is improved by
increasing the beam pattern overlap, thus maximizing the
opportunities for mutual signal or clutter interference and
accompanying high amplitude fluctuations. The net result is
a discrimination capability that is enhanced well beyond the
actual reduction in the width of the beam response pattern
caused by the fluctuation processor. The ‘‘effective width’’
is determined by the fluctuation-based processor’s ability to
discriminate between the fluctuations due to two or more
closely separated sources. It is clear that the effective beam
width achieved is well below half the beam width of that for
the AVGPR processor in both cases of vertical multipath
arrivals from the endfire direction of the horizontal line ar-
ray, two in one case@Fig. 6~a!, beams 95–100# and three in
the other@Fig. 6~b!, beams 163–170#. Similar results could
be expected for signals near broadside with close azimuthal
~or horizontal! spacing.

Figure 7~a! and~b! illustrate a case of enhanced resolu-
tion that is similar to that in Fig. 6, except it is for the
spectral domain. Figure 7~a! presents a segment of a fre-
quency spectrum from measured data for frequency bins
300–330. The top curve is the AVGPR processor result, and

the bottom curve is the corresponding WISPR filter result.
There are two signals from a single source in these results,
designated S1 and S2, at frequency bin numbers 314 and
316, respectively. The AVGPR curve shows only a single
maximum at bin number 316. There is no evidence in this
curve to suggest that there is more than one signal present. In
other words, only signal S2 could be considered detected by
the AVGPR processor. However, there are two local maxima
in the WISPR curve at bin numbers 314 and 316. Hence,
both S1 and S2 can be considered detected by the WISPR
filter.

The reason that the WISPR filter successfully separates
and detects the two closely spaced signals in Fig. 7~a! is
illustrated by Fig. 7~b!. The same principles apply to the
spatial resolution results in Fig. 6. Figure 7~b! presents the
power level time histories for frequency bin numbers 314
~bottom!, 315~middle!, and 316~top!. The time histories for
bins 314 and 316 are similar in nature, but not exactly the
same, as would be expected from the same source and for
only a small difference in the frequency. The three curves
have been vertically separated on the plot for visual clarity.
Their AVGPR and WISPR levels are the values plotted at
the corresponding bin numbers in Fig. 7~a!. The time history
for bin number 315 is radically different from the other two,
although the general trends are similar. The curve for bin 315
has an oscillatory nature~i.e., large fluctuations! that is a
result of reinforcement and cancellation of the acoustic pres-
sures due to the two signals contributing to bin 315, but not
always being in phase. Hence, cancellation and reinforce-

FIG. 7. Illustration of~a! two signals S1 and S2 being separated by the
WISPR filter ~bottom curve! but not by the AVGPR processor~top curve!
and ~b! the acoustic power time histories for frequency bins 314~S1!, 315,
and 316~S2!. Curves for bins 315 and 314 have been displaced downward
for clarity by 10 and 20 dB, respectively.
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ment takes place to spread the levels. The low values do not
appreciably affect the AVGPR calculation, but they substan-
tially suppress the WISPR filter value, which accounts for
the local minimum at bin 315 that separates S1 and S2. That
interference behavior permits the two signals to be separated
by the WISPR filter, but not by the AVGPR processor. Two
signals will continue to be separated by the WISPR filter as
they get closer until they are both in the same frequency bin.
At that point, they will appear as one signal to both proces-
sors.

H. Enhanced minimum detectable level

An enhancement in minimum detectable level~MDL !
has been observed for the WISPR filter. However, a system-
atic and comprehensive study of the MDL of the WISPR
filter has not yet been done. Plans to acquire the necessary
MDL data are currently being carried out. However, many
examples of low-level signal detections made possible by the
WISPR filter that were not detected by the AVGPR proces-
sor suggest that the MDL for the WISPR filter is several
decibels below that of the AVGPR processor. For example,
the results in Fig. 3 for four different array aperture lengths
provide evidence that the WISPR filter has a lower MDL
than the AVGPR processor. The data in Fig. 3~d! for the
array with the 10.6 dB DI indicate that the SNR is approxi-
mately 0 dB~equal signal and noise will give a local maxi-
mum of 10 log 2, or 3 dB!. That being the case, it is a simple
matter to estimate the SNR of the other three results by re-
ducing the SNR by 3 dB each time that the DI is reduced by
a factor of 2, which gives SNRs of23, 26, and29 dB for
Fig. 3~c!, ~b!, and~a!, respectively. Then, using the results in
Fig. 3 as a visual metric, one can estimate at what SNR is it
possible to begin to detect the presence of the signal, S. Its
presence is obvious in the results of the AVGPR and WISPR
curves in Fig. 3~d!, and it is also distinguishable in the
DELTA curve as a signal from a submerged source
(DELTA<1.5 dB). However, as the DI and the SNR de-
crease, the signal is questionably detectable in the AVGPR
curve at a SNR of23 dB @Fig. 3~c!#. At the same time it is
easily detected in the WISPR curve, although it does not pass
the test for being a signal from a submerged source. How-
ever, that designation is determined by whether the signal
crosses the 1.5-dB threshold. For low SNR signals, a differ-
ent threshold could be established. Such a modification of
the threshold has not been done. The signal is not detectable
in the AVGPR curves at SNR’s of26 dB @Fig. 3~b!# and29
dB @Fig. 3~a!#, while it is detectable in the WISPR curves. In
the case of29-dB SNR, the local maximum due to the
source is only about 1.5 dB, but it is still more detectable
than the ‘‘questionable’’ local maximum in the AVGPR
curve for the23-dB SNR case@Fig. 3~c!#. These results
indicate that the MDL of the WISPR filter is lower than that
for the AVGPR processor, but not how much lower it is.
That issue needs to be addressed systematically. However,
these results suggest that the MDL of the WISPR filter is at
least 6 dB lower than for the AVGPR processor.

The reason that the WISPR filter has a lower MDL than
the AVGPR processor is that in the summations for the
AVGPR and WISPR processors, Eqs.~1! and ~2!, respec-

tively, the average@Eq. ~1!# is biased upward toward the
higher values in the sequence, while the average of the re-
ciprocals@Eq. ~2!# is biased downward toward the lower val-
ues. Hence, high values are more detectable by the AVGPR
processor and low values are more detectable by the WISPR
filter. The amount by which the WISPR filter is able to de-
press the MDL is not sufficiently well understood to provide
firm quantitative results. However, the broad range of data
that has been processed suggests that the WISPR filter de-
presses the MDL in excess of 6 dB.

I. Essence of WISPR filter

Previous discussions identified and illustrated various
characteristics of the WISPR filter as applied to passive un-
dersea sonar data. The enhancements achieved suggest that
the WISPR filter could be an attractive alternative or aug-
mentation to the AVGPR processor for some applications.
The results in Fig. 8 illustrate one practical application of the
WISPR processor.

Figure 8 presents the results of a detection experiment
that was conducted in a deep water region of moderate ship-
ping traffic. The objective of the experiment was to detect a
signal from a deep projector among the background noise
and interfering clutter from the shipping traffic. The task was
an unusually challenging one because the signal had a rela-
tively low level and there was noa priori knowledge of the
signals’ frequency or spatial orientation relative to the mea-
surement array, a towed horizontal line array.

The first thing done in the detection chain to detect the
signal among the clutter and noise was time histories of
spectrum-analyzed~FFT output! power values for each fre-
quency bin-beam number cell were calculated~e.g., for ann
of 125, a BW of 0.1 Hz, and the FFTs overlapped 90%!.
Next, corresponding values for AVGPR@Eq. ~1!#, WISPR
@Eq. ~2!#, and DELTA @Eq. ~7!# were calculated for each
frequency bin-beam number cell. The results formed three
surfaces in frequency bin-beam number space corresponding
to the AVGPR, WISPR, and DELTA results. The AVGPR
surface is plotted in Fig. 8~a!. The DELTA surface~not
shown! was then thresholded at 1.41~or 1.5 dB!, and the
result is plotted as the surface in Fig. 7~b!. Visual observa-
tion of that surface, or automatic interrogation by the com-
puter, identifies the location of the signal from the sub-
merged source at the coordinates of 15 Hz and beam 101.
That was the actual detection stage of the process, and it was,
for all practical purposes, an unalerted detection.

Given the coordinates of the detected signal, a cut across
beam number at 15 Hz and across frequency at beam number
101 can be made to investigate in greater detail the signal
and noise performance of the two WISPR processors
~WISPR and DELTA!. Those results are presented in Fig.
8~c! and ~d!. A visual evaluation of those two plots in con-
junction with the previous two@Fig. 8~a! and ~b!# in Fig. 8
indicates that the gains that have been achieved by the
WISPR processors~WISPR and DELTA! include the follow-
ing:

~i! SNR increase~about 12 dB near the signal!,
~ii ! clutter/noise reduction@DELTA in Fig. 8~c! and ~d!,

about 8 dB#,
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~iii ! clutter elimination@submerged source signal only in
Fig. 8~b!#,

~iv! unalerted detection and submerged source identifica-
tion @DELTA in Fig. 8~c! and ~d!, and dot in Fig.
8~b!#,

~v! enhanced spatial and spectral resolution@WISPR in
Fig. 8~c! and ~d!#,

~vi! enhanced bearing determination@WISPR combined
with DELTA in Fig. 8~c!#,

~vii ! enhanced MDL@WISPR in Fig. 8~c!#.

The achievement of each of these various enhancements
contributed to the accomplishment of a task that was an ex-
tremely difficult one for the unalerted conventional processor
~AVGPR!, especially considering that neither the frequency
nor the beam number~i.e., bearing! of the source was known
in advance. However, detection and identification~i.e.,
submerged/not submerged! was a simple matter for the
WISPR processors, which simultaneously provided other
gains and processor enhancements.

IV. SUMMARY AND OBSERVATIONS

Some of the major sources of fluctuations were identi-
fied. The WISPR filter and a derivative of it called DELTA
were introduced, and their abilities to suppress fluctuating
quantities were demonstrated. A particularly important as-
pect of that suppression is that a SNR enhancement is
achieved when the fluctuation amplitudes of the clutter noise
are greater than those of the signal plus noise, which is often
the case for signals from submerged sources. Examples were
shown and results were presented in which the SNR gain
enhancements were well in excess of 8 dB. Other processor
enhancements were demonstrated such as improved spatial
resolution, lower MDL, clutter reduction, and unalerted~and
automatic! detection of signals from submerged sources~i.e.,
clutter elimination!. Furthermore, the fluctuation exploitation
~FE! gains were shown to be independent of the BW and the
aperture size of an array~DI!. Finally, the relevant signal
processing parameters for optimizing the WISPR filter gain

were shown to be the number of averages~gain increases
with increasing averages! and the percentage of FFT overlap
in the time domain~gain increases with decreasing overlap!,
and a functional form for the noise suppression part of the
FE gain~normally the major part for low fluctuation ampli-
tude signals from submerged sources! was presented.

When one considers the broad range of gains that the
WISPR filter achieves, compared to the conventional aver-
age power processor, it is evident that to quantify only the
improvement in a single quantity such as SNR enhancement
is an over simplification. Some of the enhancements
achieved are in characteristics in which it does not make
much sense to compare them with the average power proces-
sor such as clutter reduction and unalerted detection.
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Comparison between intensity and pressure as measures
of sound level in the ear canal
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In-the-ear calibration of sound pressure level may be problematic at frequencies above 2 kHz,
because the pressure can vary significantly along the length of the ear canal, due to reflection of
sound waves at the eardrum. This issue has been investigated by measuring behavioral thresholds to
tones in a group of human subjects (N561) for two different insertion depths of an insert earphone.
The change in insertion depth was intended to alter the distribution of pressure in the ear canal,
shifting the frequency at which spectral notches occur. The inset earphone or ‘‘probe’’~Etymotic
ER-10C! also contained a calibrated microphone, allowing the recording of sound pressure levels in
the ear canal. Prior to the threshold measurements in each subject, the Thevenin acoustic source
characteristics of the probe were determined by a special calibration procedure. This calibration
allowed the expression of the sound level at threshold in terms of acoustic intensity~ W/m2). The
impact of changes in insertion depth was determined by measuring behavioral threshold at each
depth. Because cochlear sensitivity remained constant, the level of sound entering the ear at
threshold should have been the same~within measurement error! for both insertions. The difference
in sound pressure level~SPL! at threshold between the two probe insertions was greatest at the notch
frequency of the first insertion. At this notch frequency, the SPL at threshold increased by an
average of 11.4 dB. The change in sound intensity level~SIL! at threshold was almost always less
than the change in SPL. At the notch frequency, the SIL decreased, on average, by only 0.5 dB.
These results suggest that SIL may be a better indicator than SPL of the sound level entering the ear,
especially for frequencies in the 4–8 kHz range. ©1998 Acoustical Society of America.
@S0001-4966~98!03011-2#

PACS numbers: 43.64.Ha, 43.64.Jb, 43.64.Yp@BLM #

INTRODUCTION

In-the-ear sound pressure calibration has become in-
creasingly popular in recent years due to the availability of
high quality, calibrated probe microphones~e.g., Etymotic
ER-7C and ER-10C!. It is generally agreed that the pressure
at the eardrum is a better measure of the stimulus than the
pressure at the earphone~e.g., Siegel, 1994!. However, due
to the difficulty of measuring sound pressure at the eardrum,
the pressure at the earphone is often used to calibrate stimuli.
For example, most commercial distortion-product otoacous-
tic emission~DPOAE! systems rely on pressure at the ear-
phone for stimulus calibration.

The accuracy with which pressure measurements at the
earphone estimate the pressure at the eardrum is frequency
dependent~Siegel, 1994; Siegel and Hirohata, 1994!. For
frequencies below about 2 kHz, pressure throughout the ear
canal is more nearly uniform, because the quarter wave-
length of the signal is large compared with the dimensions of
the ear canal. This situation does not exist at higher frequen-
cies, where standing waves can result in a partial cancellation
of the sound pressure seen at the microphone. As a result, the
pressure seen at the measurement microphone could poten-
tially underestimate the pressure at the eardrum for these
higher frequencies. Obviously, the dimensions of the ear ca-
nal also influence the accuracy of these measurements. All

other things being equal, the upper frequency limit for which
pressure measurements at the plane of the probe indicate
pressure at the eardrum will decrease as the length of the ear
canal increases.

An alternative measure of stimulus level is acousticin-
tensity, defined as the acoustic power per unit area~e.g.,
W/m2). Intensity at the earphone will be a good indicator of
the intensity at the eardrum whenever ear canal losses are
small ~Keefeet al., 1993!. It is expected that specifying the
stimulus level in terms of acoustic power avoids the problem
of standing wave notches~e.g., Marlanet al., 1994!. How-
ever, power measurements require more information about
the acoustic load than pressure measurements. Microphones
directly measure acousticpressure. To convert a pressure
measurement into a power or intensity value, theconduc-
tanceof the acoustic load must also be determined. One way
to estimate the conductance of the load is to first calibrate the
acoustic source characteristics of the probe~Mo” ller, 1960;
Rabinowitz, 1981; Allen, 1986; Keefeet al. 1992!.

The probe can be characterized by its Thevenin-
equivalent source pressure and source impedance~Allen,
1986!. These source parameters can be estimated by a special
calibration procedure which uses a set of acoustic cavities to
provide known acoustic loads~Allen, 1986!. Once the source
parameters are known, the probe can be used to measure the
conductance of any given acoustic load.

The study described in this paper investigates two re-
lated questions:~1! How well do sound pressure measure-a!Electronic mail: neely@boystown.org.
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ments in the ear canal describe the level of sound that enters
the ear? and~2! Do sound intensity measurements provide a
better~i.e., more reliable! description of stimulus level than
sound pressure measurements? To investigate these ques-
tions, we used behavioral threshold to maintain a nearly con-
stant level of sound entering the ear and manipulated the
distribution of pressure in the ear canal by varying the inser-
tion depth of an insert earphone and microphone~probe!.
Since it is assumed that behavioral thresholds do not vary~at
least within a test session!, any variances in behavioral
threshold must reflect inaccuracy in the calibration proce-
dure. By calibrating in both SPL and SIL, we can compare
the relative accuracy of pressure and intensity measurements
over a wide range of frequencies.

I. METHODS

A. Probe

An ER-10C probe microphone~Etymotic Research! was
used to deliver stimuli and to measure sound pressure level
in the ear canal. This microphone is well suited for making
pressure measurements because it has a nearly constant sen-
sitivity of about 0.05 V/Pa, over a wide range of frequencies.
This means that at the output of the preamp, a measurement
expressed in terms of dBre: mV can be interpreted as a
measurement of dB SPL~re: 20 mPa!.

The Thevenin acoustic source characteristics were esti-
mated ~using locally developed software! for the ER-10C
probe by a method similar to the one described by Allen
~1986!. @See also Keefeet al. ~1992! and Voss and Allen
~1994!.# Five brass tubes~11/32 in. o.d., 8 mm i.d.! of vary-
ing lengths~21, 24, 28, 34, and 42 mm! were closed at one
end and mounted vertically for use as acoustic cavities by
gluing one end of each tube to a single brass plate.

In order to attach the ER-10C probe to the open ends of
the calibration tubes, a simple coupler was made by gluing a
short ~20 mm! section of the same diameter tube inside a
slightly longer~30 mm! section of the next larger diameter
tube~3/8 in. o.d.!. The foam eartip of the ER-10C probe was
compressed and inserted into the smaller end of the coupler.
The larger end of the coupler was seated on top of the open
end of the acoustic cavity providing a good acoustic seal
between the probe and the cavity. The coupler effectively
extended the tube length by about 3 mm.

The pressure response of each of the five cavities to a
wide-band chirp stimulus was measured by the ER-10C mi-
crophone. The stimulus was generated and the response re-
corded digitally by a Turtle Beach ‘‘Tahiti’’ soundcard at a
sample rate of 44.1 kHz. Although the ER-10C probe con-
tains two receivers~loudspeakers!, only one receiver was
used in this study. The chirp stimulus delivered to the re-
ceiver was 112-mV peak-to-peak~40-mV rms! with a flat
spectrum from 0 to 20 kHz. Synchronous averaging of re-
peated stimuli was used to reduce noise in the calibration
measurement. The total averaging time was about 37 s per
chirp-response measurement~corresponding to 80 repetitions
of a 46.4-ms chirp!.

Because the probe calibration is sensitive to tempera-
ture, the acoustic cavities were maintained at a temperature

between 34 and 40 °C~monitored by an oral thermometer
inserted into the tallest tube!. This was intended to warm the
probeto approximately the same temperature during calibra-
tion as when it was inserted into a human ear canal. As a
result, the speed of sound in the interior air spaces of the
probe should have been about the same during probe calibra-
tion as when the probe was inserted into an ear canal.

The acoustic impedance of each cavity was computed by
a formula derived by Keefe~1984!. This formula requires
that the length, diameter, and temperature of the tubes be
known. The length of the acoustic cavities~including the
coupler! could not be determined with sufficient accuracy by
direct measurement, so an initial estimate of this length,
based on the frequency of the first prominent spectral peak,
was subsequently improved by numerical iteration. The pro-
cedure used an overspecified set of five linear equations,
based on both the measured cavity pressures and the calcu-
lated cavity impedances, to generate an error term, and
sought to minimize the error by adjusting the estimated tube
lengths iteratively~Allen, 1986!. The Thevenin source im-
pedance and pressure for the ER-10C probe was determined
by this procedure.

Acoustic intensity is, in general, a vector quantity equal
to the product of fluid velocity and pressure. In this paper,
we consider only the direction normal to the plane of the
probe and treat intensity as a scalar quantity. For a particular
frequency component, intensity can be computed as

I ~ f !5 1
2Re@v~ f !* •p~ f !#,

wherev( f ) and p( f )are, respectively, the complex Fourier
components of velocity and pressure at that frequency.~Re@#
extracts the real part of a complex number, and the* de-
notes a complex conjugate.! Specificacoustic impedance~or
unit area acoustic impedance! is defined as the ratio of the
pressure and velocity

Zs~ f !5
p~ f !

v~ f !

~Pierce, 1981!. If the specific impedance is known, then in-
tensity can be computed as

I ~ f !5Gs~ f !•prms
2 ~ f !,

whereprms( f )is the rms pressure andGs( f )5Re@Zs
21( f )# is

the specific conductance. The specific impedance of air~at
37 °C! is rc5401 Pa s/m~Keefe, 1984!.

The characteristic impedance of the brass tubes used for
probe calibration isZ05rc/A058.03106 Pa s/m3 ~580 cgs
acoustic ohms! where A055.031025 m2 is the cross-
sectional area of each tube. The source impedance of the
probe Zprb and the load impedance of the ear canalZec ,
which are derived from the calibration procedure, have the
same units asZ0. For simplicity, the source and load imped-
ances are normalized byZ0 when they are presented in Sec.
II.

Because the foam eartip was changed for each subject,
the probe calibration was repeated for each subject either
immediately before or immediately after behavioral thresh-
old measurements were made. The entire probe calibration
procedure was completed in about 5–10 min.

2926 2926J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 S. T. Neely and M. P. Gorga: Measures of sound level in the ear canal



B. Subjects

Subjects were seated in a comfortable chair in a sound-
attenuating booth. The ER-10C probe~with the same foam
eartip that was used for probe calibration! was inserted into
the subject’s ear canal. Special effort was made to obtain an
initial insertion as deep as possible. A pressure response was
measured in the ear canal using the same wide-band chrip
stimulus. The ear canal~load! pressure, together with the
previously determined source pressure and impedance, pro-
vided enough information to calculate the specific conduc-
tance of the ear canal. Thenotch frequencywas identified by
a peak in the conductance curve in the 1–8 kHz range. Con-
ductance was used to determine the notch frequency instead
of pressure because the conductance maximum was easier to
locate. The notch occurs in the pressure magnitude~versus
frequency! curve because reflected sound from the eardrum
arrives back at the probe with a 180 degrees phase shift at
this frequency and tends to cancel the forward-going sound
being emitted by the probe. This sound-wave cancellation is
also responsible for the observed peak in the conductance
curve.

Following the measurements of the ear canal pressure
response, behavioral threshold measurements were made.
The subjects were asked to press a response button each time
they heard a tone. The tones were presented 100 times at
each of 12 frequencies. The tone was initially presented at 40
dB SPL, decreased in level on the next trial by 5 dB if the
subject indicated that the tone was heard, and increased by 5
dB if the subject did not respond. The 1-s interval between
tones was extended if the subject had not yet released the
button. Thresholds were measured at the five octave frequen-
cies from 0.5 to 8 kHz and at seven additional frequencies in
the vicinity of the notch frequency. The first set of ear canal
calibration and threshold measurements required about 35
min to complete.

The seven additional frequencies extended from one oc-
tave below to one-half octave above the notch frequency in
quarter-octave steps. This asymmetric pattern was selected to
maximize our observations around the notch frequencies of
both probe insertions, where we expected the calibration er-
rors to be greatest. The second probe insertion was always
less deep than the first insertion and was expected to have a
notch frequency about one-half octave lower than the notch
frequency of the first insertion. By designing our threshold
estimates to extend one octave below the initial notch fre-
quency, we expected the estimates to also extend one-half
octave below the notch frequency of the second insertion.

Thresholds were determined by a maximum-likelihood
procedure~Green, 1993!. Likelihood values, based on all 100
trials, were computed using a logistic function to approxi-
mate the psychometric function describing percent of ‘‘yes’’
votes~Green, 1995!. The parameters of the logistic function
were ~1! upper asymptote,~2! lower asymptote,~3! slope,
and~4! threshold. Values for these four parameters were cho-
sen by numerical iteration to obtain a maximum likelihood
value, given the history of responses to the 100 trials. The
threshold of the psychometric function with the maximum
likelihood was selected as the behavioral threshold for that
tone.

After a short break, the probe was again inserted into the
subjects’ ear canal, but this time not as deep as the first time.
During this probe insertion procedure, a new notch fre-
quency~determined from the conductance peak! was com-
puted online and updated on the computer screen every few
seconds. The insertion depth was adjusted until the notch
frequency shifted~usually downward! by about 1

2 octave~at
least 1

4 and not more than34 octave!, compared to the initial
probe insertion. The ear canal conductance and threshold at
the same 12 frequencies were again measured in the same
way as they were for the initial deeper insertion.

The threshold measurements provided a way to control
the level of the sound entering the ear that was independent
of any measurements from the probe microphone. We as-
sumed that behavioral threshold over the duration of a test
session was relatively constant. Therefore, any difference in
threshold between the two probe insertions could not be a
consequence of a change in middle-ear or cochlear function.
The threshold differences can be attributed to two sources~1!
threshold estimation errors and~2! calibration errors. The
threshold estimation errors should be unbiased~i.e., equally
likely to be larger or smaller for the second insertion!. There-
fore, any tendency for the pressure or intensity at threshold
to be consistently larger or smaller for the second insertion
must reflect an error in the corresponding pressure or inten-
sity calibration. The extent to which the behavioral thresh-
olds vary provides an estimate of the error in the pressure
~SPL! or intensity~SIL! calibration.

The experimental protocol was completed on 75 subjects
ranging in age from 14 to 78 years. All subjects were pre-
sumed to have ‘‘normal’’ hearing, based on informal ques-
tioning; however, this was not confirmed by clinical audio-
metric assessment because normal hearing was not a
requirement for this experiment. It was only necessary for
the subjects to be able to hear the tones and for their thresh-
old to remain constant over the course of participation in the
experiment, which typically lasted less than 2 h.

In seven subjects, it was not possible to shift the notch
frequency by at least14 octave, because the frequency re-
mained nearly the same even when the probe was withdrawn
to the shallowest possible insertion. Since the primary objec-
tive of the experiment was to investigate the effect of chang-
ing the pressure distribution in the ear canal, the data from
these seven subjects were excluded from further analysis. In
seven other subjects, the SPL at threshold at one or more
frequencies changed by more than 40 dB, probably because
the subject fell asleep during the test. Because this threshold
shift was larger than could be accounted for by the change in
probe insertion depth, the data from these seven subjects
were also excluded from further analysis. The data reported
are from the remaining 61 subjects.

II. RESULTS

A. Probe

When chirp-response measurements were made in each
of the five calibration tubes, the first resonant peaks occurred
at 3.8, 4.6, 5.5, 6.3, and 7.1 kHz. The corresponding tube
lengths, determined by the iterative procedure described
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above, were~on average! 45.2, 37.6, 31.1, 27.4, and 24.2
mm. The standard deviations associated with these tube
lengths were 0.74, 0.78, 078, 0.78, and 0.77 mm, respec-
tively. The similarity of these standard deviations across all
of the different tube lengths suggests a common source of
variability, such as the insertion depth of the probe tip into
the coupler that was used for these calibrations.

The Thevenin acoustic source characteristics of ER-10C
probe were obtained as a result of the calibration procedure.
These computations were done in the frequency domain,
with independent estimates for the source pressure and
source impedance at each frequency. Typical results derived
from one set of tube measurements are shown by the dotted
lines in Figs. 1 and 2.

The source pressure/voltage ratio in Fig. 1 was com-
puted by dividing the derived source pressure by the Fourier
transform of the voltage waveform delivered to the probe.
The magnitude of the source pressure~upper panel! de-
creases gradually between 0.5 and 8 kHz, except for a shal-
low dip around 2 kHz and a peak near 3.5 kHz. The phase
~lower panel! has a corresponding peak near 3 kHz. A linear
phase corresponding to a constant delay of 1.45 ms was sub-
tracted from the measured phase to show details more
clearly. Digital processing as the signal passes through the
soundcard accounts for 1.21 ms of this delay. Electrical and
acoustic propagation through the ER-10C accounts for the
remaining~;0.24 ms! delay.

The source impedance in Fig. 2 was derived from the
same tube measurements used to derive the source pressure
shown in Fig. 1. The impedance magnitude is normalized by
the characteristic impedance of the calibration tubesZ0. The
magnitude of the source impedance, like the pressure, is rela-

tively constant across the frequency range of interest, except
for a dip near 2 kHz. The phase has a 90-degree phase in-
crease near 2 kHz, going from245 degrees at low frequen-
cies to145 degrees at high frequencies. The magnitude and
phase behavior near 2 kHz suggests that the ER-10C probe
has an internal cavity that resonates at this frequency. The
magnitude and phase functions should have a minimum-
phase relationship because they represent the impedance of a
physical system. Our tests to confirm this minimum-phase
relation were inconclusive due to uncertainties about the im-
pedance below 100 Hz and above 10 kHz.

Repeated measurements of the source pressure and im-
pedance produced slightly different results. For example,
across the 61 separate measurements on the same ER-10C
probe, the normalized magnitude of the source impedance
ranged from about 12 to 30 at 0.5 kHz and from about 2 to 9
at 8 kHz. These variations might be due to slight differences
in compression of the foam eartip of the probe or due to
instabilities in the analysis methods used to derive these
quantities.

To access the accuracy of the probe calibration, the im-
pedance of a test load of known impedance was also mea-
sured. The test load was a 60.0-mm brass tube of the same
diameter~8.0 mm!, but longer than any of the five tubes used
for the probe calibration. Figure 3 compares the measured
impedance of the test load~solid line! with the theoretical
value calculated for this tube~Keefe, 1984!. The agreement
between the measured and the calculated impedances ap-
pears to be excellent from 0.5 to 8 kHz, which is the fre-
quency range of interest.

FIG. 1. Thevenin source and load pressures. The dotted lines represent the
source pressure of the ER-10C. The solid and dashed lines represent the load
pressure of the ear canal for the first and second insertions, respectively. The
pressure magnitudes~upper panel! are normalized by the voltage to the
probe. A linear phase, corresponding to a constant delay of 1.45 ms, was
subtracted from all phase curves~lower panel! for clarity.

FIG. 2. Thevenin source and load impedance. The dotted lines represent the
source impedance of the ER-10C probe. The solid and dashed lines repre-
sent the load impedance of the ear canal for the first and second insertions,
respectively. The impedance magnitude~upper panel! is normalized by the
characteristic impedance of the calibration cavitiesZ0583106 Pa/m2

~580 cgs acoustic ohms!. The phase of the load impedance~lower panel!
was restricted to the range between290 and190 by forcing the real part of
the impedance to remain positive~see text!.
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B. Ear canal

When the probe is inserted into an ear canal, the ear
canal becomes the acoustic load being driven by the acoustic
source within the probe. A typical measurement of an ear
canal pressure is shown in Fig. 1. The solid line represents
the first~deeper! insertion and the dashed line represents the
second~shallower! insertion. The pressure/voltage ratio was
computed by dividing the Fourier transform of the pressure
waveform recorded from the probe by the Fourier transform
of the voltage waveform delivered to the probe. Compared
with the source pressure, the magnitude of the load pressure
is generally smaller~by about 10 dB! and the phase shows no
obvious difference in slope~that would be evidence of an
additional delay!.

The initial notch frequency can be seen in the pressure
magnitude~solid line! at about 4.6 kHz. The notch moves
down to about 3.3 kHz for the second insertion~dashed line!.
This shift of20.4 octaves is a result of increasing the length
of the air space between the plane of the probe and the ear-
drum. A downward shift of the notch frequency was ob-
served in most subjects; however, in five subjects, the notch
frequency shifted upward by more than 0.25 octaves. This
was an unexpected result for which a definitive explanation
is not known. We assume that the upward shift, occurring in
8% of our subjects, must be due to unusual curvature or
cross-sectional area in these subjects’ ear canals. While the
upward shift is difficult to explain, its occurrence has no
influence on the primary purpose of this shift namely, to
determine the reliability of ear canal estimates of pressure
and intensity. In the subset of 56 subjects where the notch
frequency shifted downward~as expected!, the initial notch
frequency ranged from 3.4 to 8.1 kHz and the second notch

frequency ranged from 2.6 to 5.3 kHz. In the other five sub-
jects, where the notch frequency shifted upward, the initial
notch frequency ranged from 2.4 to 6.2 kHz and the second
notch frequency ranged from 3.2 to 8.4 kHz.

The solid and dashed lines in Fig. 2 show the ear canal
normalized impedance corresponding to the ear canal pres-
sure shown in Fig. 1. The ear canal impedanceZec at each
frequency was computed from the probe pressurePprb,
probe impedanceZprb, and ear canal pressurePec, according
the formulaZec5Zprb•Pec/(Pprb2Pec). Note that the notch
frequencies appear more distinct when they are observed in
the impedance magnitude~Fig. 2! than when they are ob-
served in the pressure magnitude~Fig. 1!. This was always
the case and made it easier~and more reliable! to determine
the notch frequency from the impedance instead of the pres-
sure. The impedance phase crosses zero at the notch fre-
quency, going from290 degrees at lower frequencies to
190 degrees at higher frequencies.

Occasionally, the phase of the impedance would become
greater than190 degrees or less than290 degrees. For ex-
ample, where the dashed line in the lower panel of Fig. 2 is
equal to190 degrees between 8 and 9 kHz, the computed
impedance value was actually greater than190 degrees.
This meant that the real part of the complex impedance was
negative, which was a nonphysical result for a passive sys-
tem. The negative real impedance may have been due to
measurement errors~noise!, instability in the analysis meth-
ods used to compute the probe impedance, or changes in the
probe impedance between probe calibration and ear canal
insertion. The small amount by which the phase exceeded
190 degrees would have seemed insignificant when plotted,
but the corresponding effect on the real part of the imped-
ance greatly influences our estimate of acoustic intensity.
Our method for dealing with these nonphysical impedances
is described below.

The conductance values in Fig. 4 are for the same two
probe insertions for which the pressure and impedance were
presented in Figs. 1 and 2. Conductance is defined as the real
part of 1/Zec. Note that the conductance peaks in Fig. 4 occur
at the notch frequencies of the pressure in Fig. 1 and the

FIG. 3. Measured and calculated impedance for test load. The test load was
a closed, brass tube at room temperature~25 °C! with 8-mm diameter and
60-mm length. The calculated impedance is based on equations from Keefe
~1984!. The impedance magnitude~upper panel! is normalized byZ058
3106 Pa/m2 ~580 cgs acoustic ohms!.

FIG. 4. Thevenin load conductance. The solid and dashed lines represent the
conductance of the ear canal for the first and second insertions, respectively.
These conductances correspond with the load impedance measurements
shown in Fig. 2. The solid circles represent average, third-octave conduc-
tance values from ten adult subjects measured by Keefeet al. ~1993!. The
conductance magnitude is normalized byZ0, the characteristic impedance of
the calibration cavities.
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impedance in Fig. 2. This means that if we know the fre-
quency of the conductance peak, we also know the notch
frequency. This method was used to determine the notch
frequency for this experiment because it proved more reli-
able than using the pressure magnitude. For comparison,
conductance values measured by Keefeet al. ~1993! are also
shown in Fig. 4.

When the real part of the impedance is negative, the
conductance also becomes negative. In the example shown in
Fig. 4, the conductance values were negative above 9.6 kHz
for the first insertion~solid line! and above 8.1 kHz~and
below 0.3 kHz! for the second insertion~dashed line!. In this
subject, the conductance values were positive over the fre-
quency range of interest~0.5–8 kHz!. However, in other sub-
jects, negative conductance values sometimes occurred in the
0.5–8 kHz range. Dealing with negative conductance values
presented the greatest challenge for this method of determin-
ing acoustic intensity in the ear canal. Because negative con-
ductance values were considered unrealistic, a minimum
~normalized! conductance value of 0.01 was established for
the purpose of computing intensities. Whenever the conduc-
tance value was less than the minimum value, it was set
equal to the minimum value. This adjustment made it pos-
sible to compute intensity values for all subjects at all fre-
quencies of interest. Without this adjustment, 19 of the 61
subjects would have had negative values at one or more of
the frequency at which behavioral thresholds were measured.
This is not an ideal solution to the problem of negative con-
ductance values. We hope that a better solution can be found
to deal with this problem in the future.

The two ear canal pressure-to-voltage ratios shown in
the upper panel of Fig. 1 as solid and dashed lines represent
in-the-ear SPL calibrations. Using these curves, it is possible
to determine the voltage needed to produce any desired SPL
at any frequency. The differences in pressure-to-voltage ratio
between the two insertion depths, by as much as an order of
magnitude~20 dB! at some frequencies~near 4.2 kHz!, illus-
trate the primary issue addressed in this paper. Specifically,
in-the-ear SPL calibration cannot provide a reliable indica-
tion of the signal level entering the ear at some frequencies
because it is so sensitive to the insertion depth of the probe.

Ear canal conductance provides the additional informa-
tion needed to transform an SPL calibration into an SIL cali-
bration. Figure 5 shows two in-the-ear SIL calibrations con-
structed from the pressure-magnitudes in Fig. 1 and the
conductance in Fig. 4. The solid and dashed lines represent
the first and second probe insertions, respectively. The dif-
ference between the two SIL calibrations in Fig. 5 is much
smaller than the difference between the two SPL calibrations
in Fig. 1. Multiplication by the conductance has effectively
removed the ‘‘standing-wave’’ notches seen in SPL curves.
The relative insensitivity of the SIL calibration to changes in
probe insertion depth is an important advantage of this ap-
proach to calibration.

C. Thresholds

In Fig. 6, thresholds are shown for the five octave fre-
quencies~0.5, 1, 2, 4, and 8 kHz!. The circles indicate the
mean values for the 61 subjects. The error bars indicate the

standard error of the mean. For each subject, the threshold
values for the two probe insertions were averaged. The open
circles indicate the sound pressure level~dB SPL! at thresh-
old. For comparison, the triangles indicate the ANSI~1996!
standard reference equivalent threshold~RETSPL! for an oc-
cluded ear simulator and the asterisks indicate the minimum
audible pressure~MAP! at hearing threshold at the eardrum
estimated by Killion~1978!.

There is general agreement between the present mean
thresholds and the average thresholds described in the na-

FIG. 5. Acoustic intensity in the ear canal. The solid and dashed lines
represent the ratio of intensity in the ear canal to voltage squared at the
probe for the first and second insertions, respectively. Note that intensity in
the ear canal is less sensitive~between 0.5 and 8 kHz! to the change in probe
insertion depth than the pressure magnitude shown in Fig. 1. To facilitate
comparison, the vertical scales in Fig. 1 and in this figure both span an
80-dB signal range.

FIG. 6. Behavioral thresholds to tones. The open circles represent the mean
SPL thresholds for our subjects in dBre: 20 mPa rms. The filled circles
represent the mean SIL threshold in dBre: 10212 W/m2. ~The filled circles
also represent the mean power threshold in dBre: 5310217 W.! The SPL
and SIL values were determined from the same threshold measurements
using the ear canal conductance to convert SPL values to SIL values. The
error bars indicate the standard error of the mean. For comparison, the
triangles represent the ANSI~1996! reference equivalent thresholds
~RETSPL! for an occluded ear simulator and the asterisks represent the
minimum audible pressure~MAP! at the eardrum estimated by Killion
~1978!.

2930 2930J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 S. T. Neely and M. P. Gorga: Measures of sound level in the ear canal



tional standards and by Killion. The present threshold values
were higher than the previously published values, except at 4
kHz. This is probably descriptive of the subjects population,
since normal hearing was not a requirement for inclusion in
this study. The lower threshold in our subjects at 4 kHz is
probably an artifact of the spectral notch in pressure magni-
tude that was usually observed at frequencies near 4 kHz.

The filled circles show the sound intensity level~SIL! at
threshold expressed in dBre: 1 pW/m2. No standard for the
SIL at behavioral threshold has yet been established for use
with insert earphones. The threshold SIL is not constant
across frequency; it is 13.7 dB higher at 8 kHz than at 0.5
kHz, suggesting a trend for the threshold SIL to increase
with frequency by about 3 dB/octave. This is greater than the
change in MAP, which is only 2 dB larger at 8 kHz than at
0.5 kHz.

The change in threshold between the two probe inser-
tions is shown in Fig. 7. The open circles indicate the mean
SPL change and the filled circles indicate the mean SIL
change. The error bars represent the standard error of the
mean. Results of the five octave frequencies~0.5, 1, 2, 4, and
8 kHz! are shown in the left panel, while the threshold
changes at the seven additional frequencies~21, 23

4, 21
2,

21
4, 0, 1

4, and 1
2 octaves relative to the initial notch frequency!

are shown in the right panel. At 2 kHz and below~left
panel!, the mean threshold change at the standard frequen-
cies is about 1 dB or less for both SPL and SIL measures of
threshold. The difference between SPL and SIL is less than 1
dB at 2 kHz and below. The mean SPL change decreases by
about 3 dB at 4 kHz and increases by about 3 dB at 8 kHz.
These deviations are probably due to the reflection of sound
waves at the eardrum. The mean SIL change is less than 1
dB at 4 and 8 kHz.

A greater contrast between the mean SPL change and
the mean SIL change is seen in the right panel of Fig. 7. The
fact that the SPL change is negative for frequencies below
the initial notch frequency is evidence of the downward shift
of the notch frequency by about12 octave for the second
probe insertion. The mean SPL change is most positive~11.4

dB! at the initial notch frequency and most negative~25.0
dB! at one-half octave below this frequency. By contrast, the
SIL change is never more than60.5 dB at any frequency in
the vicinity of the notch frequency. Since we assumed that
behavioral thresholds have not changed between the two
probe insertions, the large SPL changes must indicate that
the SPL at the plane of the probe differs from the SPL at the
eardrum.

An alternative to in-the-ear calibration~SPL or SIL! is to
calibrate the insert earphone in an occluded ear simulator or
other coupler attached to a calibrated microphone~ANSI,
1996!. With this calibration method, the voltage required to
produce a given SPL in the coupler is assumed to produce
the same SPL at the eardrum. To assess the effect of using a
voltage reference in place of in-the-ear calibration, the tri-
angles in Fig. 7 show the mean change in voltage~dBV!
delivered to the earphone at threshold. In general, the voltage
change appears to be less than the SPL change, but greater
than the SIL change. This suggests that a voltage reference
may be more reliable than in-the-ear pressure calibration,
especially for frequencies at which a notch in the SPL oc-
curs; however, calibrating the voltage reference presents its
own set of problems, as discussed below.

III. DISCUSSION

The method used to obtain ear canal impedance by first
determining the Thevenin acoustic source characteristics
generally follows the description provided by Allen~1986!
and Keefeet al. ~1992!. The choice of five calibration tubes
was a compromise between the four tubes recommended by
Allen and the six tubes recommended by Keefe. The tube
lengths also represent a compromise between the slightly
shorter tubes used by Voss and Allen~1994!, which ranged
from 11.2 to 30.2 mm, and the much longer tubes used by
Keefeet al. ~1992!, which ranged from 238 to 500 mm. The
tube lengths used in this study were selected so that the fre-
quencies of the first resonant peaks~at the half-wave reso-
nance! would span the frequency range of greatest interest
~4–8 kHz! with approximately uniform spacing.

Our decision to heat the calibration tubes to body tem-
perature was based on a suggestion by Allen~personal com-
munication! and some preliminary comparisons that we
made between calibrations performed at room temperature
and at body temperature. We observed phase shifts in the
source impedance and source pressure as the temperature
was raised from room temperature to body temperature.
These phase shifts were larger at higher frequencies and
were consistent with the increased speed of sound due to the
temperature increase. More importantly, negative conduc-
tance values occurred less frequently in our initial tests when
the probe calibration was performed at the same temperature
as the test load. While this result was not definitive, it did
suggest that heating our calibration tubes to body tempera-
ture for this study might be worth the effort.

Others have demonstrated that probe calibration is pos-
sible using only two acoustic loads~e.g., Rosowskiet al.,
1990; Puriaet al., 1997; Lynchet al., 1994!. The two-load
method was not used in this study because it was not known
whether the unevenness and inconsistency of the foam tip on

FIG. 7. SPL, SIL, and voltage threshold changes due to change of insertion
depth. The open circles represent the mean change in SPL threshold, the
closed circles represent the mean change in SIL threshold, and the triangles
represent the change in voltage~dBV! to the probe at threshold. The error
bars represent standard error of the mean. The five standard frequencies are
shown in the left panel. The seven additional frequencies near the notch
frequency are shown in the right panel.
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the ER-10C would interfere with the accurate determination
of effective tube lengths. There was also some concern about
the effect of temperature on the calibration. When the tube
lengths are determined by an iterative procedure, a small
error in the temperature specification can be partially cor-
rected by adjusting the effective tube length appropriately.
The only successful probe calibrations for the ER-10C that
were known at the time that this study was initiated were
those of Allen ~personal communication! using four tubes
and Keefe~personal communication! using six tubes, which
formed the basis for the selection of five tubes for this study.

An independent calibration of the ER-10C probe was
recently reported by Huanget al. ~1998!. Huanget al. rec-
ommend that the ER-10C probe be modified to extend the
microphone tube 3–4 mm beyond the earphone tube to re-
duce evanescent effects, which were found to be significant
~see also Rabinowitz, 1981!. This may represent a source of
calibration error in the present study, since we did not
modify the microphone tube in this manner. For example, the
small phase errors we observed between measured and cal-
culated impedance values~see Fig. 5! might be due to eva-
nescent effects.

The probe calibration procedure used in this study ap-
pears to be efficient and reliable in most cases. However, the
large number of subjects for which negative conductance
values occurred at frequencies of interest~19 out of 61! sug-
gests that some improvement in this method is warranted
before it is adopted for routine use. Incorporation of addi-
tional physical constraints~perhaps by physical modeling!
may be useful. The results of the experiment would have
been nearly the same if we had excluded the 19 subjects with
negative conductance, suggesting that the main effects we
observed were robust. Including all 61 subjects in the data
analysis~by setting a minimum value for the conductance!
gives a more realistic assessment of the results that can be
obtained by currently available methods.

The Thevenin acoustic source pressure and impedance
shown in Figs. 1 and 2 have not previously been published
for the ER-10C; although source reflectance, derived from
the source impedance, has been published by Keefe~1997!.
Informal comparisons were made of the Thevenin source im-
pedance shown in Fig. 2 with that obtained~using similar
methods! by Allen ~personal communication! and Keefe
~personal communication! for the ER-10C. Results of these
comparisons indicate as much as a factor of 3 difference
between the lowest and highest impedance values at any
given frequency. This discrepancy is about the same as the
range of values across the 61 probe calibrations obtained in
this experiment alone. The variability in results among these
probe calibrations can be attributed to variations in the ear-
tip, instabilities in the analysis methods, and, in the compari-
sons with Allen’s and Keefe’s results, physical differences
among the different ER-10C probes. Significantly better
agreement among source impedance estimates should be
possible with improvements in the methods used to derive
the Thevenin source characteristics.

In Fig. 6, the difference between the ANSI standard
RETSPL and the mean value of our measured SPL at thresh-
old is about 4 dB at 500 Hz and increases to about 8 dB at 8

kHz. There may be several reasons for this discrepancy:~1!
The occluded ear simulator used in the ANSI standard might
not be representative of the average ear canal of our subjects.
Note that below 8 kHz, our group means are closer to Kil-
lion’s MAP than the RETSPL. Killion’s MAP values have
been confirmed in a comparison with other studies~Wilbur
et al., 1988! and may be more reliable than the ANSI
RETSPL values.~2! Our technique measures SPL at the
probe whereas ANSI standard and Killion’s MAP both refer
to SPL at the eardrum.~3! The average threshold of our
subjects was probably not exactly 0 dB HL~re: ANSI, 1996!
at all frequencies. We did not obtain~standard clinical! au-
diometric thresholds on these subjects because the focus of
this experiment was on threshold changes rather than abso-
lute thresholds. Finally,~4! there may be errors or biases in
our threshold measurement methods. One possible source of
measurement error is subject inattention. Failure to respond
to audible tones inappropriately elevates the threshold esti-
mate obtained by our automated threshold procedure. An-
other possible source of measurement error is the deviation
of the ER-10C microphone calibration from a constant value.
In our calculations, we assumed that the microphone sensi-
tivity was 0.05 V/Pa at all frequencies. The calibration chart
for this microphone supplied by the manufacturer indicates
that the error in this assumption is at most 1 or 2 dB over the
frequency range of interest~0.5–8 kHz!.

In Fig. 4, we compare our measured conductance values
for one subject with the third octave conductance values ob-
tained by Keefeet al. ~1993! for the mean of ten subjects.
Below 2 kHz, the conductance values obtained by Keefe
et al. are similar to those obtained by Mo” ller ~1960!, who
also presented the mean of ten subjects, but did not measure
above 2 kHz. The mean conductance values of Keefeet al.
do not show the distinct peaks and dips that are apparent in
the conductance of a single ear canal; however, an average of
the conductance values we obtained in all 61 subjects would
be similar to their mean value.

In-the-ear pressure calibration is the method currently
used by most commercial DPOAE measurement systems.
Siegel ~1994! has shown that such calibration can lead to
significant errors in the measured DPOAE amplitudes. The
reason for the DPOAE amplitude errors is that the stimulus
levels measured at the plane of the probe were not always a
good indication of the stimulus level at the eardrum. The
results shown in Figs. 5 and 7 indicate that in-the-ear inten-
sity calibration would not have the same problems as pres-
sure calibrations and could, therefore, lead to more reliable
measures of DPOAE amplitude because the stimulus level
would be more reliably determined. This improvement in
accuracy of the stimulus level is obtained despite the prob-
lems with current methods~such as negative conductance!
described above.

One disadvantage of using in-the-ear intensity calibra-
tion is the additional time~5–10 min! required to recalibrate
the probe before each ear canal measurements. It is, there-
fore, of interest of know whether similar results could be
obtained with fewer probe calibrations. We repeated the
analysis using the same probe calibration~the one illustrated
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in Figs. 1, 2, and 4! for all ears. The mean SPL and SIL
values for the change in threshold were within 1 dB of the
values shown in Fig. 7, despite a much more frequent occur-
rence of negative conductance values. Thus, it appears that
in-the-ear SIL calibration retains its advantage over SPL
calibration even with a single probe calibration.

An alternative to in-the-ear calibration is to calibrate the
probe in an occluded ear simulator or other coupler attached
to a calibrated microphone. With this method, the voltage
that produces the desired SPL in the coupler would be as-
sumed to produce the same SPL in the ear canal. To assess
this calibration method, it is of interest to know whether a
given voltage to the earphone always produces the same
level of sound entering the ear. The triangles in Fig. 7 show
that the change in threshold is greater at most frequencies for
a voltage reference than it is for an intensity reference. The
voltage change is greatest at 8 kHz or above the notch fre-
quency. In general, based on these results, it would appear
that coupler calibration may be preferable to in-the-ear SPL
calibration, but not as good as in-the-ear SIL calibration.
However, there are other problems associated with coupler
calibrations. For example, if the coupler impedance is much
different than the ear-canal impedance, then the pressure
measured in the coupler~by the calibration microphone! can
be much different than the pressure presented to the eardrum.
Thus one could obtain errors from coupler calibrations that
are as large as those observed with in-the-ear pressure cali-
brations.

If intensity is a better indicator of stimulus level than
pressure, then the question arises whether the ear is detecting
pressure or power. In Fig. 6, we see that neither the pressure
nor the intensity at threshold is constant across frequency.
Puriaet al. ~1997! provided evidence from measurements in
human cadaver ears that behavioral threshold corresponds to
constant pressure~28 dB SPL! in the vestibule of the co-
chlea. With this observation in mind, we can interpret our
results in the following way. Pressure at the probe is not
constant at threshold across frequency because it is not a
good indicator of pressure in the cochlea, due to reflected
waves from the eardrum and middle ear. Intensity at the
probe is not constant across frequency because the ear is not
a power detector.

If behavioral threshold is determined by pressure at the
entrance to the cochlea~Puriaet al., 1997!, then calibrating
sound levels to a pressure reference may be preferable to
using an intensity reference. Direct measurement of pressure
at the eardrum avoids the problem of notches due to standing
waves~Siegel, 1994!, but the procedure may be too difficult
for routine use. Another way to obtain estimates of pressure
at the eardrum is to use a calibrated probe, estimate the ear
canal diameter and distance between the probe and the ear-
drum, and calculate the propagated pressure at the eardrum
assuming cylindrical geometry~Rabinowitz, 1981; Huang
et al., 1988; Stevenset al., 1987!.

IV. CONCLUSIONS

Currently available methods for estimating acoustic
source pressure and impedance of a probe allow the determi-
nation of sound intensity level~SIL! in addition to sound

pressure level~SPL! in the ear canal. Above 2 kHz the in-
the-ear SIL measurement appears to provide a better indica-
tion of the level of sound entering the ear than in-the-ear SPL
calibration, judged by the sensitivity of behavioral thresholds
to changes in probe insertion depth. Coupler calibration may
be better than in-the-ear SPL calibration, but does not appear
to be as good as in-the-ear SIL calibration. Below 2 kHz, SIL
and SPL calibrations appear to perform equally well.
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Click train encoding in primary auditory cortex of the awake
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Multiunit activity ~MUA ! and current source density~CSD! patterns evoked by click trains are
examined in primary auditory cortex~A1! of three awake monkeys. Temporal and spectral features
of click trains are differentially encoded in A1. Encoding of temporal features occurs at rates of
100–200 Hz through phase-locked activity in the MUA and CSD, is independent of pulse polarity
pattern, and occurs in high best frequency~BF! regions of A1. The upper limit of ensemble-wide
phase-locking is about 400 Hz in the input to A1, as manifested in the cortical middle laminae CSD
and MUA of thalamocortical fibers. In contrast, encoding of spectral features occurs in low BF
regions, and resolves both thef 0 and harmonics of the stimuli through local maxima of activity
determined by the tonotopic organization of the recording sites. High-pass filtered click trains
decrease spectral encoding in low BF regions without modifying phase-locked responses in high BF
regions. These physiological responses parallel features of human pitch perception for click trains,
and support the existence of two distinct physiological mechanisms involved in pitch perception: the
first using resolved harmonic components and the second utilizing unresolved harmonics that is
based on encoding stimulus waveform periodicity. ©1998 Acoustical Society of America.
@S0001-4966~98!01611-7#

PACS numbers: 43.64.Qh, 43.64.Ri, 43.66.Hg@RDF#

INTRODUCTION

Pitch perception is a fundamental feature of human au-
dition, subserving functions as diverse as speech recognition,
music appreciation, and auditory source identification. De-
spite this crucial role in hearing, little is known about the
central nervous system mechanisms that underlie the encod-
ing of pitch. Elucidating these neural mechanisms requires
detailed investigations of the auditory cortex, as profound
deficits in pitch perception occur following lesions of the
posterior temporal lobe~e.g., Zatorre, 1988; Divenyi and
Robinson, 1989; Robinet al., 1990!. While these lesion stud-
ies suggest a specialized role of auditory cortex in the non-
dominant hemisphere for pitch perception, neuroanatomical
and functional imaging studies indicate that primary auditory
cortex ~A1! of both hemispheres is involved in the initial
stages of cortical processing~Galaburda and Pandya, 1983;
Zatorre et al., 1992, 1994; Morelet al., 1993; Pandya and
Rosene, 1993!. These considerations suggest that A1 is a
critical component of the neural network involved in pitch
processing, and support the need to examine relevant activity
that would serve as input for later auditory processing stages.

Electrophysiological analysis is critical for defining
physiological mechanisms important for pitch perception in
A1. Functional imaging studies can identify brain regions
involved with pitch perceptual tasks, but cannot delineate the
associated physiological events within the activated cortical
areas. Noninvasive recordings of human event-related poten-
tials and magnetic-evoked responses provide temporally dy-
namic pictures of complex sound encoding, but are also lim-
ited in their ability to characterize the specific neural
processes that generate the waveform components. Resolu-
tion of these physiological mechanisms requires intracranial
recordings. Ethical considerations, however, preclude exten-
sive investigations in humans.

Fortunately, key features of complex sound perception
that mirror human responses occur in some animals. This
indicates that animals can serve as models for detailing some
of the neural events underlying pitch encoding. Monkeys and
cats respond to the pitch of harmonic tone complexes deter-
mined by a missing fundamental frequency (f 0) in a manner
similar to humans~Heffner and Whitfield, 1976; Tomlinson
and Schwarz, 1988!. This ability is lost in cats after bilateral
ablation of the auditory cortex~Whitfield, 1980!. The capac-
ity to discriminate amplitude-modulated noise is nearly iden-a!Electronic mail: steinsch@aecom.yu.edu
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tical in monkeys and humans, and both species demonstrate
qualitatively similar critical bands and psychoacoustical sen-
sitivities for multiple phonetic contrasts of speech sounds
~Gourevitch, 1970; Kuhl and Padden, 1982, 1983; Sinnott
and Adams, 1987; Sinnott and Kreiter, 1991; Sommerset al.,
1992; Pfingst, 1993!. Monkeys also exhibit categorical per-
ception of species-specific vocalizations, aphasia-like deficits
following auditory cortical lesions, and human-like hemi-
spheric specialization~Petersenet al., 1978; Heffner and
Heffner, 1986, 1989; Mayet al., 1989!. Thus, many higher-
order capacities in complex sound perception are determined
by general principles of auditory system physiology, and can
be adequately examined in a primate model.

In this study, neural activity associated with pitch encod-
ing of click trains is investigated by examining neuronal en-
semble responses in A1 of awake monkeys. Click trains
composed of individual pulses with same and alternating po-
larity are used as stimuli because they elicit pitch perceptions
that are apparently based on two distinct psychoacoustical
mechanisms that lend themselves to physiological analysis
~Flanagan and Guttman, 1960a, 1960b; Guttman and Flana-
gan, 1964; Rosenberg, 1965!. The pitch of click trains with
pulse rates less than 100 Hz equals the pulse rate regardless
of the click polarity pattern. In contrast, the pitch of click
trains with f 0’s greater than 200 Hz is determined by thef 0

and is dependent on the click polarity pattern. The interven-
ing frequency region is a transition zone where pitch based
on rate andf 0 are in conflict, leading to determinations of a
single pitch that are often unsatisfactory. These two pitch
mechanisms are mediated by distinct auditory channels, with
pitch perception equal to pulse rate encoded by high-
frequency channels, and pitch perception based onf 0 medi-
ated by low frequency channels. Furthermore, pitch deter-
mined by pulse rate is thought to be determined by temporal
mechanisms, whereas spectral encoding processes are
thought to mediate pitch encoded by thef 0 .

There is controversy, however, about the need to postu-
late the existence of two distinct pitch mechanisms. A uni-
tary model of pitch encoding using autocorrelation within
individual auditory processing channels and subsequent ag-
gregation of periodicity estimates across channels has been
proposed~Meddis and Hewitt, 1991; Meddis and O’Mard,
1997!. Physiological data based on autocorrelation of audi-
tory nerve fiber activity support this hypothesis~Cariani and
Delgutte, 1996a, 1996b!. Other studies describe differential
processing of resolved and unresolved harmonics that sup-
port dual pitch mechanisms~Carlyon and Shackleton, 1994;
Shackleton and Carlyon, 1994!. As discussed above, audi-
tory cortex is required for complex pitch perceptions. There-
fore, if a dual mechanism of pitch processing is valid, physi-
ological support using click train stimuli may be evident in
A1. Specifically, we hypothesize that click train stimulation
should engage two neural mechanisms relevant for pitch en-
coding. The first should be based in low-frequency tonotopic
regions of A1 and encode spectral features of click trains, the
second should be present in high-frequency areas and con-
tain temporal patterns of activity that encode click trains pre-
sented at rates up to 100–200 Hz.

I. METHODS

Three male monkeys~Macaca fascicularis! weighing
between 2 and 3 kg were studied following approval by our
institutional Animal Care and Use Committee. Animals were
housed in our AAALAC-accredited Animal Institute and
their health was monitored daily. Surgery was performed us-
ing sterile techniques under barbiturate anesthesia and in-
volved the implantation of electrode guides for repeated in-
tracortical recordings. Electrode guides were 18-gauge
stainless steel tubes glued together to form matrices that
rested upon the intact dura. Implants were positioned above
and anterior to A1 at a 30-degree angle, permitting electrode
penetrations nearly orthogonal to the surface of A1. The im-
plants and bars permitting painless head fixation during the
later recordings were embedded in dental acrylic and secured
to the skull with screws and inverted bolts keyed into the
bone. Perioperative medications were used to minimize ani-
mal discomfort and the risk of infection. Recordings began 2
weeks after surgery.

Intracortical recordings were performed with multicon-
tact electrodes constructed in our laboratory~Barna et al.,
1981!. They contained 14 electrodes evenly spaced at
150-mm intervals~,10% error! that permitted simultaneous
recordings from the entire laminar width of A1. Individual
electrodes were 25-mm insulated stainless steel wires that
were fixed in place within the sharpened distal portion of a
30-gauge needle. Each channel had an impedance of 0.1 to
0.4 MV at 1 kHz. Headstage preamplification was followed
by amplification with a frequency bandpass down 6 dB at 3
Hz and 3 kHz. The reference was an occipital bone electrode.
Auditory evoked potentials~AEPs! were averaged on-line by
computer with a sampling rate of 1673 Hz. Input signals
were simultaneously high-pass filtered above 500 Hz~rolloff
24 dB/oct!, further amplified by a factor of 8, full-wave rec-
tified, digitized at a sampling rate of 3346 Hz, and averaged
by computer for acquisition of multiunit activity~MUA !.

MUA is a measure of the weighted sum of action poten-
tials recorded from neuronal ensembles surrounding the re-
cording contacts~for details see Vaughan and Arezzo, 1988!.
Electrode impedance determines the radius of recording.
Electrodes used in the present study are capable of recording
sharply differentiated MUA at 75-mm spacing~Schroeder
et al., 1990!. Increases of MUA above prestimulus baseline
levels indicate net cellular excitation, while decreases denote
a net decrement in the firing rate of the sampled population
of neurons. While multichannel MUA recordings offer the
advantage of rapidly sampling synchronized unit activity si-
multaneously from multiple cortical laminae, the technique
does have important limitations that include: a greater weight
in the response from larger cells and those closer to the re-
cording tips, an inability to define the cell types that contrib-
ute to the response, and the masking of response patterns
contributed by individual neurons.

One-dimensional current source density~CSD! analyses
were calculated from the laminar profiles of the AEPs using
an algorithm that approximated the second spatial derivative
of the field potential voltages (V) from 3 adjacent points:

D52„V~r 2h!22V~r !1V~r 1h!…/h2,
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whereD is the second spatial derivative approximation,r is
the point at whichD is calculated, andh is the spacing of the
recording sites~Freeman and Nicholson, 1975!. CSD analy-
sis determines net transmembrane current flow by calculating
scalar quantities that indicate whether a recording site acts as
an extracellular current source or sink at each time point of
the AEP. Sources and sinks represent locations where current
is either injected or removed from the extracellular space,
and primarily index sites of synaptic activity or associated,
circuit completing current flow. CSD analysis is enhanced
when active sinks and sources are differentiated from passive
currents effecting circuit closure. Thus, a sink can index
a site of net depolarization or it can represent passive
current drawn to balance hyperpolarization at an adjacent
site. A source can occur at a site of net hyperpolarization or
represent circuit completing current flow for an adjacent de-
polarization. These possibilities are distinguished by using
MUA as an independent measure of cellular excitation and
inhibition. A sink coincident with increased MUA indicates
that the sink represents EPSPs, while a source associated
with a reduction in MUA suggests that the source indexes
hyperpolarization.

Multiple requirements must be met for accurate one-
dimensional CSD analysis~for reviews see Mitzdorf, 1985;
Vaughan and Arezzo, 1988; Vaughanet al., 1992; Schroeder
et al., 1995!. One requirement is the need for relatively uni-
form activation of neurons in the planes perpendicular to the
trajectory of the recording electrode, thereby canceling cur-
rent flow in all directions except that orthogonal to the cor-
tical surface. The stimuli in this study evoke nonuniform
patterns of activation that might violate basic requirements
for valid CSD analysis. However, CSD along the vertical
dimension is not distorted by lateral current flow when the
diameter of a neuronal ensemble generating a specific current
is one to two times the vertical length of the associated
sources and sinks~Nicholson and Freeman, 1975!. The ex-
tended widths of dendritic trees of auditory cortical pyrami-
dal cells indicate that synchronous activation of only a small
group of adjacent neurons will satisfy our requirements for
CSD analysis~Winer, 1984; Mitaniet al., 1985!. These the-
oretical considerations are exemplified by demonstrations
that, despite nonuniform activation, reliable one-dimensional
CSD profiles are obtained that reflect the A1 tonotopic orga-
nization ~Steinschneideret al., 1995; Fishmanet al., 1998!.
Another concern of CSD analysis is the frequency response
characteristics of the technique, which might lead to spectral
aliasing of the responses. However, at frequencies of interest
~,1 kHz!, capacitive, inductive, magnetic, and propagative
effects of the extracellular medium can be ignored~Mitzdorf,
1985!. Furthermore, except for lamina 1, variation in resis-
tance across cortical laminae is less than 10%~Hoeltzell and
Dykes, 1979; Mitzdorf and Singer, 1980!. This indicates that
CSD components predominantly reflect changes in current
flow induced by stimulation, and not changes in tissue resis-
tance. To minimize the possibility of spatial aliasing,
wherein interelectrode spacing is too wide to resolve differ-
ential activity occurring between adjacent recording contacts,
we use electrode spacing~150 mm! capable of recording
from even the narrowest of cortical laminae. Finally, we did

not analyze the CSD when there was significant deviation
~.20 degrees! from a perpendicular electrode penetration
into A1, as this might also introduce error into the computa-
tions.

Stimuli were click trains with pulse rates of 10 Hz to 2
kHz. They were digitally constructed from clicks 100ms in
duration that were either of the same or alternating polarity
~Fig. 1!. Alternating polarity click trains had af 0 that was
one-half that of the same polarity click trains presented at the
same rate. The alternating polarity click trains also contained
odd-numbered harmonic components that were twice the am-
plitude of the same polarity trains, which were composed of
both odd and even harmonics. Trains were 175 ms in maxi-
mum duration, with the absolute duration dependent on the
click rate. Tone bursts ranging in frequency from 0.2–12.0
kHz were presented to define the tonotopic specificity of the
recording sites. They were 175 ms in duration, with 10-ms

FIG. 1. ~a! Schematic diagram of the click train stimuli used in the present
study. Trains were composed of pulses that were either of uniform or alter-
nating polarity. The fundamental frequency of alternating polarity click
trains was one-half the same polarity trains presented at an equal rate. Same
polarity click trains contained sequential harmonics, while alternating polar-
ity stimuli were composed of odd-numbered harmonics that were each twice
the amplitude of the former stimuli.~b! Schematic diagram of same and
alternating polarity click trains presented at pulse rates of 200 and 100 Hz.
~c! Summary of pitch perception findings for click trains~based on Flanagan
and Guttman, 1960a, b; Guttman and Flanagan, 1964; Rosenberg, 1965!.
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linear rise–decay times. All stimuli were digitally con-
structed, edited, and delivered at a sampling frequency of
44.1 kHz~Macintoshcomputer usingdigidesign Turbosynth
and Sound Designer IIsoftware and hardware!. In one ani-
mal, high-pass filtered click trains~cutoff 2 kHz! were also
delivered. Fourier analysis confirmed the adequacy of the
filtering process. Inter-stimulus-interval was 658 ms. Stimuli
were presented via a dynamic headphone~Sony, MDR-7502!
coupled to a 60-cc plastic tube that was placed against the
ear contralateral to the recording sites. ARane GE60graphic
equalizer was used to enhance the headphone’s frequency-
response characteristics for one animal. All stimuli were pre-
sented at 60 dB SPL~rms!, and occasionally at 80 dB.
Acoustic calibrations were performed with the microphone
of a sound level meter~Brüel & Kjaer, type 2236! placed in
the same relative position as the animal’s ears.

Recordings were performed in an electrically-shielded
and sound-attenuated chamber. The animals were painlessly
restrained in custom-fitted primate chairs with their heads
immobilized using pressure fits against the bars implanted at
the time of surgery. Monkeys maintained an alert state
throughout the recordings. Positive food reinforcements were
given periodically. Intracortical positioning of the electrodes
was guided by the on-line analysis of the AEP and MUA
evoked by isolated clicks~80 dB!. Click trains and tone
bursts were presented when the multicontact electrode
straddled the inversion of the AEP components and middle
electrode channels recorded MUA of cortical origin. Re-
sponse averages were generated from 75 or 100 stimulus
repetitions.

Animals were deeply anesthetized with sodium pento-
barbital and perfused through the heart with physiologic sa-
line and 10% buffered formalin when recordings were com-
pleted. A1 was anatomically delineated using published
criteria ~Morel et al., 1993!, and the electrode tracks were
identified and reconstructed in coronal sections stained with
cresyl violet. Laminar locations of the recording sites were
defined using a combined histological and physiological pro-
cedure. Depths of the earliest click-evoked current sinks and
concurrent sources were used to locate lamina 4 and lower
lamina 3~Steinschneideret al., 1992!. The physiologic lami-
nar profiles of the CSD and MUA were then correlated with
the measured widths of A1 and its laminae for each electrode
penetration, and checked by relating the remainder of the
laminar CSD and MUA profiles to expected locations for
prominent current sources and sinks~Steinschneideret al.,
1994!. MUA recorded in subjacent white matter and with
onset and peak latencies earlier than intracortical activity was
ascribed to activity in thalamocortical afferents.

II. RESULTS

Results are based on 40 electrode penetrations into A1.
Consistent with earlier studies, a tonotopic organization in
the tone-evoked CSD and MUA is observed, with low best
frequencies~BF! located anterolaterally and higher BFs pos-
teromedially ~e.g., Merzenich and Brugge, 1973; Morel
et al., 1993!. BFs ranged from 200–12 000 Hz in 37 penetra-
tions. Three penetrations in histologically identified postero-
medial A1 are included in the sample and are assumed to

have BFs greater than 12 000 Hz. Twenty-two penetrations
have a BF less than 2000 Hz. No differences are noted
among the responses from the three animals or from the left
and right hemispheres.

A. Encoding of click trains in low BF regions of A1

Spectral features of click trains are predominantly en-
coded within low BF regions of A1. Responses reflect the
entire harmonic structure of the click trains and not just the
pitch, or f 0 , of the sounds. Demonstrating this result first
requires an illustration of how spectral sensitivity of record-
ing sites is determined. Figure 2 depicts tone-evoked re-
sponses recorded at an electrode penetration site~site A!
with a BF of 700–800 Hz. The laminar profile of CSD
evoked by the 700 Hz tone is shown in the left-hand column,
with approximate laminar locations shown at the far left of
the figure. A characteristic sequence of cortical activation is
engaged. Initial current sinks are located in the thalamor-
ecipient zone of lamina 4 and lower lamina 3~depths 5 and
6!. The location and timing of these sinks and surrounding
current sources are consistent with the initial depolarization
of lamina 4 stellate cells, basilar regions of lower lamina 3
pyramidal cells and terminal portions of thalamocortical af-
ferents ~Steinschneideret al., 1992; Tenkeet al., 1993!.
These initial sinks are rapidly followed by supragranular ac-
tivation, shown by the current sinks at depths 3 and 4, with
associated passive current sources in more superficial lami-
nae ~depths 1 and 2!. This dipolar configuration indicates
depolarization of more apical portions of pyramidal cells.
These initial components are followed by more variable
sources and sinks that will not be further discussed.

The middle column of Fig. 2 depicts the lower lamina 3
CSD profiles~depth 5! evoked by the indicated tone bursts.
There is an increase in the size of the initial current sink as
tone frequency increases from 200 to 700 Hz, a plateau be-
tween 700 and 1000 Hz, and a rapid change from a current
sink to initial current sources at higher tone frequencies. The
MUA patterns parallel the CSD findings, as shown in the
right-hand column of the figure. There is an increase in both
the initial burst of MUA and the sustained activity as tone
frequency increases to 700 Hz, a decline in activity at
slightly higher frequencies, and a sustained decrease of
MUA to levels below baseline for tone frequencies greater
than 1000 Hz. Association of the decreases in MUA with
concurrent sources in the CSD indicate that these lamina 3
current sources represent active hyperpolarization of local
neurons. Absence of a large excitatory current sink and as-
sociated MUA increases preceding the hyperpolarization in-
dicate that the current sources index synaptically mediated
inhibition and not passive afterhyperpolarization.

Data are quantified in the graphs at the bottom of Fig. 2,
which depict both the area~solid lines! and peak responses
~dotted lines! elicited by the tones. Area and peak measures
are taken from 5 to 35 ms following stimulus onset for the
initial CSD sinks at depths 5 and 6, and 15 to 45 ms for the
later supragranular activity. There is a consistent maximum
between 700 and 800 Hz in the CSD peak and area measures
across the granular and supragranular laminae. MUA re-
sponses are measured from 5 ms following stimulus onset
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FIG. 2. Tone-evoked CSD and MUA recorded from an A1 site whose BF is 700–800 Hz. The CSD laminar profile elicited by the 700-Hz tone is shown in
the left-hand column. Arrows denote locations of principal current sources and sinks, beginning with the earliest activation in lower lamina 3 and lamina 4
~initial sinks at depths 5 and 6!, followed by later supragranular sinks~depths 3 and 4!. The sources at depths 1 and 2 reflect passive current return for the
deeper sinks. Approximate laminar boundaries are shown at the far left of the figure. CSD and MUA recorded to the presented tones in lower lamina 3~depth
5! are shown in the middle and right-hand columns, respectively. Tone frequencies are shown to the left of the middle column. Arrowheads immediately above
the timelines indicate stimulus onset and offset. The graphs at the bottom of the figure illustrate the spectral sensitivity of the CSD components and the lower
lamina 3 MUA. Solid curves denote area measurements of the responses, while dotted curves denote peak responses. Maximum responses occur to the 700-
and 800-Hz tones in all cases. See text for details.
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FIG. 3. MUA recorded from the same lower lamina 3 site~depth 5! as that shown in Fig. 2. Responses evoked by the same and alternating polarity click trains
are shown in the left-hand and middle columns, respectively. Click train rate is shown at the far left of the figure. Note the absence of phase-locked activity
elicited by the lower rate click trains. Complex changes in response amplitudes are related to the relationship between the harmonic structure of the stimuli
and the spectral sensitivity of the recording site. The right-hand column depicts this relationship by illustrating the harmonic structure of the click trains in
relation to the 700–800 Hz region of maximum spectral sensitivity. Large amplitude responses contain harmonics within this spectral region. The bottom
graphs summarize measurements of sustained and peak responses to the same~solid lines! and alternating~dotted lines! polarity click trains. See text for
details.
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until tone offset. This excludes an ‘‘off’’ response from the
analysis that might reflect postinhibition rebound of neural
activity. The area and initial peak of the lower lamina 3
MUA are maximal at 700 Hz. There is a marked decrease in
activity evoked by tone frequencies higher than 1000 Hz in
both the CSD and MUA, with area measurements generally

falling below baseline levels. This finding indicates the pres-
ence of a flanking, inhibitory region at frequencies somewhat
higher than the BF.

Responses to click trains reflect the tonotopic sensitivity
of recording site A. Figure 3 illustrates MUA recorded from
the same lower lamina 3 site~depth 5! as shown in the pre-

FIG. 4. CSD evoked by the click trains during the same electrode penetration as that shown in Figs. 2 and 3. The left-hand column depicts the laminar CSD
profile evoked by the 500-Hz alternating polarity click train. This stimulus, which evokes large amplitude MUA in lower lamina 3, also initiates a sequence
of current sources and sinks nearly identical to the 700-Hz BF tone. Arrows denote the principal current sources and sinks. The middle and right-hand columns
illustrate the lower lamina 3~depth 5! CSD evoked by the same and alternating polarity click trains, respectively. Largest amplitude responses are evoked by
the 400-Hz same polarity and 500-Hz alternating polarity click trains~arrows!, which can be ascribed to low-order harmonics of these stimuli lying within the
BF region of this site. Graphs at the bottom of the figure depict area response measures at the principal sites of sources and sinks. In all cases, the 400-Hz same
polarity and 500-Hz alternating polarity click trains evoke maximal or near maximal responses.
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vious figure. Comparisons between responses to the same
polarity ~left-hand column! and alternating polarity~middle
column! click trains reveal a complex pattern of activity that
is best explained by relating the harmonic structure of the
stimuli to the tonotopic specificity. For instance, MUA to the
500-Hz alternating polarity click train is much larger than the

response to the 500-Hz same polarity click train. The third
harmonic of the alternating polarity train falls within the BF
response area of the site, in contrast to the harmonics of the
same polarity stimulus~right-hand column!. Furthermore,
the third harmonic of the same polarity click train~1500 Hz!
lies within the maximum inhibitory surround of this record-

FIG. 5. Salient CSD and MUA waveforms evoked by the 500- and 1000-Hz alternating click trains and low-frequency tones from an electrode site whose BF
is 200–300 Hz:~A! depicts the supragranular sink,~B! the lower lamina 3 MUA, and~C! the granular CSD sink. Lower lamina 3 MUA is recorded 600mm
below the supragranular sink and 150mm above the granular sink. Tone-evoked lower lamina 3 MUA ‘‘on’’~D! and sustained~E! response graphs indicate
maximum activity at 200 and 300 Hz, respectively;~F! illustrates the click train-evoked MUA, and shows that the 500-Hz alternating polarity click train
( f 05250 Hz) elicits the largest response. Drop lines facilitate comparisons between tone- and click train-evoked MUA and CSD components. In~B!, note that
the ‘‘on’’ response in the MUA evoked by low-frequency tones~unfilled arrow! is absent in the click train responses. See text for details.
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ing site. Similarly, the second harmonic of the 400-Hz same
polarity click train is near the BF, while harmonics of the
alternating polarity click train fall outside this spectral re-
gion. These differential spectral patterns explain the mark-
edly enhanced response evoked by the 400-Hz same polarity
click train when compared to its alternating polarity counter-
part. Identical rationales can explain the differences in re-
sponse sensitivity for the other click train comparisons. For
instance, the 300-Hz alternating polarity click train elicits a
much larger response than its same polarity counterpart. The
fifth harmonic of the alternating polarity stimulus is near the
BF, in contrast to the harmonics of the same polarity click
train. A 50-Hz reduction in click train rate evokes a larger

response for the same polarity stimulus. Now, the third har-
monic of the 250-Hz same polarity click train lies near the
BF, while the harmonics of the alternating polarity fall out-
side this region. There is also a lack of response to the 1000-
and 2000-Hz click trains in both the same and alternating
polarity conditions. For these four stimuli, low harmonic
components are present in the inhibitory surround flank of
the spectral sensitivity curve and appear to dominate the re-
sponse to the total sound. Of importance is the absence of
synchronized phase-locked activity in the neuronal en-
sembles to the individual click pulses for even the lowest
frequency click trains.

Response differences are quantified at the bottom of Fig.
3. The 500-Hz alternating polarity click train elicits the
maximum area response~left-hand graph!. The next largest
response is to the 200-Hz alternating polarity click train. Its
seventh harmonic is at the BF of 700 Hz. The 250- and
400-Hz same polarity click trains elicit the next largest re-
sponses, and their harmonics are also near the BF. Similar
patterns, with minor variation, are seen for the peak initial
responses~right-hand graph!.

CSD profiles at site A demonstrate comparable features
of spectral sensitivity to click trains~Fig. 4!. The left-hand
column illustrates the laminar CSD profile elicited by the
500-Hz alternating polarity click train. This stimulus, which
elicits large amplitude MUA as shown in the previous figure,
produces a laminar profile of activity very similar to that
evoked by the 700-Hz tone~see Fig. 2, left-hand column!.
This finding indicates that excitatory stimuli engage a similar
sequence of synaptic events across laminae and illustrates the
stability of the multicontact electrode recordings over time.
The middle and right-hand columns depict the lower lamina
3 CSD at depth 5 to same and alternating polarity click
trains. Once again, there is a near absence of ensemble-wide
phase locking to the individual click pulses. The largest ini-
tial current sinks are evoked by the 400-Hz same polarity
and 500-Hz alternating polarity click trains~arrows!, mirror-
ing the MUA responses shown in Fig. 3. Furthermore, this
relative specificity is maintained in the amplitudes of the
other granular and supragranular current sources and sinks,
as depicted in the graphs at the bottom of the figure. For all
three measures, the 400-Hz same polarity and 500-Hz alter-
nating polarity click trains evoke maximal or near maximal
responses. Thus, the combined data for the MUA and CSD
indicate that this site is sensitive to the spectral content of
click trains, and responds most vigorously when low number
harmonics are in the vicinity of the 700-Hz BF.

Remarkably, the previous example demonstrates that
differential spectral encoding of click trains in A1 can begin
with the earliest depolarization in the thalamorecipient zone
of lamina 4 and lower lamina 3. Spectral encoding occurs
despite the fact that all trains contain the same initial click at
stimulus onset. Thus, there is a very rapid integration of
information pertaining to spectral content in the earliest cor-
tical responses, suggesting that subcortical processing per-
forms some form of spectral encoding. However, onset re-
sponses evoked by thalamocortical fiber input may not be a
consistent indicator of click train spectral content. Instead,
later and more sustained activity reflecting intracortical pro-

FIG. 6. Click train-evoked MUA recorded from a lower lamina 3 site. The
lower left-hand graph depicts the sustained activity evoked by the tones.
Maximum activity is evoked by the 1000-Hz tone. Frequencies between
1600 and 2500 Hz elicit sustained inhibition. Same polarity and alternating
polarity click train responses are shown in the left- and right-hand columns,
respectively. Click train rate is shown at the far left of the figure. Phase-
locked activity is only evoked by click trains with rates less than 50 Hz. The
lower right-hand graph depicts the sustained MUA amplitudes evoked by
the click trains. The largest amplitude sustained response is evoked by the
1000 Hz same polarity click train~solid arrow in the above waveforms!,
consistent with the BF of this site. The largest alternating polarity click train
responses are evoked at rates of 300 and 2000 Hz~asterisks!. The seventh
harmonic of the former, and thef 0 of the latter click train, are near the BF.
‘‘Off’’ responses are evoked by the 2000-Hz same polarity and 1000-Hz
alternating polarity click trains~unfilled arrows!.
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cessing may represent a better measure of the spectral com-
position of these complex stimuli~Fig. 5, site B!. At this site
with a BF of 200–300 Hz, tone-evoked MUA consist of an
initial ‘‘on’’ response~unfilled arrow! followed by later and
more sustained activity@Fig. 5~B!#. Alternating click trains
of 500 and 1000 Hz fail to evoke an ‘‘on’’ response. In the
granular layer, CSD sinks are temporally coincident with the

initial ‘‘on’’ response components in the MUA to the low-
frequency tones@Fig. 5~C!, left-most vertical drop line#. De-
spite the presence of these current sinks evoked by the click
trains, they are not associated with coincident MUA re-
sponses.

In contrast, the later, supragranular sinks shown in Fig.
5~A!, located 600mm above~B!, are associated with the

FIG. 7. The upper half of the figure depicts middle laminae MUA simultaneously recorded at 150-mm intervals in response to 100-Hz click trains presented
as same polarity stimuli and at 60 dB~left-hand column!, 80 dB ~middle column!, and as an alternating polarity train at 80 dB~right-hand column!.
Approximate depth of lamina 4 is indicated at the far left of the figure. Peak tone-evoked responses at depth ‘‘A,’’ located in lower lamina 3, are shown in
the lower right-hand graph and indicate a maximum response at 2600 Hz. Responses at the same middle laminae locations are nearly identical, demonstrate
ensemble-wide phase-locking at 100 Hz, and are independent of suprathreshold intensity and pulse polarity pattern. MUA evoked by same polarity click trains
presented at 60 dB and recorded from depth ‘‘A’’ are shown in the bottom of the figure, and demonstrate phase-locked activity that dissipates at rates above
125 Hz.
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click train-evoked MUA and demonstrate the spectral encod-
ing of these stimuli. The current sinks in Fig. 5~A! evoked by
the tones are characterized by an increase in latency as the
frequency of stimulation decreases from 500 to 200 Hz. Tim-
ing of these supragranular sinks is nearly identical to the
peaks of the more sustained tone-evoked MUA in Fig. 5~B!.
The current sink in Fig. 5~A! evoked by the 500-Hz alternat-
ing polarity click train is longer in latency than that associ-

ated with the 1000-Hz alternating polarity click train, and the
peaks of these sinks are temporally coincident with the peaks
in the sustained MUA to the same stimuli. Latencies of the
supragranular sink and MUA to the 500-Hz alternating po-
larity click train are nearly coincident with those elicited by
the 200- and 300-Hz tones. The latter are near thef 0 of this
click train. A different pattern is seen for the 1000-Hz alter-
nating polarity click train, where timing of the supragranular

FIG. 8. MUA recorded from a lower lamina 3 site with a maximum tone-evoked response elicited at 5000 Hz~lower right-hand graph!. Phase-locked
responses are evoked by same polarity click trains at rates as high as 150 Hz.
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sink and MUA is coincident with the 500-Hz tone, consistent
with its f 0 . These findings illustrate that the click train-
evoked MUA is dependent on the tonotopic sensitivity of
this site, and that this sensitivity is based on activity derived
from intracortical processing and not the initial cortical acti-
vation.

Responses are quantified in the graphs shown in~D!,
~E!, and ~F! of Fig. 5. The 200-Hz tone evokes the largest
MUA initial ‘‘on’’ response @Fig. 5~D!# and the 300-Hz tone
elicits the largest sustained response@Fig. 5~E!#. A trough
that dips below baseline levels between about 1000 and 2000
Hz is also observed, suggesting an inhibitory flank at these

FIG. 9. CSD recorded from the same lower lamina 3 site shown in the previous figure. Phase-locked CSD components are evoked by click trains at rates up
to 300 Hz.
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higher frequencies. As predicted by the tone response speci-
ficity, the 500-Hz alternating polarity click train with its
250-Hz f 0 yields the largest response for this class of stimuli
@Fig. 5~F!#. The largest same polarity click train response

occurs when the rate is 300 Hz, again consistent with the
tonotopic organization of this site. The pronounced differ-
ence between the maximum response observed for the same
and alternating polarity click trains may reflect inhibitory

FIG. 10. CSD and MUA laminar profiles simultaneously recorded at 150-mm intervals in response to an 8500-Hz tone. CSD and MUA located at depth 1 are
maximally responsive to the 8500-Hz tone~left and center graphs!. MUA recorded 900mm deeper at depth 2, located at the boundary of lamina 6 and the
white matter, has an onset and peak that is 3 ms earlier than that at depth 1. This indicates the MUA is of thalamocortical fiber origin. The dotted drop line
in the MUA profile facilitates this comparison. These afferents are maximally responsive to a 6000-Hz tone, suggesting that they are primarily fibers of
passage.
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harmonic interactions that are more intense for the former
stimuli. This in turn may be due to a greater number of
harmonics lying within the inhibitory surround region of this
site. While not shown, the lowest rate click trains~i.e., 10–
100 Hz! fail to elicit phase-locked activity in the ensemble
responses.

MUA phase-locked to individual click train pulses is not
a prominent feature of the responses at most low BF sites.
When it does occur, the upper limit is almost always less
than 100 Hz~Fig. 6, site C!. MUA at this lower lamina 3 site
is phase-locked to individual pulses at rates less than 50 Hz.
It is important to stress that the absence of phase-locking in
the synchronized activity of neuronal ensembles at higher
rates, as measured in the MUA or CSD, does not preclude
the possibility that isolated neurons are capable of generating
a phase-locked response in these low BF regions of A1. The
BF of site C is 1000 Hz, as measured by sustained activity
from 35 ms after tone onset until offset~lower left-hand
graph!. Suppression of MUA to levels below baseline occurs
from 1600 to 2500 Hz. Similar to other low BF sites, this
location encodes click train spectral content. Because ‘‘on’’
responses evoked by click trains at this site contain spectrally
insensitive activity elicited by isolated clicks, sustained
MUA beginning immediately after the transient responses
dissipate at 35 ms and extending until stimulus offset at 175
ms is quantified~lower right-hand graph!. Maximum MUA
is evoked by the 1000-Hz same polarity click train, which
has af 0 equal to the BF of this site~solid arrow!. The next
best same polarity click train response occurs at a stimulation
rate of 500 Hz. Now, the second harmonic equals the BF.
The largest responses evoked by alternating polarity click
trains occur at rates of 300 and 2000 Hz~asterisks!. The
seventh harmonic of the 300-Hz alternating polarity click
train and thef 0 of the 2000-Hz train are near the BF. The
2000-Hz same polarity click train and the 1000-Hz alternat-
ing polarity train elicit minimal sustained activity. Thef 0 of
the former, and third harmonic of the latter, fall within the
inhibitory flank of the spectral sensitivity curve. Both re-
sponses contain an ‘‘off’’ component, presumably due to a
rebound from inhibition~open arrows!. The CSD profiles
and MUA from other depths evoked by the tones and click
trains demonstrate a similar organization~not illustrated!.

B. Encoding of click trains in high BF regions of A1

The previous section demonstrates that low BF regions
of A1 are sensitive to the spectral composition and polarity
pattern of the click trains, and have response maxima deter-
mined by the tonotopic organization. Phase-locking within
neuronal ensembles consistently remains below 100 Hz, the
psychoacoustic boundary for temporal encoding of click
train pitch. In contrast, higher BF regions of A1 display a
different pattern of activity in response to click trains. These
locations are relatively insensitive to spectral characteristics
of click trains, but are instead sensitive to temporal stimulus
features.

Figure 7~D! depicts, in its upper half, MUA simulta-
neously recorded at 150-mm intervals through middle corti-
cal laminae in response to 100-Hz click trains of same po-
larity presented at 60 and 80 dB, and alternating polarity

presented at 80 dB. The BFs of these locations are about
2600 Hz. Peak tone-evoked response measures for depth
‘‘A,’’ located in lower lamina 3, are shown in the graph in
the lower right-hand portion of the figure. This site responds
to 100-Hz click trains with prominent ensemble-wide phase-
locking to the click rate that is insensitive to suprathreshold
intensity changes, as well as changes in pulse polarity that
alter the stimulus spectrum. Phase-locked responses are
maximal in lamina 3, and are presumably dominated by syn-
chronized action potentials of local pyramidal cells. Addi-
tionally, the phase-locked activity in lower lamina 3 MUA
dissipates above 125 Hz, within the transition zone demar-
cating temporal from spectral pitch perception mechanisms
~bottom left portion of figure!.

As discussed earlier, temporal encoding mechanisms de-
termining click train pitch are dominant at rates less than 100
Hz and are mediated by high-frequency auditory channels
~Rosenberg, 1965!. An ever decreasing degree of pitch based
on temporal periodicity, however, occurs for click trains at
f 0’s up to 200 Hz. If phase-locked activity in A1 is related to
this temporal pitch representation, then evidence of periodic
responses at these higher repetition rates should be present at
the cortical level. Supporting evidence is observed in the
temporal encoding capabilities of a lower lamina 3 site
with a 5000-Hz BF~Fig. 8, site E!. Tone frequency plotted
against peak response amplitude is shown in the lower right-
hand portion of the figure. Synchronized phase-locked activ-
ity is present at click train rates up to 150 Hz. However, the
CSD simultaneously recorded from the same site contains
phase-locking of the current sources and sinks at click rates
up to 300 Hz~Fig. 9!. This finding indicates that synchro-
nized synaptic activity in A1, derived from subcortical input,
can phase-lock to click rates that support even the higher
rates of click train pitch perception based on temporal peri-
odicity.

Confirmation that A1 has access to synchronized
thalamocortical fiber input with the capacity to temporally
encode click trains at rates of at least 300 Hz is provided by
a penetration into a site with a BF of 8500 Hz~Fig. 10, site
F!. Laminar recordings at 150-mm intervals in response to
presentation of an 8500-Hz tone reveal a cortical MUA
maximum at the base of lamina 3 that principally represents
ensemble activity of cortical cells~depth 1!. The MUA at
this depth occurs at the focus of the earliest, large amplitude
current sink. The MUA at depth 2 is recorded near the
boundary between the gray and white matter~900mm below
depth 1!. This activity has a peak latency 3 ms earlier than
that recorded from depth 1, and primarily reflects activity
within thalamocortical afferent fibers. The graphs at the bot-
tom of the figure illustrate that maximum amplitudes of the
lower lamina 3 sink and MUA are elicited by the 8500-Hz
tone. The thalamocortical fibers have a different BF from the
cortical MUA and CSD~6000 Hz!, suggesting that these
afferents are primarily fibers of passage.

Comparison of click train-evoked MUA simultaneously
recorded from lower lamina 3~depth 1! and thalamocortical
fiber afferents~depth 2! illustrates the differential capacity
for phase-locking between the two populations~Fig. 11!.
Synchronized activity in the cortical responses at this loca-
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tion is markedly diminished at a rate of 100 Hz~left-hand
column!, whereas thalamocortical fiber MUA contains a
phase-locked response through rates of 300 Hz~right-hand
column!. In our sample, five penetrations~12.5%! contain
thalamocortical fiber afferent MUA in infragranular laminae
or subjacent white matter that phase-lock to click trains at

high rates. The upper limit of synchronized phase-locking is
300 Hz in three cases, 400 Hz in another, and 200 Hz in the
last.

Synchronized phase-locking to the 100-Hz click train
are segregated in the higher BF regions of A1~Fig. 12!. This
summary depiction of all recorded lower lamina 3 MUA

FIG. 11. MUA evoked by click trains at depths 1 and 2 shown in the previous figure. MUA of cortical origin in lower lamina 3 contains phase-locked activity
that dissipates above 75 Hz. In contrast, the simultaneously recorded MUA of thalamocortical fiber origin contains prominent phase-locked activity at rates
of 300 Hz.
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sites reveals that of the 24 penetrations whose BFs are 2250
Hz or less, only 1 location~900-Hz BF! has prominent
phase-locking of the MUA at 100 Hz. MUA at six of eight
penetrations with a BF of 1000–2250 Hz consists of an
‘‘on’’ and ‘‘off’’ response with an intervening period of sup-
pression that is most pronounced immediately after the ‘‘on’’
response and persists throughout the duration of the stimulus.
At locations with a BF less than 1000 Hz, the 100-Hz click
train either fails to evoke a clear MUA response, or the
stimulus elicits an ‘‘on’’ or low-amplitude sustained re-
sponse. In contrast, phase-locked activity is evoked by the
100-Hz click train at 12 of 16 locations with a BF of 2600
Hz or greater. This activity can be superimposed on either
sustained increases or decreases in the MUA. At sites where
there is both phase-locked activity and MUA suppression
below baseline levels, there is a tendency for the periodic
responses to be delayed and begin following an initial ‘‘on’’
response and period of MUA inhibition.

A greater extent of synchronized phase locking to the
100-Hz click train occurs in the CSD profiles at the same
lower lamina 3 sites~not illustrated!. Phase-locking is ob-
served at 13 of 17 locations with a BF between 500 and 2250
Hz, and at the higher BF sites that do not display this re-
sponse pattern in the MUA. This finding indicates that there

is a greater capacity for phase-locking at 100 Hz in the syn-
chronized activity of thalamocortical afferents, which in turn
evokes synchronized synaptic responses as manifested in the
CSD. There is also a greater extent of phase-locking in the
cortical MUA at lower repetition rates. For instance, the
50-Hz click train was presented during 38 of 40 electrode
penetrations into A1. Synchronized responses occur at most
sites with a BF greater than 700 Hz. The 50-Hz click train
evokes minimal activity at the lowest BF sites in our sample.

The effects of increasing click intensity from 60 to 80
dB on the encoding of click train rate was examined during
four penetrations with BFs ranging from 2600–10 000 Hz.
No increase in the upper limit of synchronized responses was
observed in the CSD and MUA, though a modest increase in
response amplitude was seen at one site. At two sites with
lower BFs where 100-Hz click trains presented at 60 dB did
not evoke synchronized responses, increasing the intensity to
80 dB failed to elicit a qualitative change in the response

FIG. 12. Summary of all MUA recorded in lower lamina 3 and evoked by
100-Hz click trains from the 40 electrode penetrations of the study. BF of
the sites are indicated to the left of the waveforms. Asterisks above the BF
indicate click train presentation at 80 dB. Phase-locked activity is differen-
tially distributed within higher BF sites.

FIG. 13. MUA summed across middle laminae evoked by a 200-Hz click
train that is unfiltered and high-pass filtered above 2 kHz. BF of this site is
700 Hz. The sustained response evoked by the unfiltered stimulus is elimi-
nated after filtering. See text for details.

FIG. 14. Click train-evoked MUA at a lower lamina 3 site whose BF is
8500 Hz. Phase-locked activity is present at rates up to 200 Hz. High-pass
filtering has no significant effect on the response patterns.
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patterns. These findings suggest that stimulus intensity is not
a major determinant of the synchronized responses at these
suprathreshold levels.

C. Effects of high-pass filtered click trains on A1
responses

High-pass filtering of click trains raises the perceptual
boundary at which the transition from periodicity to spectral
pitch occurs to levels above the usual 100–200 Hz range
~Guttman and Flanagan, 1964!. This effect could be due to
an increase in the upper limit of synchronized phase-locked
responses in higher BF regions of A1. On the other hand,
high-pass filtering could decrease competing spectral encod-
ing information emanating from lower BF regions of A1,
thereby making more salient weaker temporally based re-
sponse patterns, especially at high rates of stimulation. Ad-
ditionally, phase-locked activity could appear in lower BF
regions. In order to investigate these possibilities, we exam-
ined the physiological effects produced by click trains high-
pass filtered above 2 kHz during 15 electrode penetrations in
one monkey.

High-pass filtering elicits characteristic changes in the
evoked activity within low and middle BF regions of A1 that
are related to effects on spectral encoding of the stimuli.
Typically, there is a decrease in the degree of excitation pro-
duced by click trains, exemplified by the summed, middle
laminae MUA from a site with a BF of 700 Hz~Fig. 13, site
G!. An unfiltered 200-Hz click train evokes MUA with a
sustained increase above baseline levels that persists for
more than 100 ms after stimulus offset. The response is most
likely based on harmonic components of the stimulus falling
within the spectral response area of the recording site. This
supposition is supported by the absence of evoked activity
when the same stimulus is high-pass filtered above 2 kHz. In
this condition, remaining spectral components lie outside the
spectral response area of the site and fail to elicit evoked
activity. This pattern is observed in six of eight penetrations
with a low to moderate BF. In the seventh penetration, sus-
tained suppression produced by a 100-Hz click train at a site
with a BF of 600 Hz is decreased following high-pass filter-
ing. In the eighth site with a BF of 2250 Hz, a high-pass
filtered 100-Hz click train elicits a stronger sustained re-
sponse than its unfiltered counterpart, presumably because
low-frequency harmonic components that evoke inhibition
are removed from the stimulus. In no case did phase-locked
responses appear in these BF regions following high-pass
filtering of the click trains. High-pass filtering has no major
effect on synchronized phase-locked activity in high BF re-
gions, exemplified by the lower lamina 3 MUA from a site
with a BF of 8500 Hz~Fig. 14, site H!. Both filtered and
unfiltered click trains evoke phase-locked activity of similar
amplitude at rates up to 200 Hz.

III. DISCUSSION

A. Summary of findings and relationship to click train
pitch perception

Correlating neural responses with psychoacoustical phe-
nomena is a necessary first step for identifying physiological

mechanisms that underlie pitch perception. Ideally, neural
responses would be identified that differentiate between en-
coding of click train pitch based on pulse rate andf 0 ~Flana-
gan and Guttman, 1960a, b; Guttman and Flanagan, 1964;
Rosenberg, 1965!. f 0 encoding of click trains should occur at
f 0’s greater than 200 Hz and be dependent on the polarity
pattern of the clicks. Pitch based on pulse repetition rate
should be independent of click polarity pattern, and occur at
rates of at least 100 Hz. Furthermore,f 0 encoding of click
train pitch should occur in low-frequency channels of the
auditory system, while rate encoding should be located in
high-frequency channels. A1 responses conform to these per-
ceptual requirements. Both temporal and spectral forms of
click train encoding are demonstrated. Rate of stimulation is
temporally encoded at pulse rates below 100–200 Hz
through synchronized phase-locked responses of neuronal
ensembles, is independent of click polarity pattern, and oc-
curs in higher BF regions. Limiting frequencies for
ensemble-wide phase-locking occurs in the transition zone
between which the spectral and temporal forms of click train
pitch predominate. In contrast, the spectral form of encoding
is dependent on the polarity pattern of the stimuli, occurs in
lower BF regions, and resolves both thef 0 of higher click
train rates and the major harmonics of the stimuli through
local maxima of activity. These maxima are determined by
the tonotopic organization of the A1 sites.

Boundary shifts between spectral pitch and pitch based
on repetition rate elicited when high-pass filtered click trains
are used, or when low- or high-frequency masking noise is
simultaneously presented with the click trains, can be ex-
plained by A1 activity~Guttman and Flanagan, 1964; Rosen-
berg, 1965!. The temporal form of pitch perception gradually
weakens at rates above 100 Hz as the upper limit of synchro-
nized phase-locked activity is approached. High-frequency
noise would mask the less secure and lower amplitude phase-
locked activity to faster click train rates, allowing the com-
petition in pitch perception between temporal encoding
within high BF regions of A1 and spectral encoding in low
BF regions to shift in favor of the latter. In contrast, low-
frequency noise or high-pass filtered click trains would de-
grade the spectral representation of very lowf 0’s and shift
the perception towards a temporally based pitch encoded in
higher BF regions.

Compelling evidence supporting the existence of two
separate mechanisms for pitch perception is presented in a
series of experiments by Carlyon and colleagues~Carlyon
and Shackleton, 1994; Shackleton and Carlyon, 1994; Plack
and Carlyon, 1995!. In these studies, harmonic complexes
were summed in either same or alternating phase, and then
bandpass filtered to accentuate low, middle, or high frequen-
cies. The pitch of alternating phase complexes was an octave
higher~i.e., twice the pitch! than that generated by summing
same phase harmonics when the sounds were high-pass fil-
tered. This finding is consistent with the pitch of the sounds
being determined from the periodicity of the stimulus wave-
forms, because the high-pass filtered alternating phase
stimuli had twice the number of waveform peaks than the
same phase complexes. Low-pass filtered complexes were
equated according tof 0 , and not stimulus periodicity. Band-
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pass filtering at moderate frequencies produced two different
results based on the resolvability of the harmonics. With
higher f 0’s and resolved harmonic components, pitch was
determined by thef 0 . At lower f 0’s and filtered stimuli con-
taining only unresolved harmonics, pitch was based on
stimulus periodicity. Transition between the two forms of
pitch perception occurred at af 0 of about 125 Hz. Sensitivity
to f 0 differences was best when the combination off 0 and
low-, middle-, or high-pass filtering was such that both
stimuli were composed of only resolved or unresolved har-
monics, and worse when comparisons were between stimuli
with resolved versus unresolved harmonics. Furthermore,f 0

encoding using only unresolved components was degraded
with stimuli less than 100 ms in duration, whereas the same
task using resolved harmonics was accurate even when
sounds had a duration of only 25 ms. These experiments
provide strong evidence that resolved and unresolved har-
monics are processed using different perceptual mechanisms,
and that the mechanism associated with unresolved harmonic
components uses waveform periodicity as a key feature in
the process.

Our data are in agreement with these results, providing
additional weight to the hypothesis that temporal encoding
within A1 based on synchronized phase-locked activity is a
physiological finding relevant for pitch perception and not
just an epiphenomenon of cortical activity. For instance, we
find that neural activity in A1 reflects twice thef 0 at lower
rates of stimulation for alternating polarity components, and
that 125 Hz is within a transition region between spectral and
periodicity encoding. When the extent of ensemble-wide
phase-locking in A1 between 50- and 100-Hz click trains
was compared, we found that periodic MUA responses ex-
tend into middle BF regions at the lower stimulus repetition
rate. This finding parallels those of Carlyon and colleagues,
and indicates that an important parameter determining
whether phase-locking in A1 occurs is the critical band of
specific BF regions. Thus, when multiple harmonic compo-
nents fall within a critical band of a BF region, phase-locked
responses will be generated and repetition pitch will be aug-
mented. There are also parallels in our data and the require-
ment that pitch encoding of unresolved harmonics needs a
prolonged stimulus duration, while spectral encoding can be
performed within 25 ms. Examination of Fig. 12 reveals that
at many A1 locations, phase-locking is delayed relative to
stimulus onset. Additionally, measures of pitch based on
pulse rate would require a number of stimulus cycles to oc-
cur in order for rate to be determined in the neural responses.
In contrast, spectral components of click trains can be re-
solved in the initial cortical responses, though sustained ac-
tivity does yield more accurate measures.

The ability of amplitude-modulated~AM ! noise and
other sounds with absent spectral cues to evoke sensations of
pitch and melody provides additional evidence for the exis-
tence of pitch-related mechanisms based on the encoding of
waveform periodicity~Burns and Viemeister, 1981; Warren
and Wrightson, 1981; Pierce, 1991!. Upper limits of period-
icity pitch ranged from 200 to 500 Hz, higher than the phase-
locked activity observed in our sample of cortical MUA.
However, thalamocortical fiber MUA input into A1 and sub-

sequent thalamorecipient zone CSD components do phase-
lock at these higher rates, suggesting that information rel-
evant for temporal pitch at high rates has a cortical correlate.
Higher stimulus repetition rates generally evoke very weak
pitch perceptions based on timing cues, perhaps secondary to
the inability of A1 ensembles to synchronously fire at rapid
rates of stimulation. It must be conceded, however, that weak
periodicity pitch at high rates of stimulation may be based
solely on other mechanisms, including its mediation by sub-
cortical auditory centers.

Phase-locked activity in A1 populations may also be a
relevant mechanism for the perception of sensory conso-
nance and dissonance. Sensations of roughness, the percep-
tual correlate for audible beats in a sound, correlate with
judgments of sensory dissonance~Terhardt, 1974a, 1977!.
These beats are thought to be encoded by the temporal en-
velope of evoked neural responses~Terhardt, 1974b!. The
pronounced amplitude fluctuations in the cortical responses
evoked by lower frequency click trains could be a powerful
signal for sensory roughness. Psychoacoustical studies indi-
cate that consonance of two-tone complexes is maintained
when the frequency difference exceeds the critical band-
width, while maximal dissonance occurs when the frequency
difference is about one quarter the bandwidth~Plomp and
Levelt, 1965!. Published values of maximum dissonance for
specific mean frequencies of two-tone complexes and for
click trains are in accord with present findings~Plomp and
Steeneken, 1968; Terhardt, 1974b!, wherein high BF regions
display synchronized phase-locking at 100 Hz, while syn-
chronized phase-locking in regions with BFs between 700
and 2000 Hz are generally limited to rates of 50 Hz.

Present data support models of pitch perception that uti-
lize template matching of resolved, harmonic components to
determine thef 0 ~e.g., Goldstein, 1973; Terhardt, 1974a!.
Responses within low BF regions of A1 encode stimulus
harmonics, without special regard to thef 0 . Foci of maxi-
mum activity are determined by the harmonic structure of the
stimulus interacting with the excitatory and inhibitory fre-
quency bands of the A1 sites. Our findings thus support evi-
dence indicating that A1 utilizes a rate code for encoding the
spectral structure of complex stimuli, producing distributed
patterns of activation across tonotopically organized auditory
cortex unique for each sound~e.g., Ehret, 1997; Schreiner,
1998!. However, this scheme does not identify mechanisms
that might be used for template matching in order to form a
unitary perception of virtual pitch. It is also unclear whether
these distributed patterns of A1 activation are capable of sup-
porting the fine pitch discrimination capacities for thef 0 of
harmonic sounds. Most importantly, these findings do not
exclude other mechanisms, such as those that use autocorre-
lation, which might be operative in A1 but underappreciated
by our techniques, or occurring at other levels of the auditory
system~e.g., Meddis and O’Mard, 1997!.

B. Relationship to other auditory physiological
studies

Cariani and Delgutte~1996a, b! provide powerful ex-
perimental data supporting an autocorrelation method of
pitch perception by demonstrating that most pitch phenom-
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ena can be adequately explained by defining the peaks in
all-order interspike interval distributions within the summed
activity of auditory nerve fibers. The major difficulty with
their analysis was the failure to account for pitch based on
rate for lower frequency alternating polarity click trains. To
account for this discrepancy, the authors suggest that a more
likely mechanism uses phase-locking to click rate in the au-
ditory nerve fiber population, especially those with higher
BFs. This conclusion is similar to that presented here, and
suggests that mechanisms important for low-frequency peri-
odicity pitch is initiated in the auditory nerve and maintained
through A1.

For stimuli that might engage autocorrelation methods
within the auditory nerve to encode pitch, a transformation
from a temporal code to a code utilizing rate of excitation
and topographic organization has been suggested to occur in
the inferior colliculus ~Langner and Schreiner, 1988;
Schreiner and Langner, 1988!. This finding suggests the de-
velopment of a topographic organization based not on spec-
tral content, but rather one based on pitch. A pitch represen-
tation in human auditory cortex has been proposed from
analysis of neuromagnetic responses to multiharmonic tone
complexes~Pantevet al., 1989, 1996!. While provocative,
this and other studies found no evidence for an A1 organi-
zation based on thef 0 of harmonic sounds~Schwartz and
Tomlinson, 1990; Fishmanet al., 1998!. In contrast, re-
sponses reflect the harmonic structure of the stimuli and their
relationship to spectral tuning curves. Other means of pitch
encoding are clearly not excluded by these data, and include
the possibility of differential activity along isofrequency
lines in A1 to distinguish stimuli with similar spectral con-
tent but different pitches, or pitch representation due to spec-
tral integration within nonprimary auditory cortex~Raus-
checker et al., 1995; Langneret al., 1997!. The latter
possibility is especially intriguing, since studies in the human
have indicated that nonprimary auditory cortex in the non-
dominant hemisphere plays a key role in pitch processing
~Zatorre, 1988; Divenyi and Robinson, 1989; Robinet al.,
1990; Zatorreet al., 1992, 1994!. In this scheme, A1 activity
encoding temporal and spectral features of harmonic com-
plexes would serve as input for later processing stages within
secondary auditory cortex in order to extract the pitch of the
sounds.

There is close correspondence between the present re-
sults and previous examinations of click train-evoked phase-
locking activity in A1. The upper limit of phase-locked
evoked potentials in the unanesthetized cat is 200 Hz~Gold-
steinet al., 1959!. Isolated pyramidal cells recorded from the
unanesthetized cat typically phase-lock to the repetition rate
of click trains with a median limiting rate of 50–100 Hz, a
limiting rate greater than 100 Hz in 32%, and an upper limit
greater than 300 Hz~Ribaupierreet al., 1972!. An additional
population of cortical neurons, characterized by short dura-
tion action potentials~‘‘thin spikes’’! and thought to repre-
sent lamina 4 stellate cells, is able to phase-lock to click
trains at rates up to 400 Hz. The present study has shown
phase-locking in the cortical CSD and thalamocortical affer-
ent MUA at rates comparable to both the ‘‘thin spiking’’
cells in A1 and other studies examining click train encoding

in the medial geniculate nucleus~Rouiller et al., 1981;
Rouiller and Ribaupierre, 1982!. Thus, it appears that phase-
locked input into auditory cortex may reflect the upper limit
of pitch encoding based on temporal mechanisms.

Limiting rates for A1 phase-locked activity in both our
ensemble data and in the studies cited above are greater than
similar investigations examining single unit responses in A1
of anesthetized cats~e.g., Eggermont, 1991, 1994; Egger-
mont and Smith, 1995; Schreiner and Raggio, 1996!. In these
studies, phase-locked responses always dissipate at rates
greater than 32 Hz. However, a profound decrease in phase-
locked activity occurs in cat A1 following administration of
barbiturates~Goldsteinet al., 1959; Mäkeläet al., 1990; Eg-
germont and Smith, 1995!. This consideration minimizes the
discrepancy between the upper limit of synchronized phase-
locking to clicks trains in our study using awake monkeys
and those performed in anesthetized cats.

Finally, it is necessary to address the relevance of en-
semble activity as physiological indices important for encod-
ing of click trains. Using a technique of MUA recording very
similar to that utilized in the present study, Nelken and col-
leagues~1994! determined that ensemble recordings are sta-
tistically more stable than single unit activity in cat A1, and
have comparable temporal and spectral response specifici-
ties. These findings indicate that ensemble recordings gain
fidelity without significant loss of response specificity
present in single unit responses. Additionally, analysis of
responses in A1 evoked by complex stimuli has led to the
conclusion that synchronized activity of neuronal ensembles
is more likely relevant for sound processing than the activity
of single neurons, may more accurately encode important
sound parameters, and may lead to improved activation of
cortical areas involved in further sensory processing
~Creutzfeldt et al., 1980; Eggermont, 1994; Wanget al.,
1995; deCharms and Merzenich, 1996!.

IV. SUMMARY AND CONCLUSIONS

Encoding of click trains in primary auditory cortex of
awake monkeys is examined in order to clarify neural
mechanisms associated with pitch perception. A1 differen-
tially encodes temporal and spectral features of click trains.
Temporal features are encoded within high best frequency
regions, and occur at rates less than 100–200 Hz via syn-
chronized phase-locked activity in the responses of cortical
ensembles. Activity reflecting thalamocortical input into A1
has an upper limit of ensemble-wide phase-locking about
twice that of the cortical ensembles. Spectral features of click
trains are encoded in low best frequency regions of A1, and
occur at higher rates of stimulation. Responses in low best
frequency regions are sensitive to the pitch polarity pattern,
and encode both thef 0 and other harmonics of the trains via
a rate code that is determined by the tonotopic sensitivity of
the recording sites. High-pass filtered click trains decrease
spectral encoding in low best frequency regions but do not
alter phase-locked activity in other locations. Physiological
responses parallel multiple features of human pitch percep-
tion for click trains, and support the existence of two, distinct
mechanisms in A1 involved in pitch perception. The first
mechanism utilizes resolved harmonic components, produc-
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ing patterns of distributed neural activity across A1 with re-
sponse maxima based on the tonotopic organization and har-
monic composition of the sounds. This form of neural
encoding supports models of pitch perception that hypoth-
esize template matching of spectral patterns as a key compo-
nent for determining thef 0 of complex sounds. The second
mechanism uses unresolved harmonics, is based on the en-
coding of stimulus waveform periodicity, and is dominant at
lower rates of stimulation.
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Frequency discrimination of stylized synthetic vowels
with two formants
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Just-noticeable differences~jnd’s! in the formant frequencies of synthetic two-formant ‘‘vowels’’
were measured for normal hearing subjects. The jnd’s were examined for a change in only the first
or the second formant, and for a combined change of both formants. For the combined change two
quantitative relations between the formant frequencies were used; one with equal relative changes
in both formants, and one with a double relative change for the first formant. Formant frequencies
were 500, 550, and 600 Hz in the first, and 2000, 2050, and 2100 Hz in the second formant region.
Both formants had either shallow or steep slopes. For the fundamental frequency of the complexes
we used 100 and 200 Hz. For the single-formant changes, a ‘‘natural,’’ and a random-phase relation
were used between the individual components of the complexes. These results were compared to
jnd’s for a Gaussian noise that was filtered with the same spectral envelopes as the harmonic
complexes. For the combined formant changes only the natural phase relation was used. A
three-interval, three-alternative forced-choice task was used. All measurements were performed
with roving stimulus level. For the single formant changes, the phase relations had no effect on the
results. For the harmonic stimuli, jnd’s were mostly smaller for the formants between two harmonics
than for those at a harmonic. The results for the harmonic stimuli as well as the noise bands could
be described by a model using a spectral profile comparison. For the combined formant changes
smaller jnd’s were found than for the single changes. These jnd’s could be explained by combining
measures of the perceived differences from the two separately changed formants. In this
combination these measures were summed as independent variables. ©1998 Acoustical Society of
America.@S0001-4966~98!03411-0#

PACS numbers: 43.66.Ba, 43.66.Fe, 43.71.Es@WJ#

INTRODUCTION

This is the last paper in a series of three on formant-
frequency discrimination for synthetic vowels. The investi-
gations were started using highly stylized vowels with just a
single formant~Lyzenga and Horst, 1995!. By stepwise in-
creasing the complexity of the stimuli via more natural one-
formant vowels~Lyzenga and Horst, 1997!, we now have
arrived at synthetic vowels containing two formants. The
vowels in natural speech contain a number of formants, the
first two or three of which characterize the vowel. In the
present study, the two formants of our stimuli are either
changed separately or simultaneously in the same direction.

In the first paper~Lyzenga and Horst, 1995! we investi-
gated jnd’s for the center frequency of synthetic vowels with
a single formant near 2000 Hz. The stimuli had either a
triangular or a trapezoidal spectral envelope. We found that
the position of the formant relative to the nearest harmonics
was an important influence on the jnd. The nature of this
influence, however, was roughly the inverse for the two en-
velope shapes. This divided the results into more than one
group, which required us to use more than one model to
describe these data. The need to use a hybrid model was
corroborated in a subsequent paper~Lyzenga and Horst,

1997!. In this paper we reported jnd’s for synthetic vowels
with a single formant in the range of either the first or the
second formant. Again the stimuli were characterized by two
spectral envelope shapes, but now we used the triangular
envelope and a more natural envelope according to the Klatt
synthesizer~Klatt, 1980!. We found phase effects in the jnd’s
for the second-formant region when a low fundamental fre-
quency was used, indicating temporal discrimination pro-
cesses. Under the remaining conditions no phase effects were
found. To describe our data, we proposed models that use
changes in the envelopes of the stimulus waveforms for the
conditions where we found evidence for temporal discrimi-
nation processes. For the triangular envelopes, under condi-
tions where the formants were not halfway between two har-
monics, we proposed a model based on the modulation depth
of the stimuli. For stimuli with unresolved harmonics and a
formant positioned halfway between two harmonics, we pro-
posed a model based on the sharpness of the minima of the
temporal envelope of the stimuli. On the other hand, for the
stimuli in the first formant region and for the remaining
stimuli in the second formant region, we proposed a modi-
fied place model~for a short description, see experiment 1!
in which information was combined over a limited frequency
range by comparing the spectral profiles of the two presented
stimuli. One of the questions we wish to address in the
present investigation is whether it is necessary to use such
combined spectral-temporal modeling to describe formant-

a!Current address: MRC Cognition and Brain Sciences Unit, 15 Chaucer
Road, Cambridge CB2 2EF, United Kingdom.
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frequency discrimination for stimuli containing two for-
mants.

In the present investigation we combined two of the
stimuli of Lyzenga and Horst~1997! with the Klatt-shaped
envelope, to form a synthetic vowel with two formants. To
study the influence of the presence of a second peak in the
spectrum, we investigated the jnd while changing one for-
mant and keeping the other stationary. So, either the first
formant was changed and the second was stationary, or vice
versa. Earlier investigations using vowels that contain more
than one formant, while changing them separately, have been
performed by e.g., Flanagan~1955!, Mermelstein ~1978!,
Kewley-Port and Watson~1994!, Hawks ~1994!, and
Kewley-Port et al. ~1996!. A large range of relative jnd’s
was found in these studies. Flanagan, like Kewley-Port and
Watson, investigated jnd’s for a change of either the first or
the second formant for a range of widely spread formant
frequencies. Kewley-Port and Watson and Kewley-Portet al.
found jnd’s decreasing rather abruptly from 7%~female
speaker! or 4%~male speaker! to 2% for formant frequencies
from 200 to 800 Hz and then gradually sloping to about 1%
for a formant frequency of 2800 Hz. Over this range Flana-
gan found relative jnd’s decreasing from 5% to 3%. Mermel-
stein ~1978! and Hawks~1994! investigated jnd’s for single
and combined changes of the first two formants. The relative
jnd’s Mermelstein found for a single change in the first for-
mants of two vowels~14% and 5.5%! were slightly larger
than those for a single change in the second formants~4.2%
and 7%!. Hawks found jnd’s near 2% for a single change in
both the first and the second formant. All in all, in most of
these studies jnd’s were larger for the first than for the sec-
ond formant region. Together, these studies provide a good
overview of the discrimination of single-formant changes as
a function of formant frequency range. In the first experi-
ment of the present study we make a detailed study of the
effects of adding a stationary formant to a single-formant
‘‘vowel’’ ~from our previous work! to arrive at stimuli closer
resembling those used in the aforementioned studies.

For the first experiment of the present study, we used an
orderly set of stimulus parameters to enable thorough testing
of possible models to describe formant-frequency discrimi-
nation. Under a number of stimulus conditions, Lyzenga and
Horst ~1997! found a phase effect, which indicated that tem-
poral discrimination processes were involved. To check the
occurrence of such temporal processes for the two-formant
vowels, we used two different phase relations between the
harmonics of the stimuli. The first is the phase relation as
generated by the Klatt synthesizer. This condition resembles
hearing a speaker from close by. The second is a random-
phase relation, more akin to hearing a speaker in a room
where the original phase relation of the sound has been dis-
turbed by the added reflections of the walls. Another impor-
tant aspect of the stimuli is the position of the formant rela-
tive to the harmonics. In our previous studies~Lyzenga and
Horst, 1995, 1997!, we found that this position is an impor-
tant influence on the jnd’s. Likewise, Kewley-Port and Wat-
son ~1994! and Kewley-Portet al. ~1996! reported ‘‘unusu-
ally high thresholds’’ for formants located very close to a
harmonic. To take the influence of formant position into ac-

count, we employed the two positions also used by Lyzenga
and Horst~1997!: at a harmonic, and halfway between two
harmonics. We used two fundamentals and for both formant
peaks we used either shallow or steep slopes.

In the second experiment we allowed both formants to
change simultaneously. Hawks~1994! reported smaller jnd’s
~i.e., a bigger effect! for two-formant changes in which the
directions of the changes were parallel rather than opposite.
Mermelstein~1978! used parallel formant changes. Since we
wanted to compare our results with those from the studies of
Mermelstein and Hawks, we changed the two formants in the
same direction. We used two different quantitative relations
between the two formant frequencies. With the choice of
these rules we tried to cover a range in which the changes in
both formants were roughly of equal influence on the dis-
crimination. According to the first rule, the relative change in
the first formant was twice that of the second formant
(DF1 /F152DF2 /F2). This rule was chosen to compensate
for the fact that in most studies larger jnd’s were found for
the first than for the second formant region. According to the
second rule, the changes in the first and the second formant
were chosen equal (DF1 /F15DF2 /F2). This rule was cho-
sen because we expected that the jnd’s for the second for-
mant would be disturbed more by the presence of a first
formant than vice versa~in many vowels the level of the first
formant is much larger than that of the second formant!. We
used the same fundamentals and slopes as in the first experi-
ment. For both formants we used the position at a harmonic
and halfway between two harmonics.

Mermelstein~1978! measured jnd’s for single and com-
bined changes of the first two formants. Hawks~1994! inves-
tigated discrimination for single changes of the second for-
mant, and for a number of combinations of changes in the
first three formants. In a ‘‘pilot fashion’’ he measured jnd’s
for single and combined changes in the first two formants.
Both Mermelstein and Hawks found smaller jnd’s for a par-
allel combined change of two formants than for single
changes of these formants. Mermelstein proposed a model
for the prediction of jnd’s for combined formant changes
from the separate formant changes. In this model the fre-
quency changes in the separate formants are added as ‘‘in-
dependent parameters’’ to form a measure of the combined
frequency change. For parallel formant changes, Hawks pro-
posed a ‘‘weighted Euclidean distance model’’ that predicts
a jnd for combined formant changes directly from the jnd’s
for single formant changes. In the present study we will
check for our stimuli which rule is the more appropriate one.

I. GENERAL METHODS

A. Stimuli

The experiments were carried out using bandlimited har-
monic complexes as stimuli. We used a rounded spectral
envelope, equal to the steady-state spectrum of two-formant
vowels as generated by the digital Klatt synthesizer~Klatt,
1980!. Two formant resonators of the synthesizer were used
in series, and their center frequencies (FC) were set in the
regions of the first and second formants. We first calculated
the amplitude and the phase spectrum, after which the har-
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monic components were added with the appropriate ampli-
tudes and phase angles. This procedure allowed us to use any
phase spectrum. The fundamental frequency (F0) of the har-
monic complexes was either 100 or 200 Hz. The center fre-
quencies of the formants were chosen either to coincide with
a harmonic, or in the middle between two harmonics. In the
first formant region the center frequencies were 500 and ei-
ther 550 or 600 Hz, and in the second formant region they
were 2000 and either 2050 or 2100 Hz. Two combinations of
values for the slope~G! were employed for the formants: 50
dB/oct for the first and 100 dB/oct for the second formant, or
100 dB/oct for the first and 200 dB/oct for the second for-
mant. These slope values corresponded with the steepest
parts of the spectral slopes~the associated bandwidths for the
Klatt synthesizer can be derived from the relationbw
54.8FC /G!. In the first experiment we used two phase re-
lations between the harmonics of the complexes: the phase
relation as it is generated by the digital Klatt synthesizer
~from here on called the Klatt-phase relation!, and a random
phase. For the stimuli with the Klatt phase, the stationary
formant could be either at a harmonic or between two har-
monics. In the presentations, the results will be arranged ac-
cording to the position of the changing formant relative to
the harmonics. For the stationary formant the positions at a
harmonic and between two harmonics will be referred to as
Klatt/peak 1 and Klatt/peak 2, respectively~note that the
numbers 1 and 2 reflect the number of major components in
this formant!. For the stimuli with the random phase, the
stationary formant always coincided with a harmonic; this
condition will be referred to as random/peak 1. In the first
experiment, we also investigated the jnd for a Gaussian noise
that was filtered with the same spectral envelopes~from here
referred to as the noise bands!. In the second experiment we
only used the Klatt-phase relation in the stimulus generation.
The formant positions at a harmonic, and between two har-
monics were used for both the first and the second formant.
The relative changes in the two formants were either equal,
or twice as large in the first as in the second formant. In this
experiment, the jnd’s will be considered in terms of either
the first or the second formant, depending on which formant
was found to have the greater effect on the frequency dis-
crimination. This strategy, which, of course, does not alter
the actual data, helps in providing a clear presentation of the
data. For the remaining, less influential formant, the posi-
tions at a harmonic and between two harmonics will be re-
ferred to as the peak relations 1 and 2, respectively.

Using the series version of the Klatt synthesizer, the
relative formant peak levels in the spectral envelope depend
on the distance between these two formants. Furthermore,
the actual formant peak levels depend on the positions of the
formants relative to the harmonics. Because of this we found
attenuation values of the second formant peak relative to the
first between 0 and 27 dB~dependent of the stimulus param-
eters!. This is illustrated in Fig. 1, in which examples are
shown of the harmonic stimulus spectra used in both experi-
ments. For the stimuli shown in panels~c! and ~g!, the at-
tenuations of the second formants are about 18 and 0 dB,
respectively. For the noise bands, the attenuations of the sec-

ond formant peaks relative to the first were between 15 and
18 dB, depending on the distance between the two formants.

The stimulus generation and presentation procedures
were equal to those described by Lyzenga and Horst~1995!
for the roving level condition. For the noise stimuli and the
stimuli with random-phase relations, three sets of stimuli
were made with different random relations. During the mea-
surements each stimulus was picked at random from one of
these three sets. In this way the correlation between the
stimuli was reduced.

B. Procedure

The jnd’s were measured using an adaptive three-
interval, three-alternative forced-choice method~3IFC!. Be-
fore the actual jnd measurements, the absolute threshold of
the reference tone was estimated, after which stimuli were
presented at a level about 40 dB above this threshold. We
added a pink background noise to the stimuli at a level of
240 dB relative to the stimuli; therefore, this procedure pro-
duced background noise levels close to the absolute thresh-
olds. We used a ‘‘roving level’’ condition for the tones in all
presentation intervals: in this condition the levels of all
stimuli were randomized, around one fixed level value,
within trials over a 16-dB range in 0.5-dB steps~Henning,
1966!. The background noise was roved in level along with
the stimulus, keeping the signal-to-noise ratio in the stimulus
constant.

FIG. 1. Examples of stimulus spectra. The left column shows stimuli for the
100-Hz fundamental, and the right column for the 200-Hz fundamental. The
two rows at the top display the stimuli with the shallow slopes, and the two
rows at the bottom those with the steep slopes. The dotted lines indicate the
spectral envelopes according to the Klatt synthesizer.
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The procedure by which the jnd’s were estimated was
equal to the one used, and described in detail by Lyzenga
and Horst~1995!. In short, subjects were asked to identify
the odd tone in a series containing two reference tones and
one target tone. They were given immediate feedback. The
frequency difference between the target and the reference
tones was adapted according to decision rules that were cho-
sen so that the procedure converges at 63% correct re-
sponses, which corresponds to ad8 of 1 for the 3IFC para-
digm. Data were collected until the direction of the formant
frequency adaption was reversed five times. On average, 1
jnd measurement contained 71 trials. The whole set of jnd’s
was measured 3 times~involving at least 200 trials per jnd!,
in 1 group containing the stimuli of both experiments in a
pseudorandom order. The jnd’s were estimated from the av-
eraged scores with the same algorithm as used by Lyzenga
and Horst~1995!. Since the subjects’ bias toward one of the
three signal intervals was found to be very small, it has been
neglected in the calculations.

C. Subjects

Six normal-hearing subjects participated in the experi-
ments. All were adults, four female and two male, with ages
ranging from 25 to 48 years. For the harmonic stimuli, all
subjects participated for different sets of phase conditions, in
such a way that three subjects participated for each condi-
tion. In the first experiment an exception was the Klatt/peak
1 condition, where four subjects participated. All subjects
participated for the noise bands. All subjects had participated
in frequency discrimination experiments before and were
well trained. For all six subjects no improvements in the
scores were observed during the course of the measurements.

II. EXPERIMENT 1. SINGLE-FORMANT CHANGES

The average jnd’s across subjects for the single formant
changes are shown in Fig. 2. The columns on the left and on
the right contain averages for the fundamentals of 100 Hz
and 200 Hz, respectively. Each panel contains jnd’s for two
values of the formant frequency; one coinciding with and
one halfway between the stimulus harmonics, denoted as /u\
and /i\, respectively. The smaller value of these pairs of for-
mant frequencies is plotted on the left and the larger on the
right, except for the first formant region with the 200-Hz
fundamental. Here they are plotted in reversed order~i.e.,
600 Hz, 500 Hz!, because here the condition where the for-
mant frequency coincides with a harmonic occurs for the
higher frequency of the two. For the 100-Hz fundamental,
the jnd’s for the Klatt/peak 1, Klatt/peak 2, and random/peak
1 conditions are shown as square, circular, and hourglass
symbols, respectively. For the 200-Hz fundamental, the jnd’s
for these three conditions are shown as triangular-up,
triangular-down, and picnic table symbols. For clarity the
jnd’s for these conditions are connected with a solid, a long
dashed, and a short dashed line, respectively. For the noise
bands~the asterisks, connected by a dotted line! the value of
the formant frequency relative to the position of the harmon-

ics is not relevant; we chose 500 and 600 Hz for the first
formant and 2000 and 2100 Hz for the second formant, plot-
ted at the positions /u\ and /i\, respectively.

For comparison, the predictions of a modified place
model are shown for each condition by means of the little
line segments at the sides of each panel. The solid and the
dotted line segments represent the expected jnd’s for the har-
monic stimuli and the noise bands, respectively. For a de-
tailed description of this modified place model see Lyzenga
and Horst~1997!. In short, the model consists of a linear
filter bank followed by a detector of level differences. The
filter bank consists of 3400 Roex filters~rounded exponen-
tial! with a Q of 5. To form an excitation pattern over all
channels, the outputs of the filters are converted to a level in
dB. As a representation of the absolute threshold, a noise
floor with a power of 1~i.e., a level of 0 dB! is added to the
output power of each filter before it is converted to dB. A
level difference detector compares the excitation patterns for
two tones. This detector has been modified to apply the
model to experiments with roving stimulus levels: the exci-
tation levels of the presented tones are roughly equalized~by
matching their overall levels!, after which the largest positive
excitation difference and the absolute value of the largest

FIG. 2. Average jnd’s for single-formant changes. Each row contains the
jnd’s measured for one formant region and slope combination. The left
column contains the averages for the 100-Hz, and the right column for the
200-Hz fundamental. The error bars indicate the standard deviations of the
averages. The little solid and dotted line segments at the side of each panel
indicate the expectations of the modified place model for the harmonic
stimuli, and the noise bands, respectively.
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negative difference are summed. Last, this sum is compared
with a 2-dB detection threshold.

In the region of the first formant (FC'500 Hz), the
average jnd’s for the filtered noise bands are 2.0% for a slope
of 50 dB/oct, and 0.9% for a 100-dB/oct slope. These values
correspond to just audible level differences in the flanks of
the spectral envelopes of the stimuli of 1.4 dB and 1.3 dB,
respectively. In the second formant region (FC'2000 Hz)
the average jnd’s are 1.3% and 1.0% for the slopes of 100
and 200 dB/oct, respectively. These jnd’s correspond to level
differences of 1.9 and 2.9 dB. So, for the second formant we
find a larger level difference in the flanks of the stimulus
envelopes, necessary for discrimination, than for the first for-
mant. For both formant regions, Lyzenga and Horst~1997!
found a level difference of just over 1 dB for noise bands
with one formant. So, for the two-formant noise bands dis-
crimination of a change in the first formant is not affected by
the presence of the second formant, whereas for the second
formant the jnd’s are increased by the presence of the first
formant. Furthermore, for the second formant region,
Lyzenga and Horst~1997! found a poor correspondence be-
tween the jnd’s and the predictions of the modified place
model. For these stimuli a temporal discrimination process
was suggested. For all of the present noise band jnd’s in Fig.
2 we find good correspondence between the data and the
modified place model: The sum of the squared relative errors
between predictions and data, summed over eight data
points, is 0.51. This correspondence implies that for the sec-
ond formant the frequency discrimination mechanism is af-
fected by the presence of the stationary first formant in such
a way that it can no longer use temporal information and has
to resort to a spectral process.

As expected, the harmonic jnd’s of the first formant re-
gion are on average somewhat larger than those of the sec-
ond formant region~with a factor of 1.6, which at-test per-
formed on the ratios between the jnd’s for both formants
revealed to be significantly larger than unity: df523, t
523.29,p,0.01!. Similar tests revealed that all jnd’s show
modest, but significant, dependencies on slope~df523, t
54.62, p,0.01!, fundamental~df523, t54.86, p,0.01!,
and position of the formant frequency relative to the harmon-
ics ~df523, t525.00, p,0.01!. This is in agreement with
our earlier findings~Lyzenga and Horst, 1995, 1997!.

A t-test on the ratios between the jnd’s for harmonic
stimuli for the two phase conditions~Klatt/peak 1 and
random/peak 1! revealed that the average ratio does not dif-
fer significantly from unity~df515, t521.50, p.0.05!.1

Therefore, we can assume that the jnd’s for harmonic stimuli
are independent of the phase conditions. The same test, per-
formed on the data for the two positions of the stationary
formants~Klatt/peaks 1 and 2!, revealed that jnd’s for sta-
tionary formants at a harmonic are just significantly smaller
than for stationary formants between two harmonics with a
factor of 1.2~df515, t522.17,p,0.05!.2 So, we find that
the position of the stationary formants had an effect on the
jnd’s, but this effect is very small. The predictions of the
modified place model are practically equal to those for the
single-formant stimuli of Lyzenga and Horst~1997!. For the
second formant region for the 200-dB/oct slope and a for-

mant frequency coinciding with a harmonic@left sides of
panels~d! and ~h!#, the predictions of the model are some-
what lower than the jnd’s. Under most conditions, the pre-
dictions of the modified place model are close to the jnd’s for
the harmonic stimuli~the sum of the squared relative errors,
summed over 48 data points, is 5.9!.

Figure 3 shows a direct comparison of the present data
with the data found by Lyzenga and Horst~1997! for single-
formant vowels. Each entry in this figure shows the quotient
of the present two-formant jnd for a stationary formant at a
harmonic~peak relation 1! and the single-formant jnd. So,
this figure shows the direct influence of adding a stationary
formant to a single-formant vowel. A value larger than unity
indicates a larger two-formant than single-formant jnd, a
smaller value indicates the opposite. In the first formant re-
gion we find no consistent deviations from unity~as con-
firmed by t-tests on the ratios between the present and the
single-formant jnd’s; Klatt phase: df57, t520.53, p
.0.05; random phase: df57, t51.41, p.0.05; Noise
bands: df53, t51.24, p.0.05!. For the second formant re-
gion we find a consistent increase in the noise band jnd’s
~df53, t56.25, p,0.01!, and in the harmonic jnd’s for the
Klatt-phase relation~df57, t54.52, p,0.01!. For the
100-Hz fundamental and a formant position halfway between

FIG. 3. The average jnd’s for single-formant changes in two-formant vow-
els related to single-formant jnd’s. The format of this figure is identical to
that of Fig. 2. Each entry is the quotient of the jnd for a single-formant
change of Fig. 2 and that of the corresponding single-formant stimulus of
Lyzenga and Horst~1997!. No entries are given for the Klatt/peak 2 condi-
tion.
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harmonics, we find an increase for both the Klatt and the
random phase~df53, t53.88, p,0.05!. So, Fig. 3 shows
that the jnd’s of the first formant region are hardly affected
by adding a stationary second formant to the stimuli, and that
for the second formant region many jnd’s are increased when
a stationary first formant is added.

III. EXPERIMENT 2. COMBINED FORMANT CHANGES

The average jnd’s for combined formant changes are
shown in Fig. 4. All stimuli have a Klatt-phase relation. The
jnd’s for the 100-Hz and the 200-Hz fundamental are shown
in the left and right columns, respectively. The upper half of
the figure contains the jnd’s for the formant relation:
DF1 /F152DF2 /F2 . These jnd’s are expressed as a per-
centage of the change in the first formant, because the first
formant was found to have the greater effect on the discrimi-
nation process~see below!. For these jnd’s, the position of
the first formant relative to the harmonics is indicated by the
annotations /u\ and /i\. The position of the second formant,
either at a harmonic or between two harmonics, is indicated
by the peak relations 1 and 2, respectively. The lower half of
Fig. 4 contains the jnd’s for the relation:DF1 /F1

5DF2 /F2 . These jnd’s are expressed as a percentage of the
change in the second formant, because it was found that the
changes in this formant were the more important in the dis-

crimination process here~see below!. For these jnd’s the
position of the first formant relative to the harmonics is in-
dicated by the peak relations 1 and 2. In all panels of Fig. 4,
jnd’s for the peak relations 1 and 2 are shown as square and
circular symbols for theF05100 Hz, and as triangular-up
and triangular-down symbols forF05200 Hz. For clarity,
the jnd’s for peak relations 1 and 2 are connected with solid
and dashed lines, respectively.

The predictions of the modified place model are shown
for all conditions by means of the little line segments at the
sides of each panel of Fig. 4. The solid and the dotted line
segments represent the expected jnd’s for the peak relations
1 and 2, respectively. The model has been extended with a
summation rule to predict the jnd for combined formant
changes from the changes in the excitation due to both for-
mants. The excitation difference of the first formantDE1

~calculated below 1250 Hz! and that of the second formant
DE2 ~calculated above 1250 Hz! are summed as indepen-
dently perceived variables.3 The total perceived excitation
differenceDE is defined as:

DE5ADE1
21DE2

2. ~1!

The value ofDE that ensues is compared with the detection
threshold of 2 dB.

The upper half of Fig. 4 shows the jnd’s for a relative
change in the first formant that is twice that of the second
formant. These jnd’s for peak relations 1 and 2 are very close
to those of a singly changed first formant for the correspond-
ing conditions~Klatt/peaks 1 and 2, respectively! shown in
the upper half of Fig. 2~the ratios between the individual
jnd’s do not differ significantly from unity; peak relation 1:
df523, t50.09, p.0.05; peak relation 2: df523, t50.97,
p.0.05!. However, the averaged jnd’s for peak relation
1 ~F2 at a harmonic! are slightly larger than those for peak
relation 2 ~F2 between harmonics! ~on average they differ
with a factor of 1.4, which at-test on the individual data
revealed to be significantly larger than unity: df523, t5
23.32,p,0.01!. This indicates that the changes in the sec-
ond formants have only a small influence on the jnd’s~espe-
cially when the second formant coincides with a harmonic!.
So, we find that the first formant dominates the discrimina-
tion process here. The predictions of the modified place
model extended with the summation rule are not far from
those of the modified place model for the first formant as
they are shown in Fig. 2, and, in agreement with the jnd’s,
we consistently find slightly smaller predictions for peak re-
lation 2 than for peak relation 1. Most jnd’s in the upper half
of Fig. 4 are close to the predictions of this extended model
~the sum of the squared relative errors, summed over 16 data
points, is 0.9!.4 All in all, when the relative change in the
first formant is twice that of the second, the change in the
first formant dominates both the data and the model results.

When the changes in both formants are equal~the lower
half of Fig. 4!, the jnd’s for the two positions ofF1 ~peak
relations 1 and 2! show a large difference under four condi-
tions, indicating that the changes in the first formants have
influenced the discrimination. The differences between the
two F1 positions are found for the 100-Hz fundamental when
theF2 coincides with a harmonic@left sides of panels~c! and

FIG. 4. Average jnd’s for combined formant changes. The format of this
figure is the same as that of Fig. 2. The error bars indicate the standard
deviations of the averages. The little solid and dotted line segments at the
side of each panel indicate the expectations of the extended modified place
model for the peak relations 1 and 2, respectively.
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~d!#, and forF05200 Hz whenF2 lies halfway between two
harmonics@right sides of panels~g! and~h!#. A t-test proved
these differences to be just significant in the individual re-
sults ~shown in Fig. A2; first condition: df55, t523.18, p
,0.05, second condition: df55, t522.24,p,0.05!.5 Under
these conditions, the predictions of the extended modified
place model show much smaller differences between the two
F1 positions. The sum of the squared relative errors between
data and predictions, over all 16 data points in the lower half
of Fig. 4, is 7.6. So, we find reasonably good correspondence
between the jnd’s for equal formant changes and the predic-
tions of the extended modified place model.

IV. GENERAL DISCUSSION

A. Single-formant changes

An important goal of these experiments was the com-
parison of jnd’s for single-formant changes of two-formant
vowels with those of single-formant stimuli~of Lyzenga and
Horst, 1997!. Figure 3 shows the quotients of the average
jnd’s for the former and the latter stimuli. For the noise
bands, this comparison shows that jnds for stimuli in the
region of the first formant are hardly influenced by the addi-
tion of a stationary second formant. For noise bands in the
second formant region, jnd’s are affected by the addition of a
stationary first formant. For single noise bands in the second

formant region, Lyzenga and Horst~1997! could not describe
their jnd’s accurately with the modified place model, and
assumed that a temporal discrimination mechanism was in-
volved. For the present two-formant stimuli, all the noise
band jnd’s show good correspondence with the predictions
of the modified place model. This indicates that for these
stimuli only spectral discrimination mechanisms are in-
volved.

For the harmonic stimuli, adding a stationary second for-
mant to a stimulus with a changing formant in the region of
the first formant hardly influences the jnd. Adding a station-
ary first formant to a stimulus with a changing second for-
mant increases the jnd under a number of conditions: for the
Klatt phase, and for the 100-Hz fundamental combined with
a formant frequency halfway between two harmonics. For
many of these conditions Lyzenga and Horst~1997! pro-
posed a temporal mechanism to describe their jnd’s. For the
first formant region they found no temporal mechanisms, and
in the present study, such jnd’s are hardly influenced by the
addition of a stationary second formant. Furthermore, all
present jnd’s for the two-formant stimuli show good corre-
spondence with the modified place model. So, in analogy
with our findings for the noise bands, we can conclude that
the addition of a stationary first formant disturbs the tempo-
ral discrimination mechanisms in the region of the second
formant, and thereby reduces the discrimination to spectral
mechanisms only.

The level differences between the first and the second
formants~as discussed Sec. I A! do not depend on the phase
relation of the components of the stimuli. Therefore, these
level differences are the same for corresponding stimuli of
the Klatt/peak 1 and random/peak 1 conditions. However, in
the bottom half of Fig. 3 we can see that the jnd’s for these
two phase relations are influenced quite differently by the
addition of a stationary first formant. This implies that the
influence of the first formant on the second depends on phase
effects~and discrimination mechanisms, as was argued in the
previous paragraph! rather than on level differences between
the two formants~under the restriction that the level of the
second formant is either equal to, or lower than, that of the
first one!. If the two formants were interacting with each
other at the level of the cochlea, an effect of the relative
levels would be expected. This implies that, for formants that
are sufficiently distant to avoid interactions at the level of the
cochlea, the influence of the first formant takes place at a
later stage along the auditory pathway than the cochlea. This
is an indication that the observed transition from temporal to
spectral formant-frequency discrimination occurs beyond the
cochlea, in central auditory processes.

B. Combined formant changes

A second important goal of this study was the compari-
son of jnd’s for combined formant changes with those for
single-formant changes. When considering the jnd’s for
combined formant changes with a relative change in the first
formant that is twice that of the second formant, we find that
all jnd’s for anF2 at a harmonic are very close to, and those
for an F2 between two harmonics are only slightly smaller
than those for a singly changed first formant~this can be seen

FIG. 5. Average jnd’s for combined formant changes, replotted from Fig. 4.
The format of this figure is the same as that of Fig. 4. The little solid and
dotted line segments at the side of each panel indicate the expectations
calculated by combining the jnd’s for single-formant changes using Eq.~2!.
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by comparing the top halves of Figs. 4 and 2!. So, here the
changes in the first formant have the greater effect on the
discrimination mechanism~especially when the second for-
mant coincides with a harmonic!. These jnd’s are in good
agreement with the extended modified place model.

For equal relative formant changes, the changes in the
second formants exert the largest influence upon the jnd’s,
but there are several jnd’s with a clear influence of the
changes in the first formants~as can be seen by comparing
the bottom halves of Figs. 4 and 2!. The occurrences of these
influences show no correspondence with the relative levels
of the two formants.@Under four conditions the jnds for the
two positions ofF1 ~at a harmonic and between two harmon-
ics! show a large difference; in contradiction to our expecta-
tions, the influence of the first formant is larger when this
formant is actually lower in level.# For the 200-Hz funda-
mental and anF2 positioned halfway between two harmonics
@right side of panels~g! and ~h!, Fig. 4#, the jnd’s show a
difference between the two positions ofF1 that is not found
in the predictions of the model. Nevertheless, most predic-
tions of the extended modified place model are in good
agreement with the data.

Using the summation rule for independently perceived
variables, predictions for the jnd’s for combined formant
changes can also be computed directly from those for single-
formant changes. Under the assumption that the perceived
difference is proportional to the frequency difference, an ex-
pectation for the jnd for combined formant changes can be
derived from Eq.~1! as:

jnd5A 1

~v1 /jnd1!21~v2 /jnd2!2, ~2!

where v1 and v2 are weights that reflect the amounts of
change in the first and the second formants, respectively.
With the proper weights, this relation can be used to calcu-
late predictions in terms of both formants, and it can be used
when the jnd’s are expressed in units of Hz as well as in

percent. When calculating predictions in terms of the first
formant, v1 must be equal to unity, and for predictions in
terms of the second formantv2 must equal unity. The weight
of the remaining formant must be chosen equal to the change
in this formant divided by that in the formant in terms of
which the predictions are expressed. For this the amounts of
change must be expressed in the same units as the jnd’s~in
either Hz or percent!. So, for the formant-frequency relation
DF1 /F152DF2 /F2 the weights arev151 and v251/2,
because the predictions are calculated in terms of the first
formant and the relative change in the second formant is half
that of the first formant. For the relationDF1 /F1

5DF2 /F2 both weights are equal to unity.
The described weighting rules correspond with the be-

havior of Eq. ~1!. When the changes in both formants are
equal, the excitation differences for each formant will have a
certain value. When the amount of change in the second
formant is halved, the corresponding excitation difference
will be reduced to approximately half of its original value
too. So,DE2 in Eq. ~1! will be reduced with a factor of 2.
When the change in the second formant is halved, the value
of v2 /jnd2 in Eq. ~2! needs to be halved for these reductions
to have corresponding effects in both equations. This is equal

TABLE I. Table of the results of Mermelstein~1978! and predictions of the various models. Hawks1 , and Hawks2 refer to the first and second weighting
option used by Hawks~1994!. The sums of the squared relative errors were calculated over the individual jnd’s. V: vowel alone. B: vowel in /b/ context. G:
vowel in /g/ context.

Comparison of predictions Subj1 Subj2 Subj3 Subj4 Subj5 Mean

Jnds for parallel V 66 63 54 76 63 64
formant changes of B 142 66 80 88 63 88
Mermelstein~1978! G 101 53 80 78 63 75

Predictions Mermelstein V 111 53 83 93 66 81
S~Rel. Error!51.19 B 105 69 77 96 53 80

G 114 59 80 101 86 88

Present predictions V 110 53 83 92 66 81
S~Rel. Error!51.27 B 105 69 77 96 53 80

G 113 59 84 101 94 90

Predictions Hawks1 V 142 68 145 138 105 120
S~Rel. Error!516.32 B 173 113 183 151 104 145

G 203 91 172 191 171 166

Predictions Hawks2 V 105 50 96 95 71 83
S~Rel. Error!52.66 B 116 76 117 103 68 96

G 134 62 111 125 113 109

TABLE II. Table of the results of Hawks~1994! and predictions of the
various models.

Comparison of predictions AH-UH EH-AE

jnd’s for parallel formant
changes of Hawks~1994!

1.87 1.10

Present predictions
S~Rel. Error!50.025

1.75 0.94

Predictions Hawks1
S~Rel. Error!50.044

2.24 1.02

Predictions Hawks2
S~Rel. Error!50.038

1.94 0.89

2963 2963J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 J. Lyzenga and J. W. Horst: Frequency discrimination of ‘‘vowels’’



to the introduction of a weightv251/2 in Eq.~2!.
The predictions calculated with Eq.~2! are shown in Fig.

5, along with the replotted jnd’s of Fig. 4. In general these
predictions are close to those of the extended modified place
model in Fig. 4. However, they approximate the data some-
what better, especially where we found different jnd’s for the
two peak relations. Under the conditions where the change in
the first formant is two times that of the second~the upper
half of Fig. 5! the sum of the squared relative errors over 16
data points is 0.6, where it was 0.9 for the extended place
model, and for the equal formant changes~lower half of Fig.
5! this sum is 6.5, where it was 7.6. This indicates that the
accuracy of the modeling slightly decreases when the modi-
fied place model is extended for the description of combined
formant changes, but in both the Figs. 4 and 5 we find good
correspondence between data and predictions.

When the relative change in the first formant~at ap-
proximately 500 Hz! is twice that of a second formant~at
approximately 2000 Hz!, the absolute change of the second
formant is twice that of the first formant. This relation is
identical to the one used by Mermelstein~1978! for his mea-
surements with combined formant changes. Because the cen-
ter frequency of his second formant was six times that of the
first formant ~F252100 Hz andF15350 Hz!, the relative
change in the first formant was three times as large as for the
second formant. So, when comparing this condition with the
relative amounts of change in the present study, we expect
that the changes in the first formant are dominant in his data.
This effect can be observed in the averages of his jnds; for a
single change in the first formant the average jnd is 49 Hz,
and for a combined change it is 38 Hz~in terms of the first
formant!. For the second formant this decrease is much more

dramatic; for a change in the second formant the average jnd
is 172 Hz, compared with 76 Hz for a combined formant
change~in terms of the second formant!. So, the changes in
the first formant dominated these jnd’s.

Mermelstein predicted his jnd’s for combined formant
changes from those for single-formant changes~see Table I!
by considering ‘‘F1 and F2 to be independent parameters
that contribute information to discriminability given by
Av1(DF1)21v2(DF2)2, wherev1 and v2 are appropriate
weighting factors.’’ Using this relation, Hawks~1994! could
not replicate Mermelstein’s predictions exactly. We were
able to reproduce Mermelstein’s predictions~which are in Hz
and in terms ofF2! by using our Eq.~2! with the weights
v151/2 andv251. In Mermelstein’s experiments, the ab-
solute change in the first formant was half that of the second
formant. So, in disagreement with his formula, it appears that
Mermelstein actually used a relation, equivalent to Eq.~2!, in
which the weights were squared as well as the independent
parameters. Table I shows that the present, and Mermel-
stein’s, predictions are closer to the data than both versions
of Hawks’ model.

Hawks ~1994! used identical relative changes for the
first and the second formant, but he performed only a few
measurements with a single change in the first formant. For
his predictions, he used the formula of Mermelstein~1978!
to predict jnd’s directly. In a first option he used the weights
v15DF1 /(DF11DF2), andv25DF2 /(DF11DF2). In a
second option he used the relative changes of the formants
instead of the absolute changes in these relations. Since these
relative changes were equal, bothv1 andv2 were equal to
1/2. In these calculations the jnd’s were expressed in Hz, and

FIG. A1. Individual jnd’s for single-formant changes. The rows show jnd’s for the same conditions as in Fig. 2. The error bar in the right top corner indicates
the mean standard deviation of the individual results. The meaning of the symbols is the same as in Fig. 2.
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the predictions were given in terms of the second formant.
For his vowels AH-UH and EH-AE he measured jnd’s for
parallel formant changes of 1.87% and 1.10%, respectively
~in terms ofF2!. Table II shows these jnd’s and the corre-
sponding predictions for Eq.~2! and for the first (Hawks1)
and second weighting option (Hawks2) of Hawks. The sums
of the squared relative errors show that the present model
functions slightly better.

When applying the model of Hawks~1994! to the
present data, we find better correspondence between predic-
tions and data when using the weights of the second option.
The sum of the squared relative errors between the predic-
tions and the data is 129 for the first option and 68 for the
second option~summed over 32 data points!. However, the
predictions calculated using our Eq.~2! approximate the data
better than those of the model of Hawks for both weighting
options. For this model the sum~over 32 data points! of the
squared relative errors between predictions and data is 7.1. A
comparison of the squared absolute errors between predic-
tions and data provides the same conclusion. The most im-
portant aberrations of Hawks’ model are encountered when
the jnd’s for the single-formant changes are about equal. Un-
der such conditions the predictions are equal to, instead of
smaller than these jnd’s. This problem can be avoided when
using Eq.~2!.

The extensive data of Hawks’ actual experiments show
clearly that jnd’s for parallel combined changes are smaller
than those for single formant changes. His jnd’s for opposite
changes in the first two formants are practically equal to
those for a single change of the second formant. So, for
opposite combined formant changes the Eqs.~1! and ~2! do
not apply, they are only valid for parallel formant changes.

For the artificial vowels with two formants, one of
which was changing, we found that the temporal discrimina-
tion mechanisms that were observed for single formants
made way for a spectral process. For the two-formant vowels
with parallel formant changes we could describe the data
using a spectral model that was extended with a summation
rule for these combined formant changes. So, for both cases
of two-formant vowels we found that spectral rather than
temporal processes were involved in the formant frequency
discrimination. This implies that temporal discrimination
processes only occur for single formants, and it seems very
unlikely that listeners will be using them for discriminating
between natural vowels.

V. CONCLUSIONS

For frequency discrimination of single-formant changes
we find no influence of adding a stationary second formant to
a stimulus containing a changing first formant. For changing
second formants, the addition of a stationary first formant
increases the jnd under many conditions. The resulting jnd’s
are in good agreement with the predictions of the modified
place model. It can, therefore, be concluded that adding a
stationary formant disturbs temporal discrimination pro-
cesses, and limits the discrimination mainly to spectral pro-
cesses. This transition from temporal to spectral formant-
frequency discrimination appears to occur in central auditory
processes.

Under many conditions, we found smaller jnd’s for com-
bined formant changes than for the corresponding single-
formant changes. A good description of most of these data
could be achieved with the modified place model, by extend-

FIG. A2. The individual jnd’s for combined formant changes. The format of this figure is the same as in Fig. 2. The meaning of the symbols is the same as
in Fig. 4. The error bar in the right top corner indicates the mean standard deviation of the individual results. The uppermost two rows display data for a
relative change in the first formant that was twice that of the second formant. The lowermost two rows display data for equal relative changes in both formants.
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ing this model with a summation rule for the individual ex-
citation differences of the two changed formants.

Using the summation rule directly in Eq.~2!, we could
accurately predict the jnd’s for combined formant changes
from those for single-formant changes. With this equation
we could also describe the data for parallel combined for-
mant changes of Mermelstein~1978! and Hawks~1994!. For
his predictions, Mermelstein apparently used a relation
equivalent to Eq.~2!. To predict his data for combined for-
mant changes, Hawks used a ‘‘weighted Euclidean distance
model.’’ The predictions calculated with Eq.~2! agree better
with the present and with Mermelsteins data than those from
the model of Hawks.

Increasing the complexity of the stimuli appears to de-
creases the number of feasible mechanisms used for dis-
crimination. For the more complex stimuli of our investiga-
tions, temporal discrimination mechanisms have disappeared
and only spectral mechanisms, analogous to the modified
place model, remain.
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APPENDIX

A. Individual jnd’s of experiment 1

The individual jnd’s of the first experiment are presented
in Fig. A1. Each row contains the just-noticeable differences,
measured for one region of the center frequency of the
changed formant and one value of the slope, in six panels
with individual results. The columns contain the jnd’s for the
four combinations of formant frequency and slope. The
meaning of the symbols, and the annotations /u\ and /i\, is the
same as in Fig. 2. For clarity, the jnd’s for the 100-Hz fun-
damental are connected with a solid, and those for the
200-Hz fundamental with a dashed line. The jnd’s for the
filtered noise bands are shown as asterisks, connected by a
dotted line.

B. Individual jnd’s of experiment 2

The individual jnd’s for the combined formant changes
of the second experiment are presented in Fig. A2. The for-
mat of each panel is identical to those of Fig. A1. All stimuli
have a Klatt-phase relation. Each row contains the just-
noticeable differences, measured for one combination of the
slopes of the two formants, in five panels with individual
results. The uppermost two rows contain jnds for the formant

relation:DF1 /F152DF2 /F2 , and the lowermost two rows
for the relation:DF1 /F15DF2 /F2 . The meaning of the
symbols is the same as in Fig. 3. For clarity, the jnd’s for the
100-Hz and 200-Hz fundamentals are connected with a solid
and a dashed line, respectively. Due to an unfortunate choice
in the distribution of the stimulus conditions over the sub-
jects, RW and JWH contributed half the jnd series for both
peak relations; under each condition their jnd’s for the center
frequencies at and between harmonics belong to a different
peak relation. Therefore, their jnd’s for each fundamental are
not connected with lines.

1Since different groups of subjects participated for the different phase con-
ditions, between-subject variations may have caused some spread in the
averages, but the individual results in Fig. A1 of the Appendix show that
jnd’s are mostly very consistent over subjects.

2In these statistics, the data of subjects PP, JL, YW, and JTB were included
in the averaging, although subject JTB only contributed jnd’s for the Klatt/
peak 1 condition. Excluding JTB from the analysis produced a ratio of 1.3,
significant at the 1% level.

3The value of 1250 Hz was chosen at a location where the excitation showed
a minimum between both formants, thus separating the excitation differ-
ences caused by these formants.

4For F05200 Hz and a formant halfway between harmonics@right sides of
panels~e! and~f!, Fig. 4#, the average jnd’s for peak relation 2 are smaller
than those for peak relation 1. These relatively small jnds for peak relation
2 can also be seen in Fig. A2 in the individual results of subject JL, but not
in those of subject YW. This inconsistency between subjects is reflected in
the relatively large standard deviation of the averages in Fig. 4. So, here the
changes inF2 may have been used in the discrimination by subject JL, and
possibly by JWH, but not by YW.

5In both cases, the differences between the individual jnd’s for peak rela-
tions 1 and 2 bear inconsistencies between the subjects. In the lower half of
Fig. A2, differences between the individual jnd’s for both peak relations are
found for subject PP, but not for subject JL. These inconsistencies are
reflected in the relatively large standard deviations of the averages for peak
relation 1. So, here the changes inF1 may have been used in the discrimi-
nation by subject PP, and possibly by JWH, but not by JL.
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Sound sources in the environment produce waves that are almost invariably asymmetric in time, and
human listeners are highly sensitive to temporal asymmetry. The spectral analysis and neural
transduction processes in the cochlea enhance temporal asymmetry, as do time-domain models of
cochlear processes, but it appears that the resulting asymmetry is not sufficient to explain the
observed perceptual asymmetry. In the auditory image model~AIM ! of hearing, the temporal
asymmetry in the neural activity produced by the cochlea is further enhanced by the ‘‘strobed’’
temporal integration that converts the neural activity pattern into an auditory image, and the
temporal asymmetry in the auditory image is sufficient to explain the perceptual asymmetry.
Modern versions of the ‘‘duplex model’’ of pitch have time-domain cochlea simulations that
produce neural activity with temporal asymmetry similar to that produced by AIM. In the final stage,
however, they apply autocorrelation to the neural pattern and autocorrelation is a symmetric process
in time. In this paper the effect of autocorrelation on temporal asymmetry is examined in a range of
auditory models with varying forms of auditory filterbank, compression, and neural transduction. It
is concluded that autocorrelation does not enhance temporal asymmetry and often reduces it, and
that autocorrelogram models cannot explain the magnitude of the perceptual asymmetry in their
current form. Then, the original version of strobed-temporal-integration is reviewed with regard to
temporal asymmetry, and the delta-gamma theory of temporal asymmetry@Irino and Patterson, J.
Acoust. Soc. Am. 99, 2316–2331 ~1996!# is used to develop a new version of
strobed-temporal-integration that is more robust and physiologically more plausible. ©1998
Acoustical Society of America.@S0001-4966~98!05711-7#

PACS numbers: 43.66.Ba, 43.66.Jh, 43.66.Mk@RVS#

INTRODUCTION

A. The perception of temporal asymmetry

The ASA set of ‘‘auditory demonstrations’’~Houtsma
et al., 1987! includes a very compelling illustration of the
effects of short-term temporal asymmetry on auditory per-
ception ~No. 29!. A piece of music is played on the piano,
and then it is repeated with the waves for the individual notes
reversed in time. The melody and harmony are largely unaf-
fected by the manipulation, but the instrument is perceived to
change from a piano to a reed organ whose notes end in
disruptive complex transients. The existence of the demon-
stration shows that the effect of time reversal has been
known for some time. Nevertheless, there was little research
on the topic until Patterson~1994a, 1994b! initiated a sys-
tematic study of auditory temporal asymmetry with
‘‘damped’’ and ‘‘ramped’’ sinusoids. The damped sinusoid
has a repeating, exponentially decaying envelope, and is il-
lustrated with a 4-ms half-life in Fig. 1~a!; the ramped sinu-
soid has a repeating, exponentially rising envelope, shown
with the same half-life in Fig. 1~b!. The perceptions pro-
duced by these sounds have two components: a drumming
component produced by the stream of abrupt transients at the
start of each cycle of the envelope, and a continuous tonal
component with the pitch and timbre of the carrier. As the

half-life increases from 1 to 100 ms, the relative loudness of
the drumming component decreases while that of the tonal
component increases.

What makes the sounds interesting for auditory mod-
ellers is that pairs with the same half-life have identical
power spectra when calculated over an integer number of
periods, but they are, nevertheless, discriminable over a wide
range of half-lives, envelope periods, and carrier frequencies.
Thus, they pose a serious problem for traditional spectral
models of auditory perception~Patterson, 1994a!. Akeroyd
and Patterson~1995! extended the phenomenon to noise car-
riers using the same discrimination technique. The carrier is
heard as hiss rather than a tone, and listeners were asked to
discriminate damped and ramped pairs with the same half-
life on the basis of the relative loudness of the drumming and
hiss components. The long-term power spectra of pairs with
the same half-life are the same, and, in this case, the short-
term power spectra are the same, except the level changes in
the short-term spectra of the ramped sound come in the re-
verse order to those of the damped sound. In a spectral
model, then, the fact that the ramped noise produces a rela-
tively louder hiss component would have to be explained,
post hoc, on the basis of the order of the short-term spectra.
Fayet al. ~1996! showed that goldfish, which have no basilar
membrane, can nevertheless discriminate damped and
ramped sinusoids, and that generalization from a ramped
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sinusoid to a flat-envelope sinusoid is stronger than generali-
zation from a damped sinusoid to a flat-envelope sinusoid.
Lorenzi et al. ~1997! showed that cochlear implantees can
discriminate damped and ramped sinusoids when the stimuli
are presented on a single electrode, and that their perfor-
mance was far superior to that of normals at longer half-
lives. Since the implant bypasses the cochlea and stimulates
the auditory nerve directly, it is difficult to see how a spectral
model could explain this discrimination.

B. The measurement of temporal asymmetry

Irino and Patterson~1996! refined the damped/ramped
discrimination experiment to provide a direct measure of au-
ditory temporal asymmetry. The experiment is described in
some detail because the measurement and quantification of
the perceptual asymmetry are central to the modeling studies
presented in the paper that follows. In a two-alternative,
forced-choice experiment, listeners were presented a ramped
sinusoid in one interval and a damped sinusoid having the
sameor greaterhalf-life in the other interval. In one version
of the experiment, the listeners were asked to choose the
interval containing the sound with the louder tonal compo-
nent; in another version with the same stimuli, they were
asked to choose the interval with the louder drumming com-
ponent. Between trials, the half-life of the damped sinusoid
was varied to determine the ‘‘matching point,’’ that is, the
half-life of the damped sinusoid required to equate the prob-
ability of choosing either the ramped or damped stimulus as
the one with the louder tonal or drumming component. Then
the experiments were repeated using noise carriers, and lis-
teners were asked to choose either the interval with the
louder hiss component or the interval with the louder drum-
ming component, relative to the other component. The re-
sults showed that listener variability was exceptionally low;

the type of response did not affect either the formor the
horizontal positionof the psychometric functions with either
carrier, and so the data were averaged over listener and re-
sponse type.

The average matching-point data for the sinusoidal and
noise carriers are presented by open circles and asterisks,
respectively, in Fig. 2~Fig. 4 of Irino and Patterson, 1996!.
The abscissa is the half-life of the ramped sound, and the
figure shows the half-life that the damped sound must have
to produce a perception in which the two components have
the same relative loudness. If there were no perceptual asym-
metry, the data would lie along the dotted diagonal. All of
the data lie well above this line, indicating that, relative to
the drumming component, the carrier is substantially louder
in the ramped sounds when the half-life is in the range 2–32
ms. The open circle above 4 ms shows the extreme case; the
damped sinusoid has to have a half-life of about 25 ms to
produce a tonal component with the same relative loudness
as that produced by the 4-ms ramped sinusoid. In other
words, to match the tonal component of the ramped sound in
Fig. 1~b!, the half-life of the damped sinusoid in Fig. 1~a! has
to be extended to the point where the amplitude of the carrier
at the end of the envelope cycle is still fully half the starting
height! Comparison of the open circles and asterisks shows
that the asymmetry with the sinusoidal carrier is greater than
the asymmetry with the noise carrier. Irino and Patterson
~1996! suggested that the main effects could be simply sum-
marized for modeling purposes in terms of two ‘‘asymmetry
factors,’’ one for the sinusoidal carrier and one for the noise
carrier. The asymmetry factor was defined as the average
distance in logarithmic units between the matching half-life
and the equal half-life~dotted diagonal! for all of the ramped
half-lives associated with one carrier. For the data in Fig. 2,
the asymmetry factors for the sinusoidal and noise carriers

FIG. 1. Phase-compensated NAPs for damped~left! and ramped~right!
sinusoids. The top row shows two cycles of the damped~a! and ramped~b!
waves. The middle row shows the damped~c! and ramped~d! NAPs pro-
duced by thegtf/2datmodel. The ordinate is channel center frequency on an
ERB scale. The bottom row shows damped~d! and ramped~f! summary
NAPs. The peak concentration is the activity in a 4-ms region about the
peak divided by the activity in the complete cycle, and it is greater for the
damped sound.

FIG. 2. Matching half-life values for damped and ramped sounds with sinu-
soidal carriers~open circles! and noise carriers~stars!. Average data for four
listeners. The matching half-life is the damped half-life required to produce
the same perceptual click/carrier ratio as that produced by a given ramped
sound. The equal half-life line is shown by the dotted diagonal; the average
distance from the data to the diagonal is the measure of temporal asymme-
try.
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are 2.1 and 1.4, respectively.1 That is, the matching half-lives
of the damped sounds are, on average, about 4 and 2.5 times
larger than those of the ramped sounds, respectively. The
data in Fig. 2 and the asymmetry factors are the focus of the
asymmetry modeling in this paper.

C. Modeling temporal asymmetry

In the damped/ramped papers mentioned above, the au-
thors explain the perceptual asymmetries in terms of tempo-
ral asymmetries in the auditory image model~AIM ! ~Patter-
son et al., 1992, 1995!. The model consists of an auditory
filterbank that produces a representation of basilar membrane
motion ~BMM !, a multi-channel, neural transduction mecha-
nism that produces a representation of the neural activity
pattern ~NAP! in the auditory nerve, and a bank of
‘‘strobed’’ temporal integration units that produce the mod-
el’s representation of the auditory image that we hear in re-
sponse to the sound. Irino and Patterson~1996! showed that
all three stages of the model enhanced temporal asymmetry
as the information passed through, and they argued that all
three transformations were required to explain the magnitude
of the perceptual asymmetry shown in Fig. 2. They summa-
rize their studies in terms of a general ‘‘delta-gamma’’
theory of temporal asymmetry in the auditory system.

AIM has essentially the same architecture as the original
autocorrelogram model of pitch perception proposed by
Licklider ~1951!, computational versions of which have been
developed by Lyon and colleagues~Lyon, 1982, 1984;
Slaney and Lyon, 1990!, Assmann and Summerfield~1989,
1990!, Meddis and Hewitt~1991a, b, 1992!, and Brown and
Cooke ~1994! among others. Brown and Cooke~1994!
present a review of autocorrelation models and their uses. In
each of these autocorrelogram~ACG! models there is an au-
ditory filterbank that simulates BMM, a multi-channel trans-
duction mechanism that simulates the NAP, and a bank of
autocorrelators to produce the ACG, and so the primary dif-
ference between AIM and the traditional ACG model is in
the final stage, where the former has strobed temporal inte-
gration and the latter has autocorrelation. AIM and the ACG
model often produce very similar results. For example, both
have been used to explain the pitch and pitch strength of
high-pass filtered iterated rippled noise~IRN! ~Yost et al.,
1996; Pattersonet al., 1996; Yostet al., 1998!, which ap-
pears to be beyond the capabilities of spectral model of hear-
ing, even those based on short-term spectra. The delay-and-
add process used to generate IRN, introduces a ripple into
the power spectrum of the stimulus that can be used to ex-
plain the pitch in a spectral model when the ripple is resolved
in the auditory system. However, the pitch persists when the
stimulus is high-pass filtered to remove the frequency region
where the ripple would be resolved.

AIM and the ACG model produce similar predictions
for the pitch and the pitch strength of IRN~Yost et al., 1996;
Pattersonet al., 1996!, which led to the question as to
whether AIM and the ACG model could be distinguished by
their ability to explain the perception of temporal asymme-
try. The reason for doubting the ACG model was that auto-
correlation is a symmetric process in time; given a periodic
wave like a static vowel with an intraperiod waveform that is

asymmetric in time, the autocorrelation of the sound is, nev-
ertheless, symmetric within the autocorrelation cycle. For ex-
ample, see the auditory image and the ACG of the vowel /~|/
presented in Figs. 2~c! and 3~c! of Pattersonet al. ~1995!.
Irino and Patterson~1996! argued that the strobed temporal
integration mechanism in AIM accentuates the shape of
ramped features in the NAP but not those of damped features
~see Sec. III!. As a result, it enhances the asymmetry of
ramped and damped sounds in the auditory image to the
level where it can explain the magnitude of the perceptual
asymmetry shown in Fig. 2. If autocorrelation reduces tem-
poral asymmetry rather than enhancing it, then it seems
likely that ACG models will not produce sufficient temporal
asymmetry to explain the magnitude of the observed differ-
ences in relative loudness.

D. Overview of the paper

In Sec. I, the temporal asymmetry produced by the de-
fault version of AIM ~Release 7! is compared with that ob-
served when AIM’s strobed temporal integration is replaced
by autocorrelation. Then, the temporal asymmetry observed
with the autocorrelation model of Meddis and Hewitt~1991a,
b! is compared with that observed when the autocorrelation
module in that model is replaced by strobed temporal inte-
gration. In both cases, strobed temporal integration produces
sufficient temporal asymmetry to explain the magnitude of
the perceptual asymmetry, and, in both cases, autocorrelation
does not produce sufficient temporal asymmetry to explain
the perceptual asymmetry.

The first stage of both AIM and the Meddis and Hewitt
model is a linear gammatone filterbank. Cochlear filtering,
however, is nonlinear and arguably more asymmetric in time
than gammatone filtering. Accordingly, in Sec. II, the gam-
matone filterbank of the Meddis and Hewitt model is re-
placed with the active cochlea simulation of Gigue`re and
Woodland~1994! to determine whether this will lead to more
asymmetry in the resulting ACGs. Once again the analysis
reveals insufficient asymmetry to explain the magnitude of
the perceptual asymmetry.

The form of compression varies from model to model
and it was suggested that this might affect temporal asym-
metry, and so a separate study was performed in which three
forms of compression were crossed with three forms of neu-
ral transduction to determine the effects on asymmetry. It is
concluded that compression has little effect on asymmetry
and so the studies are presented as an Appendix.

The analysis of asymmetry in the auditory images pro-
duced by the default version of AIM~R7! ~Sec. I E! reveals
that the original strobe mechanism explains the form and
magnitude of the perceptual asymmetry better than the more
physiological ‘‘delta-gamma’’ strobe mechanism developed
in Irino and Patterson~1996!. In Sec. III, we first determine
why this is so, and then use this information to develop a
more robust version of the delta-gamma strobe that can ex-
plain the form and magnitude of the perceptual asymmetry.

Terminology: Over the course of this paper, upwards of
a dozen different auditory models are reviewed with regard
to their temporal asymmetry. To assist in distinguishing the
models, they are referred to by abbreviations involving the
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processes that they employ, and these labels are presented in
bold, italic, lower-case symbols. The auditory representa-
tions produced by the models are distinguished by abbrevia-
tions presented in unbold, upper-case symbols. The Meddis
and Hewitt~1991a! model consists of a gammatone auditory
filterbank,gtf, to simulate basilar membrane motion~BMM !,
a bank of Meddis~1986, 1988! haircells,med, to simulate
the neural activity pattern~NAP! in the auditory nerve, and a
bank of autocorrelators,ac, to produce the autocorrelogram
~ACG!. It is referred to as agtf/med/acmodel. AIM has the
identical auditory filterbank for spectral analysis, it uses two-
dimensional adaptive thresholding,2dat, to simulate the
NAP, and it uses strobed temporal integration,sti, to produce
the auditory image~AI ! ~Pattersonet al., 1995!. So it is a
gtf/2dat/stimodel. The modules required to assemble the de-
fault version of AIM ~R7! and the Meddis and Hewitt
~1991a! model are available in the software package de-
scribed by Pattersonet al. ~1995!.2

I. ASYMMETRY IN AIM R7 AND MEDDIS AND HEWITT
„1991a…

The filtering and transduction processes in the AIM and
Meddis and Hewitt~1991a, b! areall asymmetric in time. It
is a natural property of causal, physical systems. Thus, the
question, as noted by Irino and Patterson~1996!, is not so
much ‘Where does asymmetry arise in the auditory system?’
but rather, ‘Which asymmetry dominates and is primarily
responsible for the perceptual asymmetry we hear?’ To an-
swer the question and evaluate the effect ofac on asymme-
try, we follow the approach set out by Irino and Patterson.
That is, we identify structures associated with the transient
and carrier components of the perceptions in the model out-
put, and develop a measure of the relative loudness of the
components~the peak concentration, PC!, a measure that is
applicable to all of the representations of sounds produced by
these models. The matching point for a given ramped sound
is determined by calculating its PC and then finding the
damped half-life required to produce the same PC value. In
this way, the matching points for all conditions in the experi-
ment can be calculated for a particular form of model output
and converted to asymmetry factors to compare with those of
the experimental data.

A. Asymmetry measures derived from auditory
models

The auditory models described in this paper begin with
75-channel auditory filterbanks covering the frequency range
100 to 6000 Hz, and all of the NAPs, ACGs, and AIs have
the same number of channels. The asymmetry information is
distributed both in time and frequency in all these different
representations. The decision statistic developed by Irino and
Patterson to summarize the asymmetries and predict listen-
ers’ performance is illustrated in Fig. 1, which is adapted
from Fig. 8 of Irino and Patterson~1996!. The upper panels
show two cycles of damped and ramped sinusoids with car-
rier frequencies of 800 Hz, half-lives of 4 ms, and envelope
periods of 50 ms. The middle panels show phase-aligned
NAPs produced by the AIM in response to the stimuli.
Patterson~1994a! argued that the drumming component of

the perception arises from the vertical structure in the NAP
which is produced by the transient in each cycle of the stimu-
lus, whereas the tonal component of the perception arises
from the horizontal triangular structure associated with the
carrier in each cycle; the triangular structure follows the ver-
tical structure in the damped NAP and precedes it in the
ramped NAP.

To provide a measure of the relative loudness of the
transient and carrier components, Irino and Patterson~1996!
averaged the NAPs across frequency to produce summary
NAPs, as shown in Fig. 1~e! and ~f!. Information about the
transient component is concentrated about the peak in the
NAP while information about the carrier is contained in the
region away from the peak. Information about the timbre of
the components is contained in the fine structure of the sum-
mary NAP. For example, the time intervals in the ramped
summary NAP are highly regular, like those in the NAP
itself, indicating that the timbre of the carrier is a tone and
the pitch of the tone is 1/1.25 ms, or 800 Hz. The summary
NAP of the ramped noise has a similar envelope but the time
intervals in the region away from the peak are highly irregu-
lar, revealing that the timbre of the carrier is a hiss, and there
is no pitch~see Akeroyd and Patterson, 1995, Fig. 4!. In the
experiment of Irino and Patterson~1996!, however, the lis-
teners were not required to identify the carrier; rather they
were instructed to focus on the relative loudness of the car-
rier component~tone or hiss! compared to the transient com-
ponent ~drumming sound!. The information about relative
loudness is contained in the areas occupied by the transient
and carrier portions of the summary NAP. There is relatively
more activity in the region of the peak in the summary NAP
of the damped sinusoid, which produces the perception with
the louder drumming component, and there is relatively more
carrier activity away from the peak in the summary NAP of
the ramped sinusoid, which produces the perception with the
louder tonal component. This led them to suggest that the
relative loudness of the drumming component of the percep-
tion might be characterized by the ‘‘peak concentration’’ in
the NAP; that is, the ratio of ‘‘the average activity level in
the 4-ms segment around the peak’’ to ‘‘the average activity
level in the remainder of the cycle.’’

The decision statistic was defined to be the peak concen-
tration of the damped sound over the peak concentration of
the ramped sound, and it was designated the peak concentra-
tion ratio ~PCR!. To predict the matching point for a given
ramped sound, the half life of the damped sinusoid was var-
ied to find the value that produced a PCR of unity. That is,
the summary NAP of a given ramped sound was generated
and used to calculate its peak concentration, and then sum-
mary NAPs and peak concentration values were generated
for damped sounds with varying half-lives to find the one
that produced the same peak concentration value as that of
the ramped sound. The process was repeated for all ramped
half lives, separately with the tone and noise carriers, to gen-
erate a complete set of matching points to compare with
those in Fig. 2; then the logarithms of the matching-point
values were averaged to produce asymmetry-factor values
for the tone and noise carriers. The details of the PCR cal-
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culation are presented in Appendix B of Irino and Patterson
~1996!.

B. Asymmetry in the auditory image model

The matching half-lives were determined for all of the
conditions in the damped/ramped experiments at the output
of each stage of the default version of AIM. The results are
plotted in the upper three panels of the left-hand column of
Fig. 3; each panel has the same format as the experimental
data in Fig. 2. Then thesti module was replaced with anac
module and matching points were calculated from the result-
ing ACGs. The values are plotted in the bottom panel of the
left-hand column of Fig. 3. Note that whenever there is
asymmetry, it is invariably the case that the damped half-life
is greater than the ramped half life. In this subsection, we
compare the magnitude of the asymmetry at each level with
that in the experimental data.

~i! gtf: The measurement of asymmetry at thegtf stage
was based on half-wave rectified versions of the indi-
vidual filtered waves, which were phase aligned and
averaged to produce a summary BMM in the same

way as described for the summary NAP. The simu-
lated matching-point data are presented in Fig. 3~a!,
which shows that there is virtually no measurable
asymmetry for either carrier except at the 4-ms half-
life where there is a small amount for both carriers.
The impulse response of the gammatone filter has an
exponential tail and its half-life is on the order of 4 ms
in the region of 800 Hz. In this region, the response to
the transient in the damped sound is slightly more
concentrated than the response to the transient in the
ramped sound. At shorter half-lives both ramped and
damped sounds are like impulses to the gammatone
filter; at longer half-lives the output just follows the
stimulus with a short lag and the peak concentration is
essentially the same for damped and ramped sounds.
Thus, although it is true that gammatone filtering is
asymmetric in time, and responses to ramped and
damped sounds are different, the size of the difference
is far too small for the PCR to explain the magnitude
of the perceptual asymmetry observed in the experi-
ments.

~ii ! gtf/2dat: The neural encoding stage in the AIM is a
form of two-dimensional, adaptive thresholding2dat,
~Patterson and Holdsworth, 1996; Pattersonet al.,
1995!. It converts AIM’s simulation of BMM into its
simulation of the NAP. The adaptation in this module
is highly asymmetric in time; the output of the module
rises almost instantaneously with membrane ampli-
tude, but the rate of decrease in the output after a peak
is restricted to values on the order of 1 dB/ms. As a
result, the asymmetry in adaptive thresholding inter-
acts with that of the damped and ramped sounds over
a larger range of half-lives than for gammatone filter-
ing, increasing the negative slope of damped features
and decreasing the positive slope of ramped features.
The operation of adaptive thresholding and its role in
asymmetry are discussed at length in Irino and Patter-
son ~1996!. The matching half-lives produced by
sinusoidal and noise stimuli withgtf/2dat are pre-
sented in Fig. 3~c!. The pattern of asymmetries is cor-
rect inasmuch as both carriers produce substantial
asymmetry, and that for the sinusoidal carrier is
greater than that for the noise carrier. The degree of
asymmetry, however, is not as large as that observed
in the experiments in the range 4–16 ms. The asym-
metry factors for the experimental data~2.1 and 1.4
for the tone and noise carriers, respectively! are
shown by the leftmost pair of bars in Fig. 4; they
summarize the two sets of data presented in Fig. 2.
The asymmetry factors forgtf/2dat@Fig. 3~c!# are pre-
sented by the second pair of columns in Fig. 4 over
‘‘ 2dat,’’ and they show in a more compact form that
the asymmetry produced bygtf/2dat has the correct
form but it is not large enough to explain the magni-
tude of the perceptual asymmetry.

~iii ! gtf/2dat/sti: The sti mechanism that converts NAPs
into AIs in the original version of the AIM, employs
an adaptive threshold somewhat like that in2dat; it
rises rapidly with level prior to a NAP peak and falls

FIG. 3. Matching half-lives for sinusoidal~open circles! and noise~stars!
carriers produced by the three stages of AIM~left column,gtf/2dat/sti! and
Meddis and Hewitt~1991! ~right column,gtf/med/ac!. The gammatone fil-
terbank@~a! and~b!# produces asymmetry only at 4 ms and the asymmetry is
minimal. The cochlea simulation in AIM~c! produces more asymmetry than
that of the Meddis and Hewitt model~d!. The sti mechanism enhances
asymmetry measured in the NAP~e! and ~g!; the ac module does not en-
hance asymmetry on average~f! and ~h!.
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slowly after the NAP peak. In this version ofsti, how-
ever, the rate of decrease is 2%/ms, which is much
slower than in2dat. The strobe asymmetry enhances
the damped/ramped asymmetry in the auditory image
over that in the NAP, but in a different way; it has
virtually no effect of damped features because they
decay faster than the strobe threshold, but it does re-
duce the positive slope of ramped features because the
ramped features induce multiple strobes per envelope
period. The effect is described in detail in Sec. III B.

~iv! Auditory images are automatically phase aligned by
the sti mechanism because it works asynchronously
on individual channels, and the NAP peak that ini-
tiates temporal integration is mapped to the 0-ms in-
terval in the auditory image~Pattersonet al., 1992!.
Thus, the PCR measure developed for NAPs is di-
rectly applicable to AIs. The matching-point data pro-
duced by damped and ramped sounds with sinusoidal
and noise carriers in the auditory image, using the
default version of the AIM, are presented in Fig. 3~e!;
the asymmetry factors are presented in the third pair
of columns in Fig. 4. The pattern of asymmetries is
correct, and, in this case, the average degree of asym-
metry is close to that in the data. The matching points
produced by sinusoidal carriers are a little greater than
those observed in the experiments, and the matching
points for noise carriers are a little less than those
observed. Nevertheless, it is an excellent fit when
compared with the problems of explaining temporal
asymmetry with spectral models and leaky-integrator
models ~Patterson, 1994a; Akeroyd and Patterson,
1995; Patterson and Irino, 1996!.

~v! gtf/2dat/ac: To provide a direct comparison of the ef-
fect of ac, agtf/2dat/acversion of an autocorrelogram

model was assembled using the first two stages of the
AIM, that is, ACGs were generated from the AIM
NAPs that produced the matching points in Fig. 3~c!.
The NAP asymmetry is relatively large and the asym-
metry for the sinusoidal carrier is substantially greater
than that for the noise carrier, so these NAPs might be
expected to provide a sensitive test of the effects of
ac. The matching points from the ACGs are presented
in Fig. 3~g! and the asymmetry factors are presented
in the fourth pair of columns in Fig. 4. Comparison of
Fig. 3~g! with Fig. 3~e! shows that, when applied to
the same NAPs,ac produces less temporal asymmetry
thansti. Comparison of the second and fourth pairs of
columns in Fig. 4 shows thatac actually reduces the
temporal asymmetry of the NAPs presented as input
to the ACG module.

C. Asymmetry in the model of Meddis and Hewitt
„1991a, b…

AIM was not originally designed as an autocorrelogram
model and so the analysis was repeated with the autocorre-
logram model of Meddis and Hewitt~1991a, b! which is
perhaps the most commonly referenced computational ver-
sion of Licklider’s ~1951! autocorrelation model. Matching
half-lives were determined for all of the conditions in the
damped/ramped experiments at the output of each stage of
the Meddis and Hewitt model~gtf/med/ac!, and the results
were plotted in the upper three panels of the right-hand col-
umn of Fig. 3. Then theac module used to construct the
ACGs was replaced with thesti module used to construct
auditory images in the AIM, and matching points were cal-
culated from the AIs to compare with those from the ACGs.
The matching points are plotted in the bottom panel of the
right-hand column of Fig. 3.

~i! gtf: The Meddis and Hewitt model~gtf/med/ac.! em-
ploys the same gammatone auditory filterbank as the
default version of the AIM, and so the matching
points produced by this stage, and plotted in Fig. 3~b!,
are the same as those for the AIM, plotted in Fig. 3~a!.
The subfigure is included simply to maintain the par-
allel presentation of the two models.

~ii ! gtf/med: In the Meddis and Hewitt model the trans-
duction is performed by a bank of haircell simulators
~Meddis, 1986, 1988!. Table I of Meddis~1988! pre-
sents two sets of parameter values for haircells that
lead to medium- and high-spontaneous rate firing in
primary fibers, and Table II of Meddiset al. ~1990!
presents two different sets of parameter values. The
default parameter values for the Meddis module in the
AIM software package are those associated with the
medium spontaneous-rate fiber in Meddiset al.
~1990! which will be referred to asm-med. It has the
greatest dynamic range and so is least restricted by the
maximum firing rate of the haircell. Matching points
were calculated with this version of the haircell and
they are positive, indicating that the asymmetry asso-
ciated with adaptation in the Meddis haircell does in-
teract with the asymmetry of the stimuli. The size of

FIG. 4. Asymmetry factors calculated from the matching half-lives mea-
sured in the perceptual experiment~Exp!, and from the representations un-
derlying the predicted matching points in panels~c!–~h! of Fig. 3: on the
left, the NAPs~2dat!, AIs ~2dat/sti!, and ACGs from AIM~2dat/ac!; on the
right, the NAPs~h-med!, ACGs~h-med/ac!, and AIs~h-med/sti! from Med-
dis and Hewitt~1991a!. Whereassti enhances temporal asymmetry in the
NAP, ac does not.
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the asymmetry, however, was not nearly large enough
to explain the perceptual asymmetry. The asymmetry
factors for the sinusoidal and noise carriers were
about 0.4 and 0.6, respectively.

~iii ! The AIM package also includes parameter values for
the high-rate fiber of Meddiset al. ~1990! which will
be referred to ash-med. The high-rate fiber is more
reactive than the medium-rate fiber, with a stronger
onset response and stronger adaptation that together
makeh-med more asymmetric in time; the dynamic
range ofh-med, however, is about 40 dB rather than
the 60 dB ofm-med. Matching points produced by
gtf/h-med are presented in Fig 3~d!, the asymmetry
factors are presented by the fifth pair of columns in
Fig. 4, over ‘‘h-med.’’ They show thath-med pro-
duces much more asymmetry thanm-med, but it is
still less than that required to explain the perceptual
asymmetry. Comparison of Fig. 3~d! with Fig. 3~c!
shows that, on average, the asymmetry produced by
gtf/h-med is about the same as that produced bygtf/
2dat; however, withh-med, the sinusoidal carrier pro-
duceslessasymmetry than the noise carrier, which is
incorrect.

~iv! gtf/h-med/ac: The multi-channel NAPs from the
Meddis haircell are converted into ACGs by applying
ac separately to each channel of the NAP. The result-
ing ACGs are automatically phase aligned becauseac
is phase insensitive. So the PCR measure developed
for NAPs is directly applicable to ACGs. The
matching-point data produced bygtf/h-med/acin re-
sponse to sinusoidal and noise stimuli are presented in
Fig. 3~f!, and the asymmetry factors are presented in
the sixth pair of columns in Fig. 4, over ‘‘h-med/ac.’’
Both figures show that the asymmetry in the ACG is
essentially the same as that in the NAP from which it
was derived@compare Fig. 3~f! with Fig. 3~d!, and
compare the fifth and sixth pairs of columns in Fig.
4#. Thus, theac process in the Meddis and Hewitt
model neither enhances nor attenuates the temporal
asymmetry observed in the NAPs.

~v! gtf/h-med/sti: The ac module was replaced by thesti
module in the default version of the AIM and the
matching points produced by the resultantgtf/h-med/
sti model are presented in Fig. 3~h!; the asymmetry
factors appear in the rightmost pair of columns in Fig.
4. The pattern of asymmetries has the correct form
and the average level of asymmetry is almost large
enough to explain the magnitude of the perceptual
asymmetry. The difference in asymmetry between
sinusoidal and noise carriers is rather smaller than in
the perceptual data.

~vi! Summary: The fact that autocorrelation does not en-
hance temporal asymmetry was to be expected, inas-
much as autocorrelation is a symmetric process in
time. Nevertheless, it seemed important to begin by
demonstrating that the ACGs produced by the Meddis
and Hewitt~1991a, b! model, or the AIM withac in
place ofsti, do not have sufficient temporal asymme-
try to explain the magnitude of the perceptual contrast

between damped and ramped sounds. A similar con-
clusion has recently been reported by de Cheveigne´
~1998!. It seems likely that the ACG models of Ass-
mann and Summerfield~1989, 1990! and Brown and
Cooke ~1994! cannot explain the magnitude of the
perceptual asymmetry either, insofar as they employ
very similar filterbanks for their spectral analyses and
the same Meddis haircell models for neural transduc-
tion. It is possible that an extra stage could be added
to the ACG model to enhance the temporal asymme-
try of the ACG, but the prospects for this solution do
not seem good inasmuch as the asymmetry with sinu-
soidal carriers is barely greater than that with noise
carriers.

II. ASYMMETRY AND AUTOCORRELATION WITH A
LEVEL-DEPENDENT AUDITORY FILTERBANK

Whereas the gammatone filterbank is linear, cochlear fil-
tering is level dependent; the bandwidth of the filter in-
creases and the duration of the impulse response decreases as
the intensity of the stimulus increases~Evans, 1977!. The
dynamic range of damped and ramped sounds is large, so
there are significant changes in the duration of the impulse
response over the cycle of the sound. The nonlinear cochlear
filter has a relatively broadband response to the peak ampli-
tude in the transient and a relatively narrow-band response to
the low-level portion of the carrier, and it is difficult to pre-
dict how the nonlinearities might interact with the temporal
asymmetry of damped and ramped sounds. It is also the case
that the phase response of the cochlea differs from that of the
gammatone filterbank and the difference has measurable per-
ceptual effects. Kohlrausch and Sander~1995! and Carlyon
and Datta~1997! have measured masking period patterns for
time-reversed, temporally asymmetric sounds~positive and
negative Schroeder-phase waves! and shown that the peak
factor in the internal representation of the two sounds is dif-
ferent. But again, it is not clear how this might interact with
the temporal asymmetry of damped and ramped sounds.

A. Meddis and Hewitt „1991… with a level-dependent
filterbank

There are several level-dependent filterbanks which are
used to simulate cochlear filtering, and they can assist in
understanding the interaction of level and temporal asymme-
try ~e.g., Lyon, 1982; Strube, 1985; Gigue`re and Woodland,
1994!. The latter two of these filterbanks have separate, non-
linear, feedback circuits in the individual sections of the fil-
terbank to simulate the effects of outer haircells. The com-
pression in the feedback circuit is similar in form to that
thought to exist in the cochlea~Giguère and Woodland,
1994!, and so these filterbanks are arguably more appropriate
as preprocessors for the Meddis haircell than the gammatone
filterbank. The original Meddis~1986! haircell algorithm has
an input compressor that is not properly part of the haircell
simulation. It was included to control the dynamic range of
the haircell input when the haircell is driven by a linear fil-
terbank as in Meddis and Hewitt~1991!. The physiological
version of the AIM~Pattersonet al., 1995, Fig. 1, right col-
umn! is like a Meddis and Hewitt~1991! model with a some-
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what more realistic cochlea simulation, that is, a level-
dependent filterbank with compression. It is a combination of
the Giguère and Woodland~1994! transmission-line filter-
bank ~tlf !, the Meddiset al. ~1990! haircell model without
the input compressor~med!, and autocorrelation~ac!. In this
section, asymmetry factors for damped/ramped discrimina-
tion are calculated from the ACGs produced by this physi-
ological version of the AIM ~tlf/med/ac! using both the
medium- and high-rate fibers from Meddiset al. ~1990! to
determine whether this would lead to greater asymmetry in
the ACGs as suggested by Slaney~1994! ~personal commu-
nication!.

B. Phase-alignment in physiological NAPs

When calculating the PCR, phase alignment across
channels is important for preserving the peak associated with
the transient, as described in Sec. II A~Fig. 1!. In the case of
gammatone filtering, the appropriate phase compensation is a
fixed temporal shift for a given channel, independent of
level. This is not the case with transmission-line filtering,
however, and we were not able to establish a reliable method
of phase alignment and peak preservation for damped and
ramped sounds. As a result, there are no asymmetry mea-
sures for the NAPs of the physiological model on their own.
Nevertheless,ac produces phase alignment automatically,
and so the temporal asymmetry of the model can be mea-
sured in the ACG.

C. Asymmetry in the level-dependent ACG

The asymmetry factors measured with thetlf/med/ac
model are shown in the third and fourth pairs of columns in
Fig. 5 for the medium- and high-rate fibers, respectively.
They are essentially the same as the results produced withgtf

in the original version of the Meddis and Hewitt model.
There is not enough asymmetry to explain the magnitude of
the perceptual asymmetry, and the asymmetry with sinu-
soidal carriers is not greater than that for noise carriers. The
first pair of columns shows asymmetry factors measured in
the experiment, as before. The second pair of columns shows
the asymmetry factors produced bygtf/2dat/acfor compari-
son; these are the same values as in the fourth column of Fig.
4. Note that it is the combination ofh-med with ac, or m-
medwith ac, that is the problem. In Sec. I C it was revealed
that AIs produced withgtf/h-med/sti produce sufficient
asymmetry, on average, to explain the magnitude of the per-
ceptual asymmetry. And looking ahead briefly, in Sec. III B
we show that AIs produced withtlf/h-med/dg-sti produce
sufficient asymmetry to explain the perceptual asymmetry.
So the problem is more with autocorrelation than with the
Meddis haircell.

D. The effect of compression on asymmetry

The form of compression in the Meddis and Hewitt
~1991! model is different from that in AIM, and the asym-
metry measured at the output of the compressor stage in the
AIM is a little greater than that with the filterbank on its own
~Irino and Patterson, 1996, Fig. 5!. It is also the case that the
adaptation is different in the two models~2dat vs. med!. As
a result, we investigated the effect of compression on asym-
metry using three forms of compression~none, square-root,
and log!, crossed with three forms of neural transduction
~2dat, m-med, andh-med!, to determine the contribution of
compression to asymmetry. The analysis of these nine audi-
tory models, and the argument as to why they represent a
sufficient investigation of the compression issue, is fairly
lengthy. Moreover, the analysis reveals that the form of com-
pression has surprisingly little effect on asymmetry. As a
result, the discussion is deferred to the Appendix.

III. ASYMMETRY IN STROBED TEMPORAL
INTEGRATION

In Secs. I and II it was revealed that it is actually rather
difficult to explain the pattern of asymmetries in the match-
ing point data from the damped/ramped experiments, and
that the successful fits produced by the AIM with the original
version ofsti are, in retrospect, somewhat surprising@Figs.
3~e! and~h!#. These asymmetry studies, with the originalsti
were performed explicitly for the comparisons described in
Sec. I and had not been reported before; the asymmetry stud-
ies reported in Irino and Patterson~1996! were performed
with the ‘‘delta-gamma’’ version ofsti. In this section of the
paper, we examine the original strobe mechanism to deter-
mine how it enhances temporal asymmetry. Then, the results
of the analysis are used to develop a new version ofdg-sti
which is more robust and physiologically more plausible,
and which produces a slightly better fit to the asymmetry
data. Finally, this new version ofdg-sti is applied to the
NAPs produced by the Meddis and Hewitt~1991! model to
determine whether there is inherently sufficient temporal
asymmetry in these NAPs to explain the perceptual asymme-
try.

FIG. 5. Asymmetry factors calculated from the matching half-lives mea-
sured in the perceptual experiment~Exp!, and from the matching half-lives
predicted from six auditory models: On the left, three level-dependent(tlf)
ACG models with different neural transduction stages~2dat, m-med,and
h-med!; they show thatac does not produce more asymmetry with a level-
dependent filterbank(tlf) . On the right, three level-independent~gtf! AI
models~dg-sti! with the same neural transduction stages~2dat, m-med,and
h-med!; they show thatdg-sti enhances temporal asymmetry in each case.
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A. Ramped sounds and the original sti

The purpose of the strobe mechanism in the original
version of AIM ~Pattersonet al., 1992! was to identify local
maxima in the NAP which were then used to initiate tempo-
ral integration. The NAPs of periodic sounds typically have
only one maximum per cycle, and if integration is initiated
on this maximum, the resulting auditory image is a stabilized
copy of the pattern of pulses in the NAP. The local maxima
are identified with the aid of an adaptive threshold and there
is an independent adaptive threshold for each channel of the
NAP. The operation is as follows: Threshold rises rapidly
with NAP level on the leading edge of each NAP pulse up to
the pulse peak, and the time of the peak is marked as a
candidate strobe point. After the peak passes, the adaptive
threshold decays at a rate of about 2%/ms. Before initiating
temporal integration, however, the mechanism waits for up
to 5 ms~the strobe lag! to see if another larger peak appears.
If one does, the peak of the larger pulse becomes the strobe
candidate and the strobe lag is reset to 5 ms. Eventually, the
strobe lag times out, temporal integration is initiated, and the
mechanism is reset.3

The NAPs of most natural periodic sounds have damped
asymmetry, and they are readily stabilized by the simple
strobe algorithm. The same is not true, however, for ramped
sounds. Consider the response to a ramped sound with a long
envelope period, say 500 ms, and a long half-life, say 64 ms.
The strobe unit in the carrier channel would continually find
larger NAP peaks on the way up the ramp and would keep
on resetting the strobe lag to 5 ms until the end of the ramp.
Thus, the sound level would be above absolute threshold for
as much as 500 ms without any activity reaching the auditory
image, which in the AIM means without the listener hearing
anything. This is clearly incorrect; we would hear the onset
of a slowly rising tone long before the local maximum at the
offset of the tone. To solve this problem an extra condition
was added to the strobe criterion; namely, ‘‘Once a NAP
pulse has been encountered, limit the duration of the search
for a local maximum to a total of 10 ms.’’ This version ofsti
is surprisingly successful in producing clean auditory images
of ramped sinusoids; that is, images which preserve the car-
rier intervals of the horizontal triangular structure in the NAP
and the filter-ringing intervals of the vertical structure in the
NAP, even when the two occur adjacent to each other in the
same channel. Patterson and Irino~1998! have shown that
when carrier and filter-ringing intervals occur together in one
channel,ac averages them and the ACG contains a range of
time intervals that do not appear in the NAP.

This revisedsti does not, however, produce an exact
copy of repeating ramped NAP structures in the auditory
image. In channels near the carrier frequency, the triangular
structure is elongated horizontally and elevated in level be-
cause the mechanism strobes once or twice on the way up the
ramp as well as at the end of the ramp. The time intervals in
these channels are all carrier periods, both before and after
the end of the ramp, and so the asynchronous strobing does
not distort the fine structure in these channels. In channels
farther away from the carrier region, the mechanism does not
alter either the size or the form of the vertical transient struc-
ture. As a result, the peak concentration, which is the ratio of

transient activity to carrier activity, is reduced for ramped
sounds. This, in turn, means that the half-life of the matching
damped sound has to be extended to reduce its peak concen-
tration and restore the PCR to unity. Thus, the strobe mecha-
nism enhances the asymmetry of damped/ramped sounds
over that observed in the NAP.

The perception of the carrier component of a ramped
sinusoid is pure, which in AIM means that there is the mini-
mum of distortion of carrier intervals in the auditory image.
Accordingly, the three strobe parameters, threshold decay
rate, strobe lag, and strobe-lag limit, were varied to deter-
mine the values that would minimize time-interval distortion.
The values of both strobe lag and strobe-lag limit were found
to have little effect on image distortion over a fairly wide
range and so they were left fixed at the default values of 5
and 10 ms, respectively. Threshold decay rate was found to
have a substantial effect on strobe rate, and the value in the
default version of the AIM~R7!, 5%/ms, was found to pro-
duce too much strobing. Distortion in the image was reduced
by decreasing the decay rate to 2%/ms, and this is the rate
that was used to produce the matching points and asymmetry
factors in Figs. 3 and 4. No parameter sets were found that
produced one strobe per envelope period for the full range of
ramped sounds. It seems that enhancement of temporal
asymmetry is an unavoidable property ofsti—a property that
emerges from the principles of image stabilization in the
AIM.

B. Modification of the delta-gamma strobe

The original version ofsti is based on logic; it is a
simple algorithm for finding local maxima in NAP functions
without regard to its physical or physiological plausibility.
The ‘‘delta-gamma’’ version ofsti developed by Irino and
Patterson~1996! represents an attempt to move forward to a
physical model in hopes of discovering general physical
principles of auditory processing—principles that might
eventually lead to a full physiological model ofsti. The delta
gamma version ofsti also has a better dynamic response than
the originalsti; it overshoots less at onset and adapts to level
changes faster. In this subsection we describe a revised ver-
sion of dg-sti that produces the best asymmetry results to
date. The process is illustrated with an extended example of
the response ofdg-sti to the NAPs of damped and ramped
sounds with 16-ms half-lives and 50-ms periods, shown by
the upper traces in Fig. 6~a! and ~b!, respectively. These are
individual NAP functions from a channel about 200 Hz
above the carrier frequency, 800 Hz. The perception of the
damped sinusoid has the stronger click-to-tone ratio. In the
AIM, this means that the mechanism issues strobe pulses less
frequently for the damped sinusoid than for the ramped si-
nusoid. The bottom traces in Fig. 6~a! and ~b! mark the
strobe points issued by the modified version ofdg-sti for
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these NAPs, and they show that strobing asymmetry occurs
in dg-sti as in the originalsti. In this subsection we explain
the operation ofdg-stiand the matching-point data produced
by this version of the AIM.

1. The architecture of the delta-gamma strobe

In AIM, there is a strobe unit for each channel of the
NAP and they operate independently. The architecture of the
dg-sti mechanism is presented in Fig. 7. The multi-channel
NAP is represented schematically by the left-hand column of
the figure. All of the modules to the right of the NAP column
pertain to dg-sti for one NAP channel; namely, the one
marked by the central, bold arrow of the set entering the
summation. Delta-gamma is defined as the derivative of the
smoothed envelope of the NAP. The envelope extractor is
represented in Fig. 7 by the column of leaky integrators~LI !
and the summation sign just to the right of the NAP column.
The envelope is the weighted average of the smoothed NAPs
from channels in a 3-ERB band about the given channel.
Tc-short is 3 ms and the weighting is a Hamming function
with unit area. The inclusion of the frequency dimension in
the envelope calculation reduces the variability of the enve-
lope estimate for a given time constant. The envelope is fed
to the delta-gamma operator shown in the bottom panel of
the central column. The envelope is also fed to an adaptive
threshold ~top panel! and an accumulator~middle panel!
which between them determine precisely when a strobe
should be issued. The delta-gamma operator controls the rate
at which activity from the NAP accumulates in the decision
process. When the level of activity in the accumulator ex-
ceeds the level of the adaptive threshold, a strobe pulse is
issued and temporal integration is initiated.

Delta-gamma is basically the derivative of the envelope
of the NAP. In this implementation, the derivative operator is
preceded and followed by leaky integrators with a short Tc, 3
ms, to smooth the input and output. To limit the influence of
extreme values, the delta-gamma value is passed through a
sigmoid function with floor and ceiling values of 0 and 1,
respectively. The slope of the sigmoid near its midpoint is a
parameter of the model and in the current fits it is 2.

The output of the delta-gamma sigmoid controls the pro-
portion of the NAP envelope that enters the accumulator
which is a simple LI with a long Tc, 30 ms. The output of the
accumulator is compared with the level of an adaptive

FIG. 6. Response of the delta-gamma strobe mechanism to damped~a! and
ramped~b! sinusoids in the channel centred on 1.0 kHz. Delta-gamma~row
2! is the smoothed derivative of the NAP~row 1!. It controls the rate at
which activity accumulates for comparison with an adaptive threshold~row
3!. When threshold is exceeded, a strobe pulse is issued~row 4!. After the
initial strobe pulse, delta-gamma causes activity to accumulate faster in the
auditory image of the ramped sinusoid, thus enhancing temporal asymmetry.

FIG. 7. Architecture of the delta-gamma strobe mechanism: The envelope of the NAP~col. 1! is extracted~col. 2! and fed to the delta-gamma process~col.
3! which determines the rate at which activity accumulates in the comparator~col. 4!. When the activity level exceeds the adaptive threshold level, a strobe
pulse is issued and it is reset.
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threshold. The purpose of the adaptive threshold is to main-
tain the comparison value in roughly the same range as the
level in the NAP channel. In order to strobe promptly in
response to abrupt onsets, the mechanism must estimate the
NAP level rapidly, and so the onset time-constant for the
adaptive threshold is short~3 ms!. In order to hold the esti-
mated level for comparison over a reasonable length of time,
the mechanism has a relatively slow decay~0.2%/ms!. With
these onset and offset characteristics, the adaptive threshold
value tends to be set by onset responses where the neural
transduction mechanisms are inclined to overshoot. As a re-
sult, the peak value is scaled down by a fixed proportion
before being used for comparison; in the current simulations
the proportion is about 0.15.

2. The operation of the delta-gamma strobe

The delta-gamma functions produced in response to the
damped and ramped NAPs at the top of Fig. 6~a! and 6~b! are
shown by the traces directly under those NAPs. The adaptive
thresholds and accumulation functions produced in response
to the damped and ramped NAPs are shown by the pair of
traces directly under the delta-gamma traces. The slowly de-
caying trace is the adaptive threshold; the sawtooth function
is the accumulator output. Every time the accumulator value
exceeds the adaptive threshold, a strobe pulse is issued, as
shown in the bottom trace of each figure, and then the accu-
mulator is rest to zero.

Delta-gamma rises rapidly at the onset of both NAPs but
the positive peak of the delta-gamma is greater for the
damped sound and so the adaptive threshold for the damped
NAP in Fig. 6~a! rises faster and to a higher level than that
for the ramped NAP in Fig. 6~b!. However, the accumulation
rate is very high for both NAPs and so the accumulation
value exceeds adaptive threshold shortly after onset in both
cases and strobe pulses are issued. Shortly thereafter, delta
gamma turns negative. The value is more negative for the
damped sound because the recovery from overshoot is stron-
ger in the damped sound. Moreover, the average value re-
mains negative for the damped sound longer than for the
ramped sound because the slope of the envelope of the NAP
is negative for the damped sound, whereas it is positive for
the ramped sound. As a result, the accumulation of NAP
activity is relatively slow for the damped sound, and, since
the adaptive threshold is relatively high, the accumulator
does not exceed threshold until the start of the next cycle.
The rising slope of the ramped sound leads to greater output
from the delta-gamma operator, and, so, activity from the
ramped NAP accumulates relatively quickly. The adaptive
threshold is lower for the ramped NAP and so the level in the
accumulator soon exceeds the adaptive threshold. The result
is that dg-sti strobes two or three times during the rising
portion of the cycle of the ramped sinusoid.

3. Asymmetry factors with the modified dg-sti

The asymmetry factors produced by the modifieddg-sti
operating on NAPs from the default version of AIM~R7! are
presented by the fifth pair of columns in Fig. 5. The corre-
sponding values with the same NAPs and the original ver-

sion ofsti were presented in the third pair of columns in Fig.
4. The comparison reveals that the modifieddg-sti increases
the noise asymmetry factor, bringing it closer to the observed
values. The matching-point values produced by the modified
dg-sti are a little smaller than the observed values for the
shorter half-lives, and a little larger than the observed values
for the longer half-lives; in general, however, they are closer
to the observed values than those from the original version of
sti.

The final two pairs of columns show the asymmetry fac-
tors produced bydg-sti for NAPs from the level-dependent
Meddis model,tlf/med/dg-sti. With medium-rate fibers,dg-
sti produces more asymmetry thanac ~compare the sixth and
third pairs of columns!, but it is not sufficient to explain the
magnitude of the observed asymmetry, and there is no carrier
difference. With the high-rate fibers,dg-sti produces suffi-
cient asymmetry to explain the observed asymmetry~seventh
pair of columns!, and there is a carrier difference that is in
the correct direction. It is not as great as the observed carrier
difference, but it is large enough to suggest that with a little
tuning, tlf/h-med/dg-sticould explain the data as well.

IV. SUMMARY AND CONCLUSIONS

The autocorrelogram~ACG! model of hearing was de-
veloped to explain the pitch of complex sounds and it does
this exceptionally well, including the pitch of high-passed
iterated rippled noise which is beyond the scope of spectral
models of pitch. This paper attempted to determine whether
the ACG model could be extended to explain the timbre
differences between spectrally matched pairs of damped and
ramped sounds. Patterson and colleagues had demonstrated
that the auditory image model~AIM ! could explain the per-
ception of damped and ramped sounds, and the initial stages
of AIM are quite similar to those of ACG models. Accord-
ingly, damped and ramped sounds were presented to two
general forms of ACG model–the well-known Meddis and
Hewitt ~1991a, b! model and a version of AIM in which the
strobed-temporal-integration~sti! module was replaced with
an autocorrelation~ac! module. The results showed that nei-
ther form of ACG model could explain the magnitude of the
perceived temporal asymmetry; that is, the fact that listeners
require half-lives in damped sounds to be three to four times
greater than those in ramped sounds to equate the relative
loudness of the transient and carrier components of the per-
ception. When theac module of the Meddis and Hewitt
model is replaced with ansti module, it produces sufficient
asymmetry to explain the perceptual asymmetry provided the
parameters of the Meddis haircell are set to simulate a high-
spontaneous-rate fiber.

A series of studies was then performed with the autocor-
relation model to determine whether damped/ramped asym-
metry in the autocorrelogram, ACG, could be enhanced us-
ing a level-dependent auditory filterbank~Giguère and
Woodland, 1994! and/or different forms of compression
prior to the transduction stage in these models. The manipu-
lations led to minor changes in the size and form of the
temporal asymmetry, but there was never sufficient asymme-
try in the ACG to explain the magnitude of the perceptual
asymmetry. This suggests that, while autocorrelation models
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are very successful in explaining pitch perception, they will
need modification, and probably the addition of an extra
stage, to explain the magnitude of the timbre discriminations
associated with temporal asymmetry.

An analysis of the temporal integration of damped and
ramped sounds with the original version ofsti revealed that it
is particularly difficult to stabilize the patterns of phase-
locking information produced by periodic sounds where a
rising tonal component ends in a transient~e.g., a ramped
sinusoid!. The analysis led to the development of a new ver-
sion of delta-gamma strobe~dg-sti! that can stabilize ramped
sounds accurately and explain the magnitude of the percep-
tual asymmetry quantitatively. The new form ofdg-sti is also
more plausible physiologically.
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APPENDIX: COMPRESSION AND ASYMMETRY

1. The form of compression in AIM and Meddis and
Hewitt „1991…

In the default version of AIM~R7! ~Pattersonet al.,
1995!, there is logarithmic compression at the input to the
neural transduction module,2dat. The logarithmic function
was chosen because the tail of the impulse response of the
gammatone filter is a decaying exponential; log compression
linearizes the decay function which greatly simplifies the
adaptive thresholding algorithm. Log compression was also
justified on the grounds that the pitch and timbre of complex
sounds is largely invariant with level and log compression
best captures this property; that is, the patterns that appear in
the NAP vary least with level when the compression is loga-
rithmic. In the Meddis and Hewitt~1991a, b! model, there is
quasi-log compression at the input to the haircell module,
med, and there is a limit on the output firing rate that oper-
ates as a compressor at higher levels. It is this which limits
the dynamic range ofm-med to about 60 dB, and that of
h-med to about 40 dB. In this Appendix, we investigate the
effect of compression on asymmetry using three forms of
compression~none, square-root, and log!, crossed with three
forms of neural transduction~2dat, m-med, andh-med!.

We installed a variable compressor unit in the AIM soft-
ware package after the filterbank and before the neural trans-
duction modules~2dat and med!. The unit was capable of
applying no compression, log compression, or power-
function compression. Several authors have recently reported
that a power-law compressor with an exponent in the region
of 0.5 ~applied to amplitude! is a reasonable approximation
to the compression applied by outer haircells over a wide
range of levels in the normal cochlea~e.g., Allen, 1996;
Plack, 1996; Oxenham, 1996!. Consequently, we used
power-function compression with an exponent of 0.5, that is,
square-root compression as applied to amplitude.

2. Compression Effects in AIM and Meddis and Hewitt
„1991…

The results are presented in terms of asymmetry factors
in Fig. A1. The analysis was restricted to auditory models
with the linear filterbankgtf, since the analysis of models
with the level-dependent filterbank,tlf , revealed that the re-
sultant ACGs had essentially the same temporal asymmetry.
The linear filterbank has one further advantage with regard to
the space of auditory models that need to be investigated; the
PCR measure can be applied directly to the NAPs produced
with gtf, which is not the case fortlf , as noted above in Sec.
III B. This means that the effect of compression on asymme-
try can be assessed independent of the effects ofac or sti,
which, in turn, reduces the number of auditory models that
need to be assessed considerably.

The asymmetry factors produced with AIM~gtf/2dat!
are presented over the ‘‘2dat’’ section of the abscissa. They
show that the asymmetry factor is largely independent of
compression. The ‘‘log’’ values are the asymmetry factors
for the default version of AIM as shown in Fig. 3~c!. Thus,
for all three types of compression, there is sufficient asym-
metry to explain the perceptual asymmetry whengtf/2dat is
accompanied bysti in either the original form or the delta-
gamma form. Moreover, the asymmetry has the correct form;
the asymmetry for the sinusoidal carrier is greater than that
for the noise carrier. This indicates that it is the asymmetric
adaptation in2dat, rather than compression, that dominates
in the production of asymmetry at the NAP level in AIM.

The asymmetry factors for the Meddis and Hewitt model
with medium-rate fibers and with high-rate fibers are pre-
sented over the ‘‘m-med’’ and ‘‘ h-med’’ sections of the ab-
scissa, respectively. In both cases, the asymmetry factor is
largely independent of compression. The medium-rate
model, m-med, does not produce sufficient asymmetry to

FIG. A1. Asymmetry factors calculated from the matching half-lives mea-
sured in the perceptual experiment~Exp!, and from the NAPs produced by
three auditory models, each with three different forms of compression, none
~off!, square root~0.5!, and logarithmic~log!. The NAPs were produced by
AIM ~gtf/2dat!, and the Meddis and Hewitt model with medium-rate fibers
~gtf/m-med! and high-rate fibers~gtf/h-med! fibers. The figure shows that
the asymmetry factor is largely independent of compression.
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explain the experimental data. Moreover, the asymmetry fac-
tors for the sinusoidal carriers are less than those for the
noise carriers when there is no compression or power-
function compression. The high-rate model,h-med, produces
more asymmetry and, if accompanied bysti, it would prob-
ably be sufficient to explain the average magnitude of the
perceptual asymmetry. However, there is insufficient differ-
ence between the asymmetry factors for sinusoidal and noise
carriers to explain the perceptual data.

3. Summary

The results indicate that compression does not have a
large effect on temporal asymmetry as measured by the
asymmetry factor. With hindsight, perhaps this is not surpris-
ing. The PCR measure and the asymmetry factor are both
relative measures. Compression is instantaneous and mono-
tonic, and so when ratios are computed the effect of the
compression is minimized. Nevertheless, it is useful to know
that compression is not a complicating factor when modeling
temporal asymmetry in the auditory system.

1The asymmetry factor reported by Irino and Patterson~1996! for sinusoidal
carriers, 2.3, is incorrect. It should be2.1 as stated in this paper rather than
2.3. This means that, in round numbers, the matching half-life for a damped
sinusoid is aboutfour times the ramped half-life rather than five times the
ramped half life as reported in Irino and Patterson~1996!.

2The package is available by ftp from ftp.mrc-cbu.cam.ac.uk. Alternately,
see the web page for AIM on the internet at http://www.mrc-cbu.cam.ac.uk/
aim.

3The strobe-criterion details are presented with demonstrations in the AIM
documentation file ‘/docs/aimStrobeCriterion’.
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In this paper the assumption of an equal, Gaussian distribution of the response to each stimulus in
an experiment, an assumption which has to be met ifd8 is to be estimated by calculating the
difference betweenz(H) and z(FA), is tested for two different sets of stimuli: 1000-Hz tones
differing in level only, and a continuum of stop consonants, obtained by full spectral interpolation
between /p/, /t/, and /k/. Response distributions were measured directly by means of a form of
non-numerical magnitude estimation, in which subjects had to indicate the position of each stimulus
on a quasi-continuous rating scale. It could be shown that, in general, all distributions were
sufficiently unimodal, but that their variances differed. The consequences for the calculation ofd8
are unlikely to be serious. ©1998 Acoustical Society of America.@S0001-4966~98!00211-2#

PACS numbers: 43.66.Ba, 43.66.Fe, 43.66.Lj, 43.71.An@RHD#

INTRODUCTION

In an ideal world, every estimate of stimulus resolution
expressed in terms ofd8 would be obtained by fitting a ROC
~receiver operating characteristic! curve through a large
number of paired hit~H! and false-alarm~FA! proportions.
Each pair of proportions would be the result of a separate
experiment involving the same stimuli and the same condi-
tions, but with a different decision criterion for the observer
in each experiment. Criteria may be influenced by manipu-
lating thea priori probability of the stimuli or by changing
the reward for a hit or the penalty for a false alarm.

Signal detection theory states that successive presenta-
tions of a stimulus give rise to a range of sensations distrib-
uted around a mean. These sensation distributions are usually
assumed to be Gaussian and all distributions in an experi-
ment are usually assumed to have equal variance. If these
conditions are met, and if we plot the H and FA pairs along
normal coordinates@i.e., z(FA) vs z(H)#, then the ROC fit-
ted through them is a straight line with unit slope, andd8
equals the intercept along thez(H) axis. If the distributions
are not Gaussian, a straight line will not provide a good fit; if
the variances are unequal, slope will not be unity~see Swets
et al., 1961!. This only makes sense, incidentally, if the vari-
ances of the distributions are expressed in terms of physical
units or of perceptual units psychoacoustically derived from
physical units.

It is fairly easy to check the Gaussian and equal variance
assumptions, but it is also rather costly, since it requires a
number of stimulus presentations that should be large
enough for reliable estimates of hit and false-alarm prob-
abilities over a wide range of criterion positions along the
rating scale. As a consequence, experimenters usually restrict
themselves to one criterion, yielding single estimates ofz(H)
andz(FA) which are then subtracted to yield ad8 estimate,
under the assumption that they define a straight line with a
slope of unity. However, in an experiment with visual stimuli
presented by Swetset al. ~1961!, a doubling of the mean
stimulus value resulted in a 25% increase in variance, al-

though the distributions appeared to be Gaussian. On the
other hand, most of the available evidence indicates that, for
simple auditory stimuli, the assumption is a tenable one. For
example, Braida and Durlach~1972! provide magnitude-
estimation and absolute-identification data obtained with
1000-Hz tones differing only in intensity; the various sets of
z(H) vs z(FA) data points for the stimulus pairs are quite
well described by straight lines of unit slope. The authors are
careful to point out, however, that theirs is not really a rig-
orous test of the degree to which the data do or do not violate
the assumption of Gaussian, equal-variance distributions.

This assumption may constitute a good approximation to
the probability-density functions which underlie the rating
distributions that are usually associated with simple auditory
stimuli. However, the situation is likely to be quite different
for more complicated stimuli, especially if these are associ-
ated with well-learned categories, such as speech sounds.
The hypothetical decision axis is, in such cases, not just a
combination of sensation axes related to the various stimulus
parameters, but it may be greatly affected by higher-order
concepts, such as category boundaries or prototypes. An in-
creasing number of speech perception researchers have come
to apply a signal-detection analysis to their data, e.g., Pisoni
~1973!, Macmillan et al. ~1977!, Rosner~1984!, Cowan and
Morse ~1986!, Samuel ~1987!, Macmillan et al. ~1987,
1988!, Uchanski et al. ~1992!, Schouten and van Hessen
~1992!, and van Hessen and Schouten~1992!. In each of
these studies,d8 estimates are based on singlez(H) –z(FA)
pairs and therefore on the assumption that all members of a
series of stimuli cause equal, Gaussian variances.

The present authors are engaged in a series of experi-
ments concerning the categorical perception of speech
sounds. In our previous papers, cited in the last paragraph,
we have found that stop consonants are perceived categori-
cally, and we have attempted to model the discrimination of
stop consonants as a function of time. All of this has, how-
ever, been done on the rather shaky foundation of an as-
sumption which may be incorrect. Before proceeding with
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our experiments, we therefore wanted to put this assumption
to the test in a rating-scale experiment, not to obtain a large
number ofz(H) –z(FA) pairs, but to get a more direct pic-
ture of perceptual variance, in a way that will be described
briefly in the next paragraph. Since our method involves a
type of magnitude estimation, it was decided to first try and
replicate the relevant experiment of Braida and Durlach
~1972! in experiment I and only then to apply it to speech
sounds in experiment II.

We reasoned that it should be possible to obtain a good
picture of a subject’s perceptual variance by presenting each
stimulus often enough and requiring the subject to give a
non-numerical estimation of its magnitude, the advantage of
a non-numerical estimate being that it does not anchor sub-
jects to, e.g., whole numbers or multiples of 10, but encour-
ages them to use the resolution they are capable of using. In
all other respects, this task is equivalent to the one employed
by Braida and Durlach~1972!, in which subjects were in-
structed to assign the number 100 to the loudness of a stimu-
lus just below the middle of the range~which was presented
ten times before each group of 100 trials!. They had to use a
ratio scale to rate the loudness of all subsequent stimuli~50
meant half as loud, 200 twice as loud!. In our experiments,
subjects performed their task by placing a mouse pointer at
the appropriate spot of a horizontal bar which spanned the
width of their monitor screen, and which represented the full
stimulus range used in the experiment. Three reference
points were regularly reinforced: the end points of the scale,
which represented two stimuli just outside the experimental
range~by exactly one stimulus step!, and the exact middle of
the range. The method made it undesirable to give any form
of feedback, since this would have provided subjects with
the information that the number of different stimuli was very
limited. It was therefore decided to give subjects extensive
training with the same stimuli, but using a different task—
absolute identification—in such a way that they would not
realize that they were being trained and that the same limited
number of stimuli was used in both experiments.

Our expectations were that the intensity differences in
experiment I would lead to distributions which would be
unimodal and have approximately the same variance, espe-
cially after training. The timbre differences in experiment II,
however, were expected to have a relatively low associated
variance near the best representatives of a speech category
~phoneme!, but a much higher variance for stimuli near a
phoneme boundary. The reason for this expectation is to be
found in the notion of categorical perception, which says that
stimuli that belong to the same category are perceived as
identical and will therefore be given the same rating on our
rating scale; moreover, the variance associated with this rat-
ing will be small, since subjects do not have access to varia-
tions in sensation that are due to sensory noise. On the other
hand, this same sensory variance will cause a stimulus near a
category boundary to be classified both ways, resulting either
in a bimodal rating distribution, or in a much wider distribu-
tion if the stimulus is actually perceived as being not readily
classifiable. We therefore preferred a direct picture of the
rating distributions, particularly those evoked by the speech
stimuli, over ROC curves, which could easily be constructed

from the same rating data by shifting the criterion along the
rating scale.

I. EXPERIMENT I: 1000-Hz TONES

Experiment I consisted of two parts: experiment Ia, in
which extensive identification training was given, but which
will be only selectively reported, since the data showed that
the response range had been too narrow, and experiment Ib,
which was carried out a year later using a much wider re-
sponse range, but without training and with a smaller number
of subjects. In effect, experiment Ia served as a pilot study
for experiment Ib, the main experiment.

A. Method

1. Stimuli

Since experiment I was in many ways intended as a
replication of the magnitude-estimation experiment by
Braida and Durlach~1972!, the stimuli were as similar to
theirs as circumstances allowed. There were ten basic
stimuli, consisting of 1000-Hz tones of 500-ms duration and
with 25-ms cosine-shaped onset and offset windows. Stimuli
1–10 had levels of 50, 54, 58, 62, 66, 70, 74, 78, 82, and 86
dB SPL. In addition, there were three reference stimuli:
stimulus 0 had a level of 46 dB, and stimulus 11 one of 90
dB; a third reference stimulus, one of 68 dB in the middle of
the range, will not be used in the presentation of the results
and was therefore not given a number.

Sampling frequency was 20 kHz, and resolution was 16
bits.

2. Subjects

Six subjects took part in experiment Ia—five female stu-
dents and one male student of Utrecht University, all in their
early twenties. Four of them returned a year later for experi-
ment Ib. They received a basic hourly rate, apart from bo-
nuses and penalties for correct and incorrect responses in
absolute identification.

3. General procedure

Experiment Ia consisted of seven tests, taken on con-
secutive weekdays:

~i! ME-1: magnitude estimation without feedback,
~ii ! AI-1 to AI-5: absolute identification with feedback,
~iii ! ME-2: magnitude estimation without feedback.

AI-1 to AI-5 were primarily intended as a form of train-
ing for ME-2.

Experiment Ib consisted of a single magnitude-
estimation test, but with a wider response range.

Magnitude estimation trials involved only stimuli 1–10
~50–86 dB SPL!; for absolute identification stimuli 0 and 11
~46 and 90 dB! were added, so the number of identification
categories was twelve.

All tests were carried out with subjects seated in one of
two sound-treated, but not completely insulated booths—
SPL of the least intense stimulus~the one of 46 dB! could
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not be measured directly, due to low-frequency ambient
noise interference, so to check the level of this particular
stimulus an A-weighting had to be used.

Stimuli were presented binaurally over Beyerdynamic
DT 770 PRO headphones, which were chosen in preference
over the standard Beyer DT 49 headphones, since the latter
would have been unsuitable for the speech stimuli in experi-
ment II, in view of their poor frequency response above 4000
Hz. Moreover, the DT 770 are much more comfortable to
wear over long periods. Calibration was carried out by
means of an artificial ear.

4. Procedure for magnitude estimation

Subjects were seated in front of a monitor screen on
which an undivided horizontal bar was displayed; the left
end of this bar was marked with the word ‘‘soft,’’ the right
end with the word ‘‘loud.’’

Prior to each block of 100 trials, the two~Ib! or three
~Ia! reference stimuli were presented five times in a fixed
order: 46 dB~stimulus 0!, 68 dB, and 90 dB~stimulus 11!,
with an interstimulus interval of 2.5 s. In experiment Ia a
marker was visible during this interval at the extreme left, in
the exact middle, or at the extreme right of the bar. In ex-
periment Ib, the 68-dB reference in the middle of the range
was left out, and the positions of reference stimuli 0 and 11
were pulled toward the center of the response bar by two
stimulus steps. As a result, the extreme ends of the response
bar were much further away from the actual stimulus range
than they were in experiment Ia, producing enough latitude
to accommodate both tails of each response distribution.

The test itself consisted of 400 presentations of each of
the stimuli 1–10, in a completely random order~interrupted
by the reference stimuli after every 100 presentations!. Sub-
jects responded by moving the mouse pointer to the appro-
priate position along the horizontal bar and then pressing a
mouse button. As soon as they had done this, the next stimu-
lus was presented; if they did not press within 2.5 s, a non-
response was recorded and the next stimulus was presented.

Maximum net duration of the test was 3 h and 50 min
for a subject who needed 2.5 s for every decision. Breaks
could be taken at any time at the end of a series of 100 trials;
nearly all subjects took breaks after every 1000 trials~the
number of remaining trials was displayed at the bottom of
the screen!.

Since there could not be any ‘‘correct’’ responses, no
feedback was given. In experiment Ia, subjects were not re-
warded or punished in any way but in experiment Ib they
were told that they could raise their earnings if their ratings
were to show the lowest average variance of all four sub-
jects.

5. Procedure for absolute identification (experiment
Ia only)

Subjects were seated in front of a monitor screen which
displayed a horizontal bar, divided into 12 segments, marked
with the numbers 1 to 12, corresponding to stimuli 0–11
~46–90 dB!.

Each of the twelve stimuli was presented 150 times in
each of the five tests. Order was completely random. Presen-

tation was self-paced, since there was no maximum response
time. After the stimulus had been presented, the subject
moved the mouse pointer to the chosen segment and re-
corded her or his response by pressing a mouse button. Feed-
back was given immediately: in case of a correct response,
the word ‘‘OK’’ was displayed for one second in the ‘‘cor-
rect’’ segment; otherwise, a cross was shown for one second
in the ‘‘correct’’ segment.

Breaks could be taken between any two stimulus presen-
tations; most subjects took one break exactly halfway
through the experiment~the number of remaining stimuli
was displayed at the bottom of the screen!.

An increasingly severe system of rewards and penalties
was enforced over the five tests. A correct response was
always rewarded with 5 cents, but incorrect responses were
punished increasingly severely. Subjects knew at all times
how much they had gained or lost on the response they had
just given.

B. Results and discussion

1. Experiment Ia

Since all data from experiment Ia are flawed in the same
way, only the final identification and magnitude-estimation
tests will be presented and discussed, mainly to indicate what
lessons can be learned from them and how particular aspects
of the results from experiment Ib may be interpreted.

Figure 1 presents the results from the fifth~and last!
absolute identification session. Please note that stimuli 0–11
are represented along the vertical axis, whereas the response
categories 0–11 are presented horizontally. The data points
show each subject’s mean identification rating of each stimu-
lus; the thin horizontal bars around them indicate standard
deviations. The barely visible thick line connects the average
ratings calculated over the six subjects.

The picture presented by Fig. 1 is simple. Feedback was,
by itself, enough to produce accurate identification ratings,
since the results for the four preceding sessions were almost
exactly the same. The only effect of training was that vari-
ance decreased between the first and the last session. This
can be seen in Fig. 2, where the diamonds represent standard
deviations in the first session~AI-1! and the squares standard
deviations in the last session~AI-5!. A three-way analysis of
variance, with subjects~6! as a random independent variable
and tests~5! and stimuli~12! as fixed independent variables,
showed a significant effect of the tests factor, and no inter-
action between tests and stimuli.

The mean magnitude-estimation results for ME-2~after
training! are presented in the top panel of Fig. 3. In this
figure stimuli are represented along the ordinate and re-
sponses along the abscissa, just as in Fig. 1. What is plotted
in the top panel is the number of responses of the type indi-
cated along the abscissa; since there were ten different
stimuli, there are ten such plots. The bottom panel shows the
mean ratings for each subject.

In Fig. 3 we see that most subjects, after five days of
identification training, have learned to correctly identify the
stimuli. Truncations occur in the extreme stimuli, especially
in stimulus 1. In addition, there is what seems to be a bimo-
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dal distribution in the response to stimuli 4–7, which is
shared by half the subjects. These stimuli occupy the middle
of the perceptual range; sometimes they are classed with the
‘‘softer’’ stimuli ~5!, sometimes with the ‘‘louder’’ ones~7!.
Some subjects reported that they had three anchors: not only
the extreme stimuli, but also the position halfway between
these; this was, of course, encouraged by the use of a refer-
ence stimulus in the middle of the range.

Figure 4 shows the standard-deviation estimates from
ME-1 ~before training, diamonds! and those from ME-2~af-
ter training, squares!. A certain amount of accuracy has
clearly been lost with respect to the lower-level stimuli: stan-
dard deviations, expressed in number of stimulus steps, are
up after identification training, whereas there is a consider-
able fall for the other stimuli. A three-way analysis of vari-
ance, with subjects~6!, tests~2!, and stimuli~10! as indepen-
dent variables, showed that the tests factor did not have a
significant effect; it did interact significantly, however, with
the stimulus factor.

What is surprising, however, is the difference in shape
between the functions marked by square data points in Figs.
2 and 4. Why doesn’t the overall improvement in identifica-
tion ~AI-5, Fig. 2! carry over into magnitude estimation
~ME-2, Fig. 4!? Average identifications’s fall by 0.28
stimulus steps as a result of training, whereas average esti-

mation s’s decrease by only 0.15 steps. Moreover, there is
no across-the-board improvement in magnitude estimation:
s’s actually rise for stimuli 1–3. The main effect of training
on magnitude estimation of the low-level stimuli seems to be
to pull them apart~see the discussion of Fig. 5 below!, with
no concurrent increase in accuracy, even though Fig. 2

FIG. 1. Experiment Ia, 1000-Hz tones. Distribution
means from AI-5~the last absolute identification ses-
sion!. The stimuli are represented along the ordinate;
stimuli 1–10 are the ten test stimuli, while stimuli 0 and
11 are the reference stimuli used in the magnitude-
estimation tasks. The response bar, which is represented
along the abscissa, contained 12 possible responses.
Stimuli range in 4-dB steps from 46~stimulus 0! to 90
~stimulus 11! dB SPL.

FIG. 2. Experiment Ia, 1000-Hz tones. Standard deviations in absolute iden-
tification from the first~AI-1, diamonds! and the last~AI-5, squares! of five
identification sessions. Stimuli 1–10 range in 4-dB steps from 50 to 86 dB
SPL.

FIG. 3. Experiment Ia, 1000-Hz tones. Mean response distributions~top!
and distribution means~bottom! for ME-2 ~magnitude estimation after train-
ing!. The abscissae represent responses along a continuous response bar, and
the ordinates represent the ten stimuli. What is plotted is the number of
responses of the type indicated along the abscissa; with ten different stimuli,
there are ten such plots. In the top panel, the abscissa is divided into 100
segments, corresponding to the accuracy provided by the response bar. In
the bottom panel, thin lines connect the distribution means of the separate
subjects, and the thick line connects the average distribution means over the
six subjects.
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shows a clear increase in accuracy for absolute identification.
Apparently, accuracy cannot be maintained in the absence of
feedback on stimuli that are hard to discriminate.

Braida and Durlach~1972! presentd8 estimates for their
magnitude-estimation experiments, which are based on the
discrete numerical responses they obtained from their sub-
jects. We could have ‘‘binned’’ our responses to get the
same effect, but we decided to use all the available informa-
tion and therefore to divide the differences between two re-
sponse means by their averaged standard deviations~sepa-
rately for each subject!, to obtain thed8 estimates~averaged
over the individual subjects’d8 values! shown in Fig. 5. The
data points in this figure~stimulus pairs along the abscissa!
have been placed halfway between the stimuli that are com-
pared~ticks along the abscissa!. Figure 3 has shown that the
calculated standard deviations for stimuli 1, 2, and 10 in Fig.
4 are probably too low; this means that thed8 values for
these stimuli in Fig. 5 are probably too high. If so, thed8
values for ME-1~lower graph! lie on a line that is practically
straight. This does not apply to ME-2~upper graph!: as a
result of training, alld8 values have been lifted, but not all to
the same extent. In fact, subjects seem to have learned that

stimuli 1–8 are all at equal distances from each other,
namely at the same distance as stimuli 7 and 8.

CumulativeD8, obtained by simply adding thed8 val-
ues from left to right, was 5.41 in ME-1 and 7.23 in ME-2,
which compares quite well with the value of 6.5 found by
Braida and Durlach~1972!. The fact that these values are
rather low can probably be attributed entirely to the stimulus
range, which was the same in both studies~36 dB!. As
Braida and Durlach~1972! show in their Fig. 3c, which de-
picts absolute identification results, a stimulus range of 54
dB leads to a~cumulative! D8 of around 13, whereas for a
range of 2 dB~half the stimulus distance in the present ex-
periment!, D8 equals almost 2, even at the low end of the dB
range.

Non-numerical magnitude estimation appears to give a
good estimate of perceptual variance for 1000-Hz stimuli
differing only in level. Variance is a function of stimulus
magnitude~see Fig. 4!: it seems to be high in the middle of
the range and seems to fall towards its edges; this should be
taken into account whend8 is calculated. However, part of
this difference is probably due to the fact that variance is
underestimated at the edges of the range, as a result of trun-
cation, whereas it is overestimated in the middle of the
range, as a result of the bimodality of the distributions there.

Experiment Ib was set up to remedy these deficiencies.
The reference stimulus in the middle of the range was omit-
ted, and the response range was widened by two stimulus
steps on each side. Only four of the original six subjects were
still available a year after having taken part in experiment Ia.

2. Experiment Ib

The results of the magnitude-estimation session involv-
ing 1000-Hz tones are shown separately for the four subjects
in Fig. 6. The effect of earlier experience seems to have
largely worn off: the ratings are quite similar to what they
were before training~ME-1 in experiment Ia, not shown!.
The main difference is that the end-point stimuli are now
accommodated fairly comfortably within the enlarged re-
sponse range.

Some stimuli still invoke bimodal distributions: 5, 6, 7,
and 8 for subject 2, and 6, 7, and 8 for subject 3. As in
experiment Ia~Fig. 3!, one of the modes coincides with the
exact middle of the response range, where there had been an
anchor 12 months before. However, it is unlikely that these
bimodal distributions are a carryover from experiment Ia:
subject 3 was the only subject with bimodal distributions on
both occasions, whereas in experiment Ia subject 2 did not
exhibit any peaks at or near 5.5 along the abscissa, despite
the regularly reinforced anchor in the middle of the range.
Subject 2 had apparently changed her strategy between ex-
periments.

Figure 7 presents the standard deviations, averaged over
the individual subjects’ standard deviations per stimulus. The
d8 values in Fig. 8 are based directly on these standard de-
viations. If we compare them to the values from experiment
Ia in Fig. 5, we see that they are slightly higher than they
were before training for stimulus pairs 1–7, and considerably
higher for pairs 8 and 9. The trend in the data is predicted by

FIG. 4. Experiment Ia, 1000-Hz tones. Standard deviations in magnitude
estimation before~ME-1, diamonds! and after~ME-2, squares! identification
training. Stimuli range in 4-dB steps from 50 to 86 dB SPL.

FIG. 5. Experiment Ia, 1000-Hz tones. Magnitude-estimationd8 values be-
fore ~ME-1, diamonds! and after~ME-2, squares! identification training,
calculated by dividing the difference in two distribution means by their
averaged standard deviations. Stimuli range from 50 to 86 dB SPL in 4-dB
steps.
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the near miss to Weber’s law: resolution is positively corre-
lated with stimulus level.

II. EXPERIMENT II: STOP CONSONANTS

A. Method

1. Stimuli

Just as in experiment I, which was run parallel to experi-
ment II, there were ten stimuli, along with three reference
stimuli. The reference stimuli were produced first, as direct
resyntheses of the Dutch syllables /pak/, /tak/, and /kak/, pro-

nounced by a male native speaker, using the same source
signal for all three syllables~cepstral deconvolution, fol-
lowed by convolution with one of the source signals!. The
test stimuli were then calculated by spectral interpolation of
the stimuli 1–5 between references /tak/ and /pak/ on the one
hand, and of the stimuli 7–11 between references /tak/ and
/kak/ on the other@see Schouten and van Hessen~1992! for
more details of the method#. As a result of this procedure,
there was a gap between stimuli 5 and 7 of the test con-
tinuum in experiment IIa, since stimulus 6, the ‘‘original’’

FIG. 6. Experiment Ib, 1000-Hz tones, extended rating scale. Individual magnitude-estimation response distributions. The abscissae represent responses along
a continuous response bar divided into 14 positions~from 21 to 12! in the figure, while the ordinates represent the ten stimuli. Stimuli range from 50 to 86
dB SPL in 4-dB steps.

FIG. 7. Experiment Ib, 1000-Hz tones, extended rating scale. Standard de-
viations for magnitude estimation. Stimuli range in 4-dB steps from 50 to 86
dB SPL.

FIG. 8. Experiment Ib, 1000-Hz tones, extended rating scale. Magnitude-
estimationd8 values, calculated by dividing the difference in two distribu-
tion means by their averaged standard deviations. Stimuli range from 50 to
86 dB SPL in 4-dB steps.
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/t/, was only used as a reference. In experiment IIb, stimulus
6 was not used as a reference and was included as part of the
continuum, which now contained 11 stimuli.

Sampling frequency was 20 kHz, with 16-bit resolution.
All stimuli sounded entirely natural—as if they had been
pronounced by the original speaker.

2. Subjects

Five of the six subjects in experiment IIa were the same
as in experiment I; one female student was replaced by a
male student. In experiment IIb, the four subjects were the
same as those in experiment Ib.

3. General procedure

It soon turned out that prolonged exposure to the same
speech sounds caused nearly all our subjects to hallucinate.
They increasingly heard all sorts of sounds that were just not
there, but, fortunately, all of them had different experiences
~there was nothing wrong with our equipment!. We therefore
decided to restrict training rather severely: instead of five,
there were only two training sessions in experiment IIa: AI-1
and AI-2. These two absolute-identification sessions were
preceded and followed by non-numerical magnitude-
estimation sessions: ME-1 and ME-2. Experiment IIb con-
sisted of just a single magnitude-estimation session.

4. Procedure for magnitude estimation (ME-1 and ME-
2)

Procedure was exactly the same as for the intensity
stimuli in experiment I, except that the appropriate points of
the response bar were now marked ‘‘p’’ and ‘‘k’’ instead of
‘‘soft’’ and ‘‘loud.’’ A second difference was that in both
experiments IIa and IIb accuracy was now rewarded finan-
cially in view of the limited amount of training that could be
given, although subjects did not receive feedback about this
after each trial, since it was based on their average rating of
the stimuli and on the standard deviations around these rat-
ings.

5. Procedure for absolute identification (AI-1 and
AI-2)

Procedure was exactly the same as for the intensity
stimuli in experiment Ia, except that the response bar was
now divided into 13 segments, marked with the numbers
1–13 ~the middle reference stimulus now occupied a seg-
ment of its own!.

B. Results and discussion

1. Experiment IIa

Figure 9 presents the results of the second absolute iden-
tification session~AI-2!; stimuli 0, 6, and 12 are the refer-
ence stimuli. Accuracy is obviously rather low here: subjects
seem to distribute their responses almost randomly over a
group of likely candidates, getting increasingly frustrated at
the amount of ‘‘negative’’ feedback~and the resulting loss of
earnings!. It is hard to tell whether more training would have
been beneficial. Every single subject declared that he or she
much preferred the straightforward clarity of experiment I,
where hallucinations did not occur and practice really helped
performance.

The magnitude-estimation results are presented in Fig.
10 for ME-2 ~after training!. The most striking aspect of the
results is that subjects exhibit a large degree of categorical
perception even after training: they appear to give only three
different responses~apart from random variation!. Before
training ~not shown!, stimuli 1, 2, and 3 belonged to the first
category, stimuli 4, 5~6!, 7, and 8 belonged to the second
category, and stimuli 9, 10, and 11 to the third. The category
in the middle was quite narrow and coincided with the ref-
erence /t/; the /p/ and /k/ categories at either end showed
much more variance and are severely truncated. After train-
ing ~Fig. 10!, some subjects seem to have acquired a bimodal
distribution in the middle of the range, as can be seen in the
second peak for stimuli 7 and 8 in Fig. 10. The cause of this
is probably that training has taught them to identify stimuli 7
and 8 more accurately, while repeated presentation of the
anchor in the middle of the range continues to exert its pull.

Figure 9 shows that perception is not absolutely cat-
egorical: each data point is at least slightly to the right of its

FIG. 9. Experiment IIa, stop consonants. Distribution
means for AI-2~the last absolute identification session!.
The composition of this figure is the same as that of
Fig. 1, except that the ordinate here represents a spec-
tral continuum from /p/~stimulus 0! via /t/ ~stimulus 6!
to /k/ ~stimulus 12!. Stimuli are spectral interpolations
between /p/, /t/, and /k/.
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lower-number neighbor, so there are audible differences
within each of the categories.

Figure 11 displays the overall standard deviations of the
distributions from ME-1~before training! and ME-2 ~after
training!. There is no data point for stimulus 6, since this
stimulus served only as a reference. Again, as in Fig. 4, the
differences between the stimuli are due in large measure to
the truncated nature of many of the distributions, but, also, in
the case of stimuli 5 and 7, to proximity to a phoneme cat-
egory and/or a reference stimulus. The most important aspect
of Fig. 11 is, therefore, the significant reduction in variance
as a result of identification training (p,0.05).

The individual subjects’ standard deviations have been

used to determine thed8 values displayed in Fig. 12~d8
equals the difference between the means of the distributions
over their averaged standard deviations!. Note that the data
points denote the perceptual distance between stimulin and
n11 ~n being a number along the abscissa!, except in the
case of 5, where it is the distance between stimuli 5 and 7
that is displayed. In spite of this, before training~ME-1, dia-
monds!, d8 is very low for this within-category comparison,
almost as low as it is for the other within-category compari-
sons 1–2 and 10–11. Training has a significant effect here:
although it does not affect discriminability of the stimuli at
the ends of the range, it does teach subjects to tell stimuli 5
and 7 apart. On the other hand, stimuli 7 and 8 become more
similar through training.

Experiment IIb was set up for exactly the same reasons
as experiment Ib: to avoid truncations by widening the re-
sponse range, and to avoid the effect of an anchor in the
middle of the range. The subjects were the same as in ex-
periment Ib, as was the procedure.

2. Experiment IIb

The results of the magnitude-estimation session involv-
ing stop consonants are shown in Fig. 13, separately for each
of the four subjects. Subjects 1, 2, and 3 had three response
categories; the one on the left and the one in the middle were
well separated, but there was some uncertainty about the
demarcation between the middle category and the one on the
right, leading to some bimodality in the response distribu-
tions. Subject 4 did not have a middle category: he divided
the /t/-like stimuli into two classes. The patterns for all four
subjects had remained the same with respect to the middle
stimuli since experiment IIa had been run nearly a year be-
fore, but this need not mean that the effect of training had
persisted over the intervening period: it is inevitable that, if
only three categories are heard, they come to be positioned
the way they are here by subjects 1, 2, and 3.

Apart from some bimodality in the distributions of sub-
jects 2 and 3, mainly evoked by stimuli 7 and 8, distributions
in Fig. 13 are fairly normal. As long as we calculated8 for
individual subjects, therefore, there is not much that can go
wrong. This was done in Fig. 15 on the basis of the average
calculated standard deviations shown in Fig. 14.

FIG. 10. Experiment IIa, stop consonants. Response distributions for ME-2
~magnitude estimation after training!. The composition of this figure is the
same as that of Fig. 3, except that the ordinates here represent a spectral
continuum from /p/~stimulus 0! via /t/ ~stimulus 6! to /k/ ~stimulus 12!, and
that these three stimuli~0, 6, 12! served only as references and were not
used to elicit responses.

FIG. 11. Experiment IIa, stop consonants. Standard deviations in magnitude
estimation before~ME-1, diamonds! and after~ME-2, squares! identification
training. Stimuli are spectral interpolations between /p/, /t/, and /k/.

FIG. 12. Experiment IIa, stop consonants. Magnitude-estimationd8 values
before~ME-1, diamonds! and after~ME-2, squares! identification training,
calculated by dividing the difference between two distribution means by
their averaged standard deviations. Stimuli are spectral interpolations be-
tween /p/, /t/, and /k/.
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III. GENERAL DISCUSSION

The assumption behind all the experiments reported in
this paper is that it is possible, in principle, to obtain a good
impression of the way the stimuli of a series are represented
along a subject’s hypothetical internal decision axis, by per-
forming magnitude estimation or absolute identification.
Both procedures should, we assume, yield the same response
means for the stimuli but different variances, since part of
the variance of any response, but not its mean, is determined
by the task. Given the same conditions, i.e., the same knowl-
edge about the stimuli, the means should always be at the
same points on the decision axis, regardless of the task, but
the average distribution variance should vary systematically
from one task to another. If this is true, we can determine
response mean and variance for each stimulus in one

magnitude-estimation or absolute-identification experiment,
and, using an appropriate equation for task-dependent vari-
ance, we can calculate the variance, and thus predictd8, for
each stimulus in each task. However, in practice it is usually
impossible to separate task factors and knowledge of the
stimuli. An example of what is meant here can be obtained
by comparing Figs. 1 and 3. In principle, the prior conditions
are the same in these two figures: subjects have been trained
extensively in the identification of these 1000-Hz tones, and
now they are asked to identify them~Fig. 1! and to estimate
their magnitude~Fig. 3! again. We would therefore expect
the same response means for each subject over the two tasks.
Figures 1 and 3 show us, however, that, if any subjects be-
have like this, certainly not all of them do. The reason is,
presumably, that no feedback was given during magnitude
estimation, so that after a little while, stimulus knowledge
fell behind that in absolute identification, where feedback
was given after each response. This is a difference between
the tasks, but it is mainly a difference in stimulus knowledge
~the difference can be turned into a purely task-related one
by omitting feedback in identification!.

Despite the differences in response means between iden-
tification and magnitude estimation, we feel that it is useful
to stick to a model in which each stimulus has its own task-
independent mean position on the decision axis, plus an
amount of variance that is partly stimulus related, and may
vary from stimulus to stimulus, and partly task related. The
main advantage of this model is that it makes it possible to
talk about the position of a stimulus along a decision axis,
even where this position is not measured directly, such as in

FIG. 13. Experiment IIb, stop consonants. Individual magnitude-estimation response distributions. Stimuli are spectral interpolations between /p/, /t/, and /k/.

FIG. 14. Experiment IIb, stop consonants. Averaged standard deviations in
magnitude estimation. Stimuli are spectral interpolations between /p/, /t/,
and /k/.
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any discrimination experiment. In addition, if we treat
stimulus- and task-related variance as two independent noise
sources, it becomes possible to determine the relative vari-
ances in the distributions caused by two stimuli. We need to
know this if we want to decide whether these variances are
near enough to yield a ROC with a slope of unity; if they are
not, we will have to determined8 directly, i.e., by expressing
stimulus distance along the decision axis in terms of some
form of averaged standard deviation.

On the basis of these assumptions, which were not
strongly contradicted by any of the findings, we tested the
hypothesis that the distributions caused by pure-tone stimuli
differing only in level are equal in variance and Gaussian or
at least unimodal, but that a series of speech stimuli, differ-
ing in much more complicated ways from each other, and
influenced by long-term memory categorization, might not
cause equal, Gaussian distributions. We did not know what
to predict with respect to the shape of the response distribu-
tions for speech sounds, but we did expect relatively large
differences in variance, with stimuli from the center of a
phoneme category leading to much narrower distributions
than stimuli at or near a phoneme boundary, which could be
heard as belonging to different categories from one presen-
tation to another, and thus lead to much wider, perhaps even
bimodal, response distributions. In short, we expected to
confirm thatd8 for simple psychoacoustic stimuli can safely
be calculated in the traditional way, using just one pair of
z-transformed hit and false-alarm probabilities, but that the
d8 values that have up to now been calculated for speech
sounds are much less valid.

The experiments have not confirmed the expectations. In
both experiments, we have found evidence that, as long as
distributions are not affected by lack of response space, they
tended to be Gaussian, both for the tones and for the speech
stimuli. However, in neither set of stimuli were they equal.
This can be seen in Figs. 4, 7, 11, and 14. Tone stimuli~Figs.
4 and 7! from the middle of the range are more difficult to
identify than stimuli at either end, which agrees with the
anchor effect described by Braidaet al. ~1984!: subjects con-
struct their own references, which usually coincide with the
end points of the stimulus range, and use a ‘‘noisy ruler’’ to
measure the distance between each stimulus and these an-
chors. For speech stimuli, such anchors do not have to be
constructed: provided the stimuli are close enough to natural
speech sounds, the anchors exist already—they form part of
the ‘‘permanent context’’~Schouten and van Hessen, 1992!.
Figures 11 and 14 show that, as expected, stimuli that are
close to such a permanent anchor are easier to position on the
decision axis than stimuli that are further away from one; the
transition between these two states is, moreover, relatively
sudden or ‘‘categorical.’’ Thed8 values calculated on the
basis of the standard deviations in Figs. 7 and 14 are shown
in Figs. 8 and 15, respectively. One might expect a negative
correlation between standard deviation andd8, but there
seems to be no correlation between Figs. 7 and 8 at all,
whereas there appears to be a positive correlation between
the speech data in Figs. 14 and 15: a high standard deviation
seems to be associated with a highd8. This is due to the
rather special, categorical nature of the perception of well-

known speech sounds: stimuli belonging to a single category
are positioned very closely together, and this is done very
consistently.

What lesson should be learned from all this in relation to
the calculation ofd8? How serious is the deviation from
equal variance, i.e., how much does the slope of the various
ROC curves deviate from unity? The answers for intensity
perception and speech perception are different. As Figs. 4
and 7 show, standard deviations do not change much from
one intensity stimulus to the next, so if stimulus comparisons
are restricted to nearest neighbors, one pair ofz(H) and
z(FA) estimates will produce ad8 that is very close to the
‘‘real,’’ underlying d8. The deviation will become more se-
rious as more distant stimuli are compared in an experiment.

For speech stimuli~see Figs. 11 and 14! the situation is
much more serious: only for stimuli that unambiguously be-
long to the same category cand8 be based on just one
z(H) –z(FA) pair; in all other cases we must expect a severe
departure from equality of variance. Does this conclusion
invalidate all speechd8 values that have been collected so
far? Fortunately, at least in the present speech data, the nega-
tive effects are compensated for: in regions of high variance,
perceptual distances are great, due to relatively great dis-
tances between mean positions. Although such a compensa-
tion should not be taken for granted under all circumstances,
it does seem to indicate that the standard procedure for cal-
culatingd8 is, in most cases, robust enough.
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The detectability of sinusoidal amplitude modulation at unexpected modulation rates was assessed
using a probe-signal method. With this method, three listeners were led to expect a target
modulation rate~4, 32, or 256 Hz! by presenting the signal most often at that rate, and sensitivity
to modulation at six other unexpected rates between 4 and 256 Hz was measured via occasionally
presented probe modulation rates. The modulation phase was random on each two-interval
forced-choice trial and the overall level of the 500-ms broadband carrier was randomly varied
between 55 and 75 dB SPL across intervals. The modulation depth at each rate was set so that the
modulation was detected on about 90% of the trials when only that rate was presented. Performance
at the unexpected rates depended upon the target rate. For the 4-Hz target, modulation at all rates
was detected on about 80% of the trials. For the 32- and 256-Hz targets, unexpected modulation
rates of 16 Hz and above were detected on 80%–90% of the trials, but modulation rates below 16
Hz were detected nearly at chance. The influence of expectation of modulation rate on the detection
of sinusoidal amplitude modulation is not readily predicted by current models of modulation
detection. ©1998 Acoustical Society of America.@S0001-4966~98!04611-6#

PACS numbers: 43.66.Ba, 43.66.Mk@JWH#

INTRODUCTION

Previous probe-signal experiments have shown that lis-
teners are poor at detecting a tone masked by continuous
noise when the frequency~Greenberg and Larkin, 1968;
Scharf et al., 1987; Daiet al., 1991; Schlauch and Hafter,
1991! or duration~Wright and Dai, 1994; Dai and Wright,
1995! of that tone differs from the expected one. Those re-
sults indicate that listeners detect masked tones through a
time-frequency window whose shape is determined by the
duration and spectrum of the expected signal. The aim of the
present project was to determine whether listeners also detect
amplitude modulation through a template matched to the
modulation rate. The listener’s task in two experiments was
to indicate in which of two presentations a gated noise was
sinusoidally amplitude modulated.

The main experiment employed a variation of the probe-
signal method~Greenberg and Larkin, 1968! to manipulate
the listener’s expectation of the rate of modulation to be
detected. A target modulation rate was presented on most
trials, leading the listener to expect that rate, and unexpected
probe rates were presented only occasionally. The decision
statistics employed in existing models of modulation detec-
tion do not include any dependence on the expectation of
modulation rate. Nevertheless, those models make implicit
predictions about the influence of expectation. If modulation
is detected by a decision maker monitoring the output of a
bandpass filter, followed by a half-wave rectifier, and then a

low-pass filter~Viemeister, 1979!, then unexpected modula-
tion rates should be detected as well as expected ones regard-
less of the decision statistic used~see Strickland and Vi-
emeister, 1996 for an overview of these statistics!: rms
envelope power~Viemeister, 1979!, fourth moment of the
envelope~Hartmann and Pumplin, 1988!, crest factor~Hart-
mann and Pumplin, 1988!, ratio of the maximum to the mini-
mum envelope amplitude~Forrest and Green, 1987!, or the
average magnitude of the slope of the envelope~Richards,
1992!. This is because the value of the statistic will be larger
in the modulated than the unmodulated interval at every
modulation rate up to the highest rate that the model can
detect. Alternatively, if modulation is detected through
modulation filters analogous to spectral-frequency filters
~e.g., Bacon and Grantham, 1989; Houtgast, 1989; Yost and
Sheft, 1989; Dauet al., 1997!, then it seems likely that un-
expected modulation rates falling outside of the passband of
the modulation filter centered on the expected rate would be
poorly detected, just as unexpected spectral frequencies are.

Psychometric functions for the detection of sinusoidal
amplitude modulation in gated noise carriers were measured
in a second experiment. Their slopes were used to transform
the percent-correct values obtained in the probe-signal ex-
periment to decibels of attenuation of modulation depth.

I. METHOD

A. Listeners

Three listeners, ranging in age from 21 to 23 years, were
paid for their participation. All had hearing within 15 dB ofa!Electronic mail: b-wright@nwu.edu
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0 dB HL between 100 and 10 000 Hz, as measured with a
Bekesy audiometer, and had previous experience in other
psychoacoustic tasks.

B. Stimuli

The listeners were asked to detect sinusoidal amplitude
modulation of a gated, low-pass noise carrier that had an
upper cutoff frequency of 10 000 Hz. The modulated noise
was created by multiplying the noise carrier by the function

m~ t !511m sin~2p f mt1f!, ~1!

wherem is the modulation depth, 0,m,1, f m is the modu-
lation frequency, andf is the starting phase of modulation.
Throughout this paper, the modulation depth is expressed in
decibels as 20 logm. The starting phase of the modulation
was randomly chosen from a uniform distribution on each
presentation. The total duration of both the carrier and the
modulation was 500 ms, as measured between the half-
amplitude points on 16.8-ms rise and decay cosine-squared
envelopes. The overall stimulus level was randomly chosen
on each observation interval from the range of 55–75 dB
SPL, corresponding to 15 and 35 dB SPL spectrum level.
This level variation was adopted to help deter the listeners
from using as a cue to detection the increase in power by
11m2/2 of the modulated compared with the unmodulated
noise. The waveforms were generated digitally~TDT AP2!
and played through a 16-bit digital-to-analog converter~TDT
DA1! at a sampling period of 30.5ms ~32 787 Hz!, followed
by a 10-kHz low-pass filter~TDT!. A different noise wave-
form was created on every observation interval.

C. Procedure: Unexpected modulation rates

The detectability of modulation with unexpected rates
was evaluated using a multi-probe procedure~Dai et al.,
1991!. In the multi-probe condition, seven rates of modula-
tion were employed in each block of 64 trials. Atarget
modulation rate was presented on 46 of the 64 trials to direct
the listener to expect that rate. On the remaining 18 trials, the
other 6 unexpected orproberates were presented on 3 trials
each. The probe trials were randomly distributed with the
provisions that one of every four consecutive trials~e.g., tri-
als 1–4, 5–8, etc.! was a probe trial, and that two probe trials
could not occur in succession. The listeners were not in-
formed about the presence of the probe rates. The seven
modulation rates were: 4, 8, 16, 32, 64, 128, and 256 Hz.
This spacing is in accord with one modulation-filter model
which proposes that the filter bandwidths for modulation
rates from 10 to 10 000 Hz are logarithmically scaled with a
Q value constant at 2~Dau et al., 1997!. The target modula-
tion rate was 4, 32, or 256 Hz in different tests, and the probe
rates were the remaining six rates. The reported functions
relating percent correct to modulation rate were each based
on 1380 trials for the target rate and on 90 trials for each of
the probe rates.

The modulation depth at each modulation rate in the
multi-probe condition was fixed at a value at which the

modulation could be detected on about 90% of the trials
when only that rate was presented. The 90% values were
confirmed in the probe-alone condition. The mean depths
used, as estimated from a minimum of 150 trials at each
modulation rate, were213 dB (20 logm) for 4 Hz, 217 dB
for 8 Hz, 218 dB for 16 Hz,217 dB for 32 Hz,216 dB for
64 Hz, 215 dB for 128 Hz, and212 dB for 256 Hz. This
pattern of modulation depths across the various rates is simi-
lar to that reported by Viemeister~1979! for gated carriers.
To determine the stability of performance in the probe-alone
condition, percent correct in that condition was remeasured
each of the three times data collection was completed in a
multi-probe condition. Each reevaluation was based on 100–
150 trials at each modulation rate.

The task was two-interval forced-choice with feedback.
The listener indicated in which interval the noise was modu-
lated, and the dependent variable was the percentage of cor-
rect responses for each of the seven modulation rates. No cue
interval was used.1 The listener received the stimuli monau-
rally through Sennheiser HD450 earphones while seated in a
sound-treated room.

D. Procedure: Psychometric functions

In order to estimate the attenuation of the modulation
depth of each unexpected rate of modulation, psychometric
functions were measured for the detection of each of the
three target rates using an adaptive method~Dai, 1995!. With
this method, the depth of modulation was varied adaptively
using the three-down, one-up rule of Levitt~1971!. However,
unlike with the standard implementation of this adaptive
technique, the step size was not reduced after a given number
of reversals, but was instead fixed at 3 dB. Fifteen blocks of
60 two-interval forced-choice trials were collected from each
listener for the 3 target rates, and the modulation depth and
response stored after each trial. A subsequent sorting of the
modulation depths and corresponding responses yielded a
percent correct at each level. Percent-correct values based on
fewer than 50 responses or that were less than one standard
deviation away from 50% and 100% correct were omitted
from the analyses. Each reported psychometric function is
based on an average of 820 trials. The slopes of the psycho-
metric functions were used to convert the percent-correct
values obtained in the multi-probe conditions to decibels of
attenuation of modulation depth.

II. RESULTS

A. Percent correct for the expected and unexpected
modulation rates

Figure 1 shows the individual and mean data~rows! for
each of the three target modulation rates~columns!. All three
listeners showed generally similar results. Mean performance
in the probe-alone condition, in which only the expected
modulation rate was presented, ranged from 88% to 91%
correct before~long-dashed line! and from 86% to 94% cor-
rect after~short-dashed line! data were collected in the multi-
probe condition. The ‘‘after’’ values represent the mean of
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the three remeasurements of performance in the probe-alone
condition. The similarity in the before and after results indi-
cate that the percent correct in the probe-alone condition was
fairly stable throughout the experiment.

The results in the multi-probe condition~lines with sym-
bols!, in which unexpected modulation rates~filled symbols!
were mixed in with the expected one~open symbols!, de-
pended on the modulation rate of the target. When the ex-
pected rate was 4 Hz~left column of Fig. 1!, the mean num-
ber of correct detections decreased by about 10% relative to
the probe-alone condition at every modulation rate. Similar
results were obtained in two separate measurements of this
condition ~squares for first, triangles for second!. When the
expected rate was 32 Hz~middle column! or 256 Hz~right
column!, mean performance decreased by about 0%–10%
correct for modulation rates at and above 16 Hz, but de-
creased considerably more for the slowest modulation rate.
Mean performance for the 4-Hz rate was 58% correct when
the 32-Hz rate was expected and 62% correct when the
256-Hz rate was expected, compared to around 91% correct
when only the 4-Hz rate was presented. These data are dis-
cussed in Sec. III.

B. Psychometric functions for the expected
modulation rates

Plotted in Fig. 2 are the individual psychometric func-
tions for the three target modulation rates. To estimate the
slope of each function, the percent correct values were con-
verted tod8 values and a straight line was fitted to 20 logd8
vs 20 logm by minimizing the chi-square error between the
obtained and fitted percent-correct values. The slope in-
creased with modulation rate for all three listeners. The mean
slopes were 1.3 for the 4-Hz rate~top panel!, 1.7 for the
32-Hz rate~middle panel!, and 2.1 for the 256-Hz rate~bot-
tom panel!. Increases in the psychometric slope with increas-
ing modulation rate have also been reported by Eddins
~1993! and Gifford et al. ~1997!. The values of modulation
depth necessary for 90% correct on the psychometric func-
tion are in good agreement with the levels used in the probe-
signal experiment.

C. Attenuation of the modulation depth of
unexpected modulation rates

The attenuation in decibels of the modulation depth of
unexpected modulation rates is shown in Fig. 3. These values
were obtained for each listener by transforming the percent

FIG. 1. The percentage of correct responses in the probe-alone and multi-
probe conditions. Performance in the probe-alone condition was measured
both before~long-dashed line! and after~short-dashed line! data had been
collected in the multi-probe condition. Performance for both the expected
~open symbols! and unexpected~filled symbols! modulation rates in the
multi-probe condition was evaluated at three different target rates: 4 Hz~left
column; squares for first measurement, triangles for second!, 32 Hz~middle
column!, and 256 Hz~right column!. The top three rows show the individual
data of the three listeners. The bottom row shows the mean values. FIG. 2. Psychometric functions for the three target rates~panels! for the

three individual listeners: L1~triangles!, L2 ~squares!, and L3~circles!.
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correct measured for each probe rate in the multi-probe con-
dition ~from Fig. 1! into decibels of attenuation using a psy-
chometric function with the mean slope of the three target
rates~from Fig. 2!.2 The same general results emerge from
this analysis as from the original one. On average, the modu-
lation depth of the most poorly detected probes was attenu-
ated by 8 dB (20 logm) relative to the expected rate, and by
10 dB relative to the best detected rate.

III. DISCUSSION

The present results show that modulation at unexpected
rates >16 Hz is detected only slightly more poorly than
modulation at expected rates, regardless of the expected rate
of modulation. However, modulation at unexpected rates
,16 Hz is poorly detected when the expected rate is.16
Hz.

A. Heard but not heeded

These results cannot be attributed easily to the idea that
in probe-signal experiments listeners can actually hear ex-
pected and unexpected signals equally well, but reject the
unexpected signals if they do not sound sufficiently like the
expected one~Scharfet al., 1987!. Here perhaps the primary
argument against that heard-but-not-heeded hypothesis is the
fact that the pattern of results depended upon the modulation
rate of the target. For example, when the target rate was 4
Hz, the 256-Hz probe rate was well detected, but when the
target rate was 256 Hz, the 4-Hz probe rate was poorly de-

tected. It is difficult to see how the listener could reject the
probe rate because it was different from the target rate in one
condition but not in the other. This is especially the case
because in the two-interval forced-choice task, the standard
was an unmodulated noise, so any sound different from that
standard could have been used as the detection cue. A dif-
ferent account is necessary.

B. Two cues to modulation detection

A simple and reasonable qualitative explanation for the
present data is that they reflect the different percepts pro-
duced by slow and fast rates of sinusoidal amplitude modu-
lation. Listeners hear the individual fluctuations in amplitude
at rates lower than about 20 Hz, and hear roughness or pitch
at higher modulation rates~Terhardt, 1974; Burns and Vi-
emeister, 1976, 1981; Pattersonet al., 1978!. One interpreta-
tion of the current data is that both of these percepts are used
as cues to the detection of modulation, and that the rough-
ness cue is more prominent. According to this view, all
modulation rates.16 Hz were detected well because those
rates sounded rough and the roughness cue is particularly
salient. The modulation rates,16 Hz were only detected
when those rates were at or near the expected rate, because
only then was the listener expecting the less pronounced
individual-fluctuation cue.

Consistent with the roughness explanation, when the tar-
get modulation rate was 32 or 256 Hz, mean performance
was actually best for the unexpected rate of 64 Hz, a value
close to the 70-Hz rate which produces the greatest rough-
ness for broadband noise carriers~Fastl, 1977!. Detection of
the 64-Hz rate was also better on average than for neighbor-
ing rates in the second measurement of performance with the
4-Hz target rate. Note that because of the shallow modula-
tion depths used in the probe-signal experiment, the relative
roughness of the modulation rates.16 Hz was probably
minimal, but was nevertheless greater than that of the rates
,16 Hz ~Fastl, 1977!.

It is interesting to speculate that listeners may be access-
ing the individual-fluctuation and roughness cues at different
levels along the auditory pathway. The ability of neurons to
follow rapid fluctuations in amplitude is greatest at the pe-
riphery and decreases substantially at higher stations~for a
review, see Schreiner and Langner, 1988!. For example, neu-
rons in the inferior colliculus respond best to amplitude
modulation at rates from about 50 to 120 Hz, and thus may
encode the roughness cue~Fastl, 1990!, whereas neurons in
the primary auditory field~AI ! respond best to amplitude
modulation rates of 10–20 Hz~Schreiner and Urbas, 1988!,
and thus may encode the individual-fluctuation cue. If true,
the current results indicate that the cue encoded in the infe-
rior colliculus is readily processed, while the cue encoded in
AI is processed only selectively and so is influenced by ex-
pectation. Some indirect evidence for this comes from a re-
cent investigation of the influence of random variations
along two dimensions of a consonant–vowel stimulus: pitch,
which corresponds to the present roughness cue, and place of
articulation, which loosely corresponds to the present
individual-fluctuation cue because phonemes in speech occur
at a rate of about 15 Hz~Plomp, 1983!. Both behavioral and

FIG. 3. Effective attenuation converted from the percent-correct values in
Fig. 1 via the slopes of the psychometric functions in Fig. 2. The results for
the 4-Hz modulation rate are based on the mean of the two measurements of
that multi-probe condition. Otherwise as in Fig. 1.
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neurophysiological measures showed that random variations
in the pitch of a consonant–vowel stimulus are more disrup-
tive to the discrimination of place of articulation than are
random variations in the place of articulation to the discrimi-
nation of pitch~Scharma, 1994!.

C. Models

These data do not provide clear support for either of the
two model types described in the Introduction. The expecta-
tion of a particular modulation rate influenced performance
more than is predicted by a low-pass filter model using a
variety of proposed decision statistics, but less than might be
anticipated for a modulation-filter model.

1. Low-pass filter model

Contrary to the predictions of the low-pass filter model
~e.g., Viemeister, 1979!, modulation at slow rates was poorly
detected when a fast rate was expected. If the heard-but-not-
heeded hypothesis is rejected, then this performance pattern
indicates that listeners had difficulty hearing the modulation
at the unexpected slow rates. None of the decision statistics
examined for the low-pass filter model predict any influence
of expectation~Viemeister, 1979; Forrest and Green, 1987;
Hartmann and Pumplin, 1988; Richards, 1992!.

2. Modulation-filter model

The present data also provide little support for the pro-
posed sharply tuned filters of the modulation-filter model
~e.g., Bacon and Grantham, 1989; Houtgast, 1989; Yost and
Sheft, 1989; Dauet al., 1997!, because the fast rates of
modulation were always detected well. Previous probe-signal
experiments have shown that long duration tones in continu-
ous noise are poorly detected when they are presented at
unexpected frequencies outside of the spectral filter centered
on the expected frequency~e.g., Greenberg and Larkin,
1968!. One motivation for conducting the present experiment
was to see if, in parallel, modulation would be poorly de-
tected at unexpected rates outside of the proposed passband
of the modulation filter centered on the expected rate. Those
passbands are proposed to be about 5, 16, and 128 Hz wide
for modulation rates of 4, 32, and 256 Hz, respectively~Dau
et al., 1997!. The results showed much less influence of ex-
pectation than was anticipated if there were indeed modula-
tion filters.

This, however, should not be taken as strong evidence
against the presence of modulation filters. If tuned modula-
tion filters exist, listeners may monitor multiple filters simul-
taneously and thereby show good performance for a wide
range of unexpected modulation rates. Listeners clearly do
this in the spectral-frequency domain. For example, brief du-
ration tones in continuous noise are well detected even when
they are presented at unexpected frequencies outside of the
spectral filter centered on the expected frequency~Wright
and Dai, 1994!. Furthermore, the performance cost for ex-
pecting masked spectral-frequency signals with a variety of
frequencies~e.g., Green, 1961! or durations~Dai and Wright,
1995! is minimal. Thus the good performance for a wide
range of unexpected modulation rates does not preclude the
existence of modulation filters. It does indicate that the

template-matching detector in the most elaborate of the
modulation-filter models should be able to simultaneously
monitor multiple templates~Dau et al., 1997!. It also raises
the question of why listeners would always monitor the high-
rate filters, but only monitor the low-rate filters when a low
rate was expected.

IV. CONCLUSIONS

~1! Listeners detect modulation at expected and unexpected
rates>16 Hz similarly well, but only perform well at
rates,16 Hz when a slow rate is expected.

~2! These results appear to indicate that listeners use two
different cues for the detection of modulation: an
individual-fluctuation cue at low rates, and a roughness
or pitch cue at higher rates.

~3! No current psychoacoustic model of modulation detec-
tion readily predicts the observed influence of the expec-
tation of modulation rate.
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1In many probe-signal experiments an example of the expected signal is
presented in a cue interval prior to every trial to help the listener focus on
the expected stimulus. The effect of a cue interval was not evaluated in the
present experiment, but has been shown to have little effect on the detection
of tones presented at unexpected frequencies~Greenberg and Larkin, 1968;
Scharfet al., 1987!.

2There are two reasons to be cautious about this transformation. First, the
slope of the psychometric function depends on the modulation rate. Second,
the slope at a given modulation rate may be different between expected and
unexpected conditions. These possible differences are ignored in the cur-
rent analysis.
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Preschool-aged children and adults were asked to detect masked signals in four conditions that
evaluated the role of level, spectral, and temporal cues on performance. Psychometric functions
fitted to percent correct data at several signal-to-noise ratios showed higher thresholds and shallower
slopes for the children in all conditions. Performance was similar in fixed and roving level
conditions for both age groups suggesting use of level-invariant cues. When the signal was moved
to the spectral edge of the masker the performance of the adults improved but that of the children
did not. This suggested that children did not benefit from the additional cues provided by the
off-center signal. Children’s performance worsened when the signal was a narrow-band noise rather
than a pure tone but the adults’ did not, suggesting children’s reliance on temporal changes in the
masker with the introduction of the signal. Analyses of the stimuli suggested that the children’s
thresholds corresponded to signal-to-noise ratios at which multiple cues were present at magnitudes
that were great enough to be discriminable. ©1998 Acoustical Society of America.
@S0001-4966~98!04711-0#

PACS numbers: 43.66.Dc@JWH#

INTRODUCTION

Preschool-aged children’s detection of masked signals is
generally poorer than that of adults. Their thresholds are
higher, sometimes by as much as 15–20 dB, and their psy-
chometric function slopes are often shallower~Allen and
Wightman, 1994!. One proposed explanation for these re-
sults is that children may not listen for the signal by focusing
their attention consistently, and as narrowly as possible, at
the expected signal frequency~Allen and Wightman, 1994,
1995!. Yet when signals and maskers are simultaneously
gated on and off, even adult listeners are unlikely to use
highly frequency specific listening strategies~Dai and Buus,
1991; Wright and Dai, 1994!. This makes it less likely that
adult–child differences in frequency selective attention
would be adequate to explain the age-related differences in
detection accuracy.

An alternative explanation may be that children are less
able to focus their attention on the acoustic cues that facili-
tate detection at low signal-to-noise ratios or that they attend
to cues that are present or large enough to be discriminable,
only at high signal-to-noise ratios. For example, when a tonal
signal is added to a noise masker the overall level of the
signal plus masker combination will be greater than that of
the masker alone, the spectral shape of the masker will
change reflecting the increased energy in the frequency re-
gion of the signal and the temporal structure of the masker
may change, depending on the fine structure of each compo-
nent and their relative gating. The strength of each of these
cues will vary with signal-to-noise ratio.

Adults are likely able to use multiple cues to detect sig-
nals, integrating information from several cues~Ahumada
and Lovell, 1970! and/or switching attention from one cue to
another when some cues are removed~Hartmann and Pum-
plin, 1988; Kidd et al. 1993; Richards and Nekrich, 1993;

Richards, 1992!. But children may not have the same flex-
ibility. In two recent studies of children’s processing of com-
plex sounds, age-related trends in the optimal use of acoustic
information were found~Allen and Bond, 1997; Allen and
Nelles, 1996!. In general, the salience and/or resolution of
acoustic features was reduced for children relative to that
observed for adult listeners, and children showed less inte-
gration of acoustic information. These findings predict that
children’s ability to detect signals in noise may be reduced
relative to that of adults if the magnitude of the acoustic
features are small, if the integration of multiple features is
required, and/or if it is important to be able to switch atten-
tion between cues. This paper reports a series of conditions
that enabled comparison of children and adults’ performance
in detection tasks for which several acoustic cues were sys-
tematically manipulated. The cues selected were those that
could be present in a more holistic evaluation of the signals,
assuming that the listeners may not use a highly selective
listening strategy because the signals and maskers were of
relatively brief duration and simultaneously gated on and off.
These cues included overall level, spectral shape, and tem-
poral fine structure.

The first comparison addressed whether children, like
adults, use level-invariant cues for detection. When a signal
is added to a masker the level of the combination will be
greater than that of the masker alone thus providing the lis-
tener with a cue to the presence of the signal. But this cue is
not essential for adult detection performance to remain high
~Kidd et al., 1989!. When the overall levels of the stimuli are
randomized, absolute level information is removed but
adults’ detection accuracy remains the same. Although the
magnitude of age-related trends in detection thresholds has
been similar in studies using both fixed~Allen et al., 1989;
Allen and Wightman, 1994, 1995! and roving ~Allen and
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Wightman, 1992! level procedures, there has been no direct
study of children’s use of level information. This study,
therefore, included comparison of detection performance in
fixed and roving level conditions.

The addition of a signal to a flat-spectrum noise masker
may also produce a change in the spectral shape of the
masker. This change is likely a very important cue for adults’
detection of and discrimination between stimuli~Green,
1988!. But Allen and Wightman~1992! showed that chil-
dren’s ability to use spectral information was very poor when
compared to that of older listeners. Children consistently re-
quired greater spectral contrast than did adults to discrimi-
nate between similar signals and their discrimination accu-
racy was quite poor when the signals were presented in
noise. Thus their ability to use spectral information in detec-
tion tasks is likely reduced.

One of the perceptual correlates of spectral shape is
pitch ~e.g., Berget al., 1992; Feth, 1974; Feth and O’Malley,
1977; Versfeld and Houtsma, 1995!. When the components
of a complex stimulus are not fully resolved, its overall pitch
will be based on a weighted average of the frequencies of the
individual components. But when a tonal signal is presented
in the spectral center of a flat noise masker, the pitch shift
from that of the masker alone may not be large, particularly
at low signal-to-noise ratios. If children were therefore lis-
tening for a change in the pitch of the signal plus masker
combination, it may only be noticeable at fairly high signal-
to-noise ratios where the frequency content of the signal will
dominate the stimulus and thus provide a more focused pitch
cue. But, if the signal is placed asymmetrically within the
masker, the pitch shift from the masker alone would likely be
more salient and may facilitate detection at lower signal-to-
noise ratios. Similarly, moving the signal nearer to the spec-
tral edge of the masker could also provide an additional
spectrally related cue in the form of an increase in signal-to-
noise ratio, if the listener were to shift their attention to the
spectral edge of the masker. This study therefore evaluated
detection performance in conditions for which the signal was
a tone spectrally centered in the noise masker and another for
which the signal was placed at the spectral edge of the
masker, where it was expected that a pitch cue would be
most salient and local signal-to-noise ratios may be en-
hanced.

In a recent study of children’s and adults’ perception of
unfamiliar, complex sounds, Allen and Bond~1997! sug-
gested that temporal fine structure may be a salient feature
for young children. Results of a multi-dimensional scaling
analysis of paired comparisons similarity data provided by
school-aged children and adults suggested that the adults
evaluated the stimuli based on an equally weighted integra-
tion of spectral and temporal information that could be seen
in a single dimension of the fitted solution. The spectral cod-
ing included the number of spectral peaks in the signals,
separating stimuli with compact or flat spectra from those
with energy distributed unevenly throughout the frequency
range; and absolute frequency. The temporal coding included
the average number of components within each critical band,
thus separating pure tones, multi-tonal complexes, and
noises. In contrast, the ratings of the children suggested less

integration of spectral and temporal features with spectral
shape, temporal structure, and average frequency coded in
separate dimensions. Although coding of spectral informa-
tion was similar for the children and the adults, coding of
temporal information may have been coarser for the children.
Analysis of the adult data suggested coding of both temporal
fine structure and envelope but the data from the younger
children suggested coding of only the presence or absence of
a periodic fine structure. Tones and multi-tonal complexes
with their periodic fine structure were rated similarly to one
another but differently from the noises, which were more
aperiodic. This binary distinction between the stimuli and its
high contribution to the overall ratings suggests that tempo-
ral fine structure information may provide a salient cue for
children and may therefore affect their performance on de-
tection tasks. That is, children may judge that a signal is
present only when the periodicity in the signal plus masker
combination exceeds that of the masker alone. Hartmann and
Pumplin ~1988! have shown that adults in masked detection
tasks may use temporal fine structure cues, especially when
maskers are fairly broad and little frequency selective listen-
ing is applied. This study therefore included evaluation of
children’s use of temporal fine structure information by com-
paring performance in conditions for which the signal was a
narrow-band noise, with a less periodic structure, with that
obtained when the signal was a pure tone, for which the
periodicity cue would be expected to be strong.

In summary, three experimental questions were ad-
dressed through planned comparisons of performance in four
conditions. The first comparison was made between two con-
ditions for which the signal was a 1000-Hz pure tone, spec-
trally centered in a noise masker but in which the overall
level of the masker was fixed~condition 1! or randomized
~condition 2! enabling assessment of the relative contribution
of level cues to detection. The second comparison was be-
tween data obtained when the signal was a 1000-Hz pure
tone and the level was roved~condition 2!, and another rov-
ing level condition in which the signal was an 1175-Hz pure
tone ~condition 3!, thus allowing evaluation of the contribu-
tion of spectral cues to detection, particularly pitch shifts and
off-frequency listening. The final comparison was made be-
tween performance in conditions 2 and 4 for which the signal
was a narrow-band noise, also spectrally centered in the
masker, like the pure tone of condition 2. Because the noise
signal was assumed to have lower periodicity than the pure
tone, the role of temporal fine structure cues to detection
could be estimated from this comparison.

I. METHOD

A. Listeners

Listeners were 6 adults~mean age: 25.2 years, range
24.7–25.8 years! and 11 pre-school aged children~mean age:
4.6 years, range 3.7–5.3 years!. Adult listeners were re-
cruited from the University of Western Ontario. Each read a
letter of information and signed a consent form before par-
ticipating. Children were recruited from Western Day Care
Centre. Their parents read a letter of information and signed
a consent form to allow their child to participate. Verbal
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consent was also obtained from the children. All listeners
were screened for normal hearing sensitivity~,20 dB HL at
octave frequencies from 250 through 4000 Hz; ANSI 1989!
and normal middle ear function before being admitted to the
study~ASHA, 1990!. Middle ear status was checked periodi-
cally throughout each child’s participation if the child, the
teacher, or the experimenter suspected difficulties. Informa-
tion regarding the listeners’ prior hearing health history was
not solicited but children for whom the teachers suspected
behavioral and/or learning difficulties were not included in
the study.

B. Stimuli

Stimuli were 328 ms in duration, including 10-ms
cosine-squared on/off ramps. Signal and masker combina-
tions were generated digitally, converted to analog form by a
16-bit D/A converter~Ariel! at 25 000 points/s and attenu-
ated by custom built programmable attenuators. The output
was low-pass filtered at 8000 Hz and amplified before trans-
duction by an ER-3A insert earphone to the right ear of the
listener. The maskers were flat with a bandwidth of 800–
1200 Hz, presented at an average spectrum level of 30 dB/Hz
SPL. When level was randomized~conditions 2–4!, masker
spectrum level varied from 25 to 35 dB/Hz. For each condi-
tion a series of stimuli were created for which the signal-to-
noise ratio (E/N0) was varied over a 50-dB range, in 5-dB
steps. At each of these 11 signal-to-noise ratios, 5 samples of
the signal plus masker combination were created, each using
a different sample of masker and signal. Ten samples of
noise alone were created.1 Adult listeners were most often
tested at the lower range of signal-to-noise ratios, 0–35 dB,
while children, because of their poorer performance, were
generally tested at higher levels, 15–50 dB. The range of
signal-to-noise ratios tested in each block was 25 dB with the
levels adjusted up or down in subsequent blocks if required
to observe performance at chance and 100% correct. The
signal for conditions 1 and 2, investigating the role of level
cues, was a 1000-Hz pure tone. The condition 3 signal was
an 1175-Hz pure tone and, in conjunction with data from
condition 2, estimated the use of spectral cues. The role of
temporal cues was determined by examining performance in
condition 4, for which the signal was a noise band of 975–
1025 Hz, with that obtained in condition 2.

C. Procedure

Adult listeners were tested individually in a double-wall
sound-attenuating chamber. The children were tested in a
quiet room at the day care center. In a forced choice para-
digm, the listener was presented with trials consisting of two
listening intervals of 328 ms separated by a 500-ms inter-
stimulus interval. The numbers ‘‘1’’ and ‘‘2’’ were presented
on the computer screen in conjunction with the presentation
of each listening interval. Each interval contained either a
sample of noise alone or one of the signal plus noise combi-
nations. The interval containing the signal plus noise was
chosen randomly with equala priori probability. The listen-
ers’ task was to indicate, by pressing either ‘‘1’’ or ‘‘2’’ on
the computer keyboard or pointing to the numbers on the

screen, which interval contained the signal. Adults entered
their responses into the computer, while an experimenter
with the children entered their responses. With each correct
response a portion of a picture was revealed to the listener on
the computer monitor. Incorrect responses were not rein-
forced. At the end of a block of trials, the complete picture
was revealed to the listeners, indicating that the block was
complete.

The four conditions were presented to each listener in
blocks of 30 trials. Each block contained five samples of
each of six signal-to-noise ratios, chosen randomly through-
out the block of trials. Condition was varied randomly be-
tween blocks. Each condition required the completion of 120
trials with some listeners completing additional trials with
the signal-to-noise ratio adjusted up or down, if needed to
observe performance at chance and at 100% correct. Condi-
tions included: 1: tone centered; fixed level; 2: tone centered,
roving level; 3: tone off-center, roving level; and 4: noise
stimulus, roving level. Children completed up to four blocks
of trials each day depending on their willingness to continue.
Each block required approximately 4–7 min to complete.
Children were tested several times each week until all con-
ditions were completed. The adults completed all of the
blocks in one to two sessions.

For each condition, a logistic function was fitted to the
percent correct detections as a function of signal-to-noise
ratio using the maximum likelihood procedure and the con-
strained nonlinear function of SPSS-X. Percent correct
scores at each signal-to-noise ratio were weighted by the
number of observations that contributed to that score. The
fitted function wasPC50.510.5/(11e22(level2a)/b) where
‘‘level’’ is the signal-to-noise ratio, ‘‘a’’ is the intercept, and
‘‘ b’’ is the slope of the logistic function used to represent the
psychometric function. The intercept corresponds to the
signal-to-noise ratio at which performance is expected to be
75%. The slope corresponds to the decibel~dB! difference
between two points on the linear portion of the function at
which performance differs by approximately 20%. Large
values of parameter ‘‘b’’ imply shallow functions and
smaller values imply steeper functions. Goodness of Fit was
evaluated using the statisticG2 as recommended by Chris-
tensen~1990!:

G252(
i 51

n

yi log~yi /pi !

1~12yi !log~~12yi !/~12pi !!,

where n is the number of trials contributing to the fitted
function, yi indicates whether the response is correct or in-
correct ~1 for correct, and 0 for incorrect!, and pi is the
probability of a correct response predicted from the fitted
function.G2 is evaluated using Chi-square functions with the
degrees of freedom equal to the number of trials minus the
number of fitted parameters, which is equal to 2 in this case,
representing the slope and threshold.

II. RESULTS

All of the six adults completed all four conditions. Fig-
ure 1 shows individual obtained percent correct scores in
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each condition plotted as a function of signal-to-noise ratio
and the psychometric functions fitted to those data. Each data
point reflects performance averaged over approximately
15–25 trials. Data from each listener are shown in separate
panels. Listener ID is indicated by the three-letter code in
each panel. Performance in condition 1~tone centered, fixed
level! is indicated by the dashed lines and open squares.
Solid lines and filled circles show performance in condition 2
~tone centered, roving level!. Performance in condition 3
~pure tone, spectrally off-center in the roving level masker! is
indicated by the dotted lines and open circles. Data obtained
in condition 4~narrow-band noise, roving level! are shown
by the dash/dot lines and filled triangles. All fitted functions
showed acceptableG2 values at the 0.01 level of confidence.

Only 6 of the 11 children produced percent correct data
that resulted in fitted psychometric functions with predicted
75% correct thresholds at or below a signal-to-noise ratio of
50 dB, the highest signal-to-noise ratio actually tested, and
slopes that were less than 35 dB in all four conditions. Their
individual data and fitted functions are shown in Fig. 2. Sym-
bols and lines are as described for the adults in Fig. 1. Lis-
tener identification codes and age~in years! are shown in

each panel. In general, the fits to the children’s data resulted
in shallower psychometric function slopes and consequently,
higher thresholds, than were observed for the adults. Yet, the
fitted functions largely reached asymptote at 100% correct
for both groups. Individual thresholds and slopes extracted
from the fitted functions for each condition are shown in Fig.
3. Data from the adults and children are shown by the filled
and open circles, respectively. The upper panel shows pre-
dicted threshold signal-to-noise ratios and the lower panel
shows slopes. Filled and open triangles show mean perfor-
mance for the adults and children, respectively, in each con-
dition.

A repeated measures analysis of variance on the data
shown in Fig. 3 showed that thresholds differed significantly
as a function of age,F(1,10)5193.88,p,0.0001, and con-
dition, F(3,30)524.5, p,0.0001. Also, the interaction be-
tween age and condition was significant,F(3,30)53.75, p
50.021, suggesting that the two groups of listeners showed
different changes in performance across the various condi-
tions. Slopes differed significantly only as a function of age,
F(1,10)558.8,p,0.0001.

The effects of age and condition were examined using

FIG. 1. Individual psychometric functions for adult listeners and the percent
correct data from which these functions were fitted.~Each fitted function is
based upon at least six percent correct scores at 5-dB intervals from one
another. In some cases, scores falling at 100% correct are obscured by other
points at the same level of performance for other conditions.! Conditions
and symbols are as follows: Tone centered, fixed masker level: dashed lines
and open squares; Tone centered, roving level: solid lines and filled circles;
Tone spectrally off-center, roving level: dotted lines and open circles; and
Narrow-band noise signal, roving level: dash/dot lines and open squares.

FIG. 2. Individual psychometric functions for child listeners who completed
all conditions and the percent correct data from which these functions were
fitted. ~Each fitted function is based upon at least six percent correct scores
at 5-dB intervals from one another. In some cases, scores falling at 100%
correct are obscured by other points at the same level of performance for
other conditions.! Conditions and symbols are as follows: Tone centered,
fixed masker level: dashed lines and open squares; Tone centered, roving
level: solid lines and filled circles; Tone spectrally off-center, roving level:
dotted lines and open circles; and Narrow-band noise signal, roving level:
dash/dot lines and open squares.
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planned, single degree of freedom contrasts between condi-
tions 1 and 2~examining level effects!; 2 and 3~examining
spectral effects!; and 2 and 4~examining temporal cues!.
Because the age by condition interaction was significant for
thresholds only, contrasts on slopes were not performed.

A. Level cues: Detection in fixed and roving level
conditions

When the signal was a tone centered in a noise masker
children’s thresholds were on average 8.3 dB higher than
those of adults, averaged across fixed and roving level con-
ditions ~1 and 2!. This difference was statistically significant,
F(1,10)54.834,p,0.0001, but the age by condition inter-
action was not,F(1,10)53.684, p50.084, suggesting that
the children’s performance, like that of the adults, was not
adversely affected by the removal of absolute level cues.
This argues that both groups of listeners were able to use
level-invariant detection cues.

B. Spectral cues: Detection of tonal signal as a
function of spectral position in the masker

Thresholds obtained when the signal was a tone, spec-
trally centered in the noise masker~condition 2! and spec-
trally off-center ~condition 3! were significantly different,
F(1,10)526.086,p,0.0001, as was the age by condition
interaction,F(1,10)59.510,p50.012. The solid lines con-
necting mean thresholds in the upper panel of Fig. 3 illustrate
that adult thresholds decreased in the tone off-center condi-

tion by an average of 7.8 dB, but the children’s thresholds
did not. Thus only the adults appeared to take advantage of
the additional cue provided by the frequency shift of the
signal.

C. Temporal cues: Detection of a narrow-band noise
or tonal signal

Thresholds obtained in conditions 2~tone signal, spec-
trally centered in the masker! and 4~narrow-band noise sig-
nal, spectrally centered in the masker! differed significantly,
F(1,10)585.512,p50.041, as did the age by condition in-
teraction, F(1,10)58.373, p50.016. Examination of the
data in Fig. 3 show that children’s thresholds increased when
the signal was changed from a pure tone to a narrow-band
noise by, on average, 6.6 dB. The thresholds of the adults did
not. Mean data for the two conditions, connected by the
dashed lines in Fig. 3, show that when the signal had a less
periodic temporal structure the children’s performance wors-
ened but that of the adults did not. This suggests that the
younger listeners may have relied more heavily on temporal
information than did those in the older age group.

III. DISCUSSION

A. Individual differences

Individual differences in the performance of young chil-
dren are commonly reported in psychoacoustic studies~e.g.,
Allen and Wightman, 1992, 1994, 1995!. The performance
of the six children who were included in the group analyses
reported here was quite similar, with both between and
within subjects variance quite low and consistent with that
observed for the adult listeners. However, the data from the
five additional children who participated are consistent with
previous reports of high variability. The data from these ad-
ditional children are plotted in Fig. 4 using the symbols and
lines as described for Figs. 1 and 2. The between subject
variability is large. At one extreme, for example, is listener
LLE who showed very poor performance with fitted psycho-
metric functions falling at chance in all four conditions. At
the other extreme is listener LLD who showed comparable
performance to the six better performing children in all but
the noise condition where performance was very poor. An-
other difference between these groups of children is that the
functions fitted to the data obtained from the five poorer
performing children often were flat at chance levels or
reached asymptote at levels below 100% correct.

The open squares in Fig. 3 show the thresholds and
slopes estimated from the functions fitted to the data ob-
tained from these five children in all conditions for which
fitted functions showed thresholds at or below 50-dB signal-
to-noise ratio and slopes less than or equal to 35 dB. Note
that the fitted thresholds from these five children are gener-
ally higher than those of the other listeners, often among the
highest of all individuals tested. Exclusion of their data in the
overall analysis because of poor performance in some con-
ditions lowered the overall magnitude of adult–child thresh-
old differences. For example, when only the performance of
the six better performing children was compared with that of
the adults in the fixed–roving comparison, thresholds dif-

FIG. 3. Upper panel shows individual 75% correct thresholds~signal-to-
noise ratios! extrapolated from the fitted psychometric functions for each
condition. Filled circles indicate adult data; open circles show data obtained
from the six children who completed all conditions; open squares show
thresholds obtained from the children who only provided measurable thresh-
olds in some conditions. Filled and open triangles show adults’ and chil-
dren’s means. Lower panel shows the slopes of individual fitted pscyhomet-
ric functions for each condition. Symbols are as for upper panel.
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fered by an average of only 8.3 dB, somewhat lower than
that reported in other studies~e.g., Allen and Wightman,
1994!. However, when the additional children who com-
pleted both fixed and roving level conditions successfully are
included in the mean, the children’s mean threshold is nearly
15 dB higher than that of the adults.

In spite of the generally poorer performance observed
from these five children, the trends in the data with regard to
which conditions produced poorest performance are consis-
tent with that observed in the better performers. The children
in the poorer performing group showed worst performance
for the noise condition in which none of the five produced
detection data to which reasonable functions could be fitted.
This suggests that, among these poorer performers as well as
the better, the reliance on temporal cues may have been sub-
stantial.

The mean age of the better and poorer performing chil-
dren was similar, 4.83 and 4.24 years, respectively, but it
was interesting to note that the group of six better perform-
ing children included the three oldest children~5.2, 5.1, and
5.1 years! and the five poorer performers included the three
youngest children~3.7, 3.7, and 4.2!. The remaining children
were split between the two groups~4.4, 4.5, and 4.7 for the
better group, and 4.7 and 4.9 for the poorer group!. Thus it
may be that performance is changing fairly rapidly during
the 3–5 year period.

B. Acoustic cues to the presence of a signal in a
noise masker

It is frequently reported that children’s masked detection
abilities are poorer than those of adults. Because many as-
pects of their performance~i.e., higher thresholds, shallower
psychometric function slopes, and increased variability! can
be modeled by an inattentive listener it has sometimes been
suggested that children may be unable to attend consistently
and narrowly to a single signal frequency~e.g., Allen and
Wightman, 1994!. But even adult listeners are unlikely to use
a highly frequency selective listening strategy when the sig-
nals and maskers are brief in duration and simultaneously
gated on and off~Dai and Buus, 1991!. A complementary
explanation may be that the children attend to acoustic fea-
tures in noise alone and signal plus noise stimuli that may
only be present, or large enough to be discriminable, at rela-
tively high signal-to-noise ratios. Three potential cues were
examined in the current study: level, spectral shape~and/or
pitch!, and periodicity.

1. Absolute level

Absolute level cues were available to the listeners only
in condition 1. Comparison of the overall level of the signal
plus masker and masker alone stimuli in condition 1 showed
that the addition of a signal at the adult threshold signal-to-
noise ratios, 15–25 dB, would have raised the overall level
of the masker by less than 3 dB. This is a small, but poten-
tially discriminable difference. At the threshold levels mea-
sured for the children, on average 30–35 dB signal-to-noise
ratio, the signal would have produced an increase of 5–10
dB relative to that of the masker alone. According to chil-
dren’s difference limens for intensity measured by Jensen
and Neff~1993!, this increase could have been discriminable
for the children. Thus discriminable level cues were avail-
able to listeners at the signal-to-noise ratios for which thresh-
old were estimated. However, it is unlikely that either group
of listeners relied solely on this information, as performance
did not deteriorate when it was removed by randomization in
condition 2. This suggests that level-invariant cues must
have played a role in detection for children, as well as adults.

2. Spectral cues

An important level invariant cue used by adult listeners
in masked detection tasks is spectral shape, or evaluation of
cross-channel level differences within the stimulus~Green,
1988!. Although children may attend to spectral shape infor-
mation in their encoding of complex sounds~e.g., Allen and
Bond, 1997! their resolution for spectral differences is un-
likely to be as good as that of older listeners. For example, in
a roving level procedure, Allen and Wightman~1992! mea-
sured adults’ and children’s ability to discriminate between
tonal complexes with amplitude spectra that were sinusoi-
dally modulated at two different frequencies. Adult listeners
required less than 5 dB of spectral contrast~expressed as
peak-to-trough ratios! to discriminate between the com-
plexes. But preschool-aged children required at least 20 dB
of contrast to discriminate between the stimuli with the same
degree of accuracy. In a related roving level procedure, lis-
teners were asked to discriminate between a noise alone and

FIG. 4. Individual data and fitted psychometric functions for the five chil-
dren who provided valid thresholds and slopes in some conditions only.
Lines and symbols are as indicated for Figs. 1 and 2.
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a noise containing one of three signals~a tonal complex, a
simulated fricative, and a simulated vowel!. The children
required signal-to-noise ratios that were 8–18 dB greater
than those required by the adults. These data suggest that
large spectral contrast is required for children to detect
and/or discriminate between signals with adultlike accuracy.
Children’s higher threshold signal-to-noise ratios measured
in the current study are consistent with their need for high
contrast and suggest that spectral shape may have contrib-
uted to children’s ability to detect the signals.

One of the primary perceptual correlates of spectral
shape is pitch. A pitch shift with the addition of the signal
was unlikely to have occurred for most sounds tested in the
current study because the signals were most often centered in
the noise masker. Only in condition 3, when the signal was
placed asymmetrically within the masker, was a shift in the
pitch of the signal plus masker combination relative to that
of the noise alone likely and only at high signal-to-noise
ratios. The upper panel of Fig. 5 shows estimates of average
frequency for the maskers plus the three signals used in this
study, each added over a range of signal-to-noise ratios.
These estimates were made by analyzing the digital repre-
sentations of the signals and calculating the average time
interval between successive zero crossings. The thin horizon-

tal lines plotted as a constant function of signal-to-noise ratio
show data for the ten maskers alone. There were five signal
plus noise combinations at each signal-to-noise ratio tested
ranging from 0 to 50 dB for the 1000- and 1175-Hz tonal
signals and 10–40 dB for the 800–1200 Hz narrow-band
noise signals. Samples 1–5 at each signal-to-noise ratio are
connected to those at the next higher level. The heavy solid
lines show the 1000-Hz signal plus masker combinations
used in both the fixed and roving level conditions. The data
for the 1175-Hz signal plus masker are shown by the dotted
lines; the dashed lines show the narrow-band noise signal
plus masker stimuli.

When the signal was an 1175-Hz tone, the mean fre-
quency of the stimulus differs from that of the masker alone
only when signal-to-noise ratios of 15 dB are exceeded.
Adult detection thresholds were generally obtained at lower
signal-to-noise ratios where no frequency differences were
observed, arguing against their use frequency differences for
detection. But the children’s thresholds were obtained at lev-
els for which the average frequency of the signal plus masker
stimulus and the masker alone were different by approxi-
mately 175 Hz, suggesting that pitch cues may have been
available to them.2 While this frequency difference was not
present at a sufficiently low signal-to-noise ratios to result in
improved thresholds for the majority of the children, its pres-
ence was consistent with the threshold signal-to-noise ratios
for the children and was thus a potential cue. It also may
have facilitated the performance of some children, particu-
larly those who performed most poorly in the other condi-
tions. As can be seen in Fig. 4, for many of the poorer per-
forming children, best performance was obtained in the tone
off-center condition suggesting that the pitch cue may have
helped to improve detection accuracy. However, the magni-
tude of the difference reached asymptote at 30 dBE/N0 but
the thresholds of the poorer performing children were ob-
tained at much higher levels~40–45 dB!, suggesting that this
cue may not have been the determining factor in their per-
formance.

It is also unlikely that the adult threshold improvement
in condition 3 was a result of mean frequency differences as
these differences were not available at the signal-to-noise
ratios for which adult thresholds were measured. It is more
likely that their improvement resulted from off-frequency lis-
tening. Because the upper limit of the noise masker was only
1200 Hz and the signal was 1175 Hz, the listeners could
have shifted their attention to the spectral edge of the
masker, thus improving the signal-to-noise ratio in that re-
gion and facilitating detection accuracy. If children’s ability
to focus their attention at specific frequency regions is poor,
as has been suggested earlier~e.g., Allen and Wightman,
1994!, it is unlikely that they would have been able to take
advantage of off-frequency cues.

3. Periodicity

When the signal was a narrow-band noise~condition 4!,
the children’s performance, but not that of the adults, was
poorer than when the signal was a tone~condition 2!. One
explanation for this result is that the children, in listening for
the signals, relied more heavily on changes in the temporal

FIG. 5. Upper panel show average frequency of the stimuli, computed from
the average interval between successive zero crossings in the time domain
waveforms. Mean frequency is represented by 1/(2* mean inter-zero-
crossing-interval!. Five samples were evaluated at each signal-to-noise ratio.
Lines show connections between sampled signals, randomly selected from
the five available. Heavy solid lines show the tone centered in the noise
masker. Dotted lines show the tone spectrally off-center in the masker.
Dashed lines show narrow-band noise signal plus masker combinations.
Thin solid lines represent each of the ten masker samples for which there
was no signal. Measures for these maskers are therefore plotted at each
signal-to-noise ratio for illustrative purposes only. Data in the lower panel
show estimates of periodicity which are assumed to be reflected by the
variance in the inter-zero-crossing intervals. Lines indicate the same condi-
tions as in the upper panel.
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fine structure of the masker produced with the addition of the
signal. This change would have been smaller when the added
signal was a noise band. To determine if there were differ-
ences in the noise alone and signal plus noise stimuli used in
this study and at what signal-to-noise ratios these differences
first appeared, an estimate of relative periodicity was ob-
tained from an analysis of the variance in time intervals be-
tween successive zero crossings in the time domain represen-
tations of each stimulus. Low variance suggested a stimulus
with more periodic fine structure than did higher variance.
The results of these analyses are shown in the lower panel of
Fig. 5. Lines and symbols are as reported for the upper panel.

Adding a tonal signal to the noise masker produced a
difference in temporal fine structure when compared to that
of the noise alone, for signal-to-noise ratios above 25 dB.
Adult thresholds are below this level for all conditions, ar-
guing that they did not use differences in temporal fine struc-
ture to detect the signals. However, for all 11 of the children,
all detection thresholds for the tonal signals~including the
fixed level, roving level, and tone off-center conditions! were
at or well above 25 dB where the periodicity differences
were available. When a narrow-band noise signal was added
to the maskers~condition 4!, the masker alone and signal
plus masker stimuli began to differ at a signal-to-noise ratio
approximately 5 dB above that for the tonal signals, 30 dB.
This 5-dB shift is consistent with the average 6.6-dB eleva-
tion of children’s thresholds in the narrow-band noise condi-
tion relative to those obtained with the tonal signals. Without
exception all children’s thresholds for detection of the
narrow-band noise signal were at or above 30-dB signal-to-
noise ratio while those of the adults were consistently below
this level.

These results suggest that at the signal-to-noise ratios
corresponding to the children’s detection thresholds, tempo-
ral fine structure differences in the signal plus masker, and
masker alone stimuli were present and may have been used
by the children, either alone or in combination with other
cues, to facilitate detection. Especially significant is that
when the periodicity difference was decreased, as in condi-
tion 4, the children’s performance deteriorated accordingly.

Attention to periodicity cues may be useful for explain-
ing children’s performance on tasks involving signal and
masker uncertainty. Allen and Wightman~1995! found that
signal uncertainty produced only a very small effect on chil-
dren’s performance. When young children were asked to de-
tect a tonal signal whose frequency was selected randomly
from one of two frequencies~501 and 2818 Hz!, their detec-
tion accuracy did not change relative to that achieved when
the signal frequency was fixed. This was in contrast to the
performance of the adults who showed a moderate reduction
in accuracy when signal uncertainty was introduced. If the
children were listening for increased periodicity associated
with the signal plus masker combination, absolute frequency
would have been expected to have little effect on perfor-
mance as long as the frequency of the signals permitted
phase locking in the auditory periphery~e.g., ,4000 Hz,
Ruggero, 1992! and a subsequent perception of tonality.

Similarly, listening for changes in periodicity may ex-
plain at least some of the very large effect of tonal distracters

on detection also reported by Allen and Wightman~1995!.
When a random frequency, tonal distracter~selected from the
ranges 350–700 and 1400–2400 Hz! was presented in each
listening interval of a detection task, the majority of the chil-
dren were unable to detect the 1000-Hz tonal signal at better
than chance levels. The level of the distracter was random-
ized over a 10-dB range~but was always high enough to be
clearly audible!, thus removing absolute level cues and po-
tentially forcing the children to rely on level-invariant cues.
If the children listened for increases in the periodicity of the
masker produced when the signal was added, performance
would be very poor because the stimuli would always have a
relatively high degree of periodicity because of the presence
of the tonal distracter. This would reduce the significance of
a change produced by the addition of the signal and could
disrupt one of the potential cues for detection.

IV. SUMMARY AND CONCLUSIONS

Psychometric functions were fitted to the detection data
provided by 6 adults and 11 children in 4 conditions de-
signed to test the relative contribution of level, spectral, and
temporal cues to detection. The first question addressed the
use of level versus level-invariant cues. Results showed that,
consistent with previous findings, children’s detection
thresholds are generally higher than those obtained from
adult listeners and the slopes of their psychometric functions
relating performance to signal-to-noise ratio are shallower.
However, neither age group showed significant differences
in performance in fixed versus roving level conditions. These
results are consistent with those previously reported for adult
listeners, and add to our understanding of children’s perfor-
mance by suggesting that they too are capable of using level-
invariant cues for detection.

In two additional comparisons, the effects of spectral
information as provided by the frequency of the signal and
its spectral position in the noise masker, and temporal infor-
mation as provided by the regularities in the temporal fine
structure of the signal plus masker combinations, were evalu-
ated. Results suggested that shifting the frequency of the
signal off the spectral center of the masker improved the
performance of the adults but not the children. Conversely,
reducing the periodicity of the signal to be detected resulted
in a reduction in the performance of the children, but not the
adults.

Collectively, results suggest that both adults and chil-
dren may have used absolute level differences to facilitate
signal detection when levels were fixed and that spectral
shape cues likely provided sufficient information to keep
performance constant when the level information was re-
moved through randomization. The magnitude of both cues
at threshold levels increased with decreasing age in a way
that was consistent with previously published reports of chil-
dren’s reduced discrimination ability for changes in intensity
and spectral contrast. In spite of these similarities, there were
also differences in the children’s and adults’ performance.
For the adults, at the low signal-to-noise ratios associated
with threshold, performance was enhanced by the presenta-
tion of a signal that was presented asymmetrically within the
masker spectrum. It is likely that the adults were able to
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enhance detection performance through off-frequency listen-
ing but the children were not, probably because of reduced
ability to focus attention at specific frequency regions. Also,
the children may have attended to another available cue, that
provided by changes in the temporal fine structure of the
masker when a signal was added. At the higher signal-to-
noise ratios associated with children’s thresholds, there were
changes in periodicity that could have provided an important
cue for children’s detection in the conditions tested here.
Whether this cue is necessary and/or sufficient for perfor-
mance to remain stable remains questionable until subse-
quent studies are performed to more thoroughly evaluate its
role.

ACKNOWLEDGMENTS

The authors wish to thank the adult listeners and the
children, staff, and parents of the Western Day Centre for
their participation and the National Sciences and Engineering
Research Council of Canada for financial support. We would
also like to thank Dr. John Grose and an anonymous re-
viewer for their comments on an earlier version of this manu-
script.

1Across all four experimental conditions, each signal-to-noise ratio and sig-
nal combination were constructed by adding signals to independent noise
samples. Because only ten samples of noise alone were generated it is
possible that the adult performance may have been better than that of the
children, at least in part, because they were able to learn the spectral and
temporal characteristics of these ten noise samples. Our results showed no
trend for improved performance as successive blocks of each condition
were completed, making it unlikely that the limited number of noise
samples contributed significantly to the adult–child performance differ-
ences.

2The stimuli were created with a mean of zero. Periodicity and relative
frequency were therefore estimated from evaluation of the time interval
between successive zero crossings in waveforms. The time of the zero
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corresponding to a sign change in the amplitude values. This introduced
some error into the estimates of average frequency. The magnitude of this
error was 40–100 Hz for the 400-Hz wide maskers centered at 1000 Hz.
When the 1000-Hz signals~pure tones and narrow-band noises! used in
conditions 1, 2, and 4 were added to the noise masker there was no change
in the estimated mean frequency. When the 1175-Hz pure tones~condition
3! were added to the maskers, the predicted frequency of the combined
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It has recently been shown that the ability of listeners to encode theF0 of a ‘‘target’’ harmonic
complex can be disrupted by another complex~the ‘‘fringe’’ ! presented immediately before and
after it @R. P. Carlyon, J. Acoust. Soc. Am.99, 525–533~1996!#. This finding has been attributed
to listeners overintegrating information about the fringe’sF0 when estimating that of the target.
Here difference limens forF0 (DLF0s) for a 100-ms harmonic complex target were measured
using a two-interval two-alternative forced choice~2I-2AFC! adaptive procedure, in the presence
and absence of 200-ms harmonic fringes. The targetF0s in the signal and standard intervals were
geometrically placed around a nominalF0 of 88 or 250 Hz; the fringeF0, constant throughout a
block, was set at either of these two frequencies. The harmonics were bandpass filtered into one of
three different frequency regions: low~125–625 Hz!, mid ~1375–1875 Hz!, or high ~3900–5400
Hz!. In the low and mid regions, the fringes produced a large increase in DLF0s when they had a
similarF0 to the target. This effect was absent or greatly reduced when the fringes and targets either
had widely differentF0s or occupied different frequency regions, and it was not reduced by
providing additional spectral cues to the transition between fringes and targets. In the high region,
the fringes produced large increases in DLF0s whether or not theirF0 was similar to that of the
targets. It is concluded that these results reflect a process of overintegration which, in the low and
mid regions, is sensitive both to theF0 and to the spectral region of the stimuli. It is suggested that
the different results in the high region may reflect the fact that, unlike in the low or mid regions, all
the components of the targets and fringes were unresolved by the peripheral auditory system.
Finally, the results of all the experiments are discussed in terms of auditory streaming. ©1998
Acoustical Society of America.@S0001-4966~98!03511-5#

PACS numbers: 43.66.Fe, 43.66.Hg, 43.66.Mk@RVS#

INTRODUCTION

Many sounds that we hear in everyday life, such as vow-
els or musical notes, contain components whose frequencies
correspond to integer multiples of a fundamental frequency
(F0). Such harmonic tones generally elicit a pitch sensation
corresponding to theF0, even when there is no physical
energy at that frequency; this pitch is often referred to as the
‘‘virtual’’ or ‘‘periodicity’’ pitch. The ability to fuse together
frequency components based on theF0 and to assign them a
single perceptual quality has emerged in recent years as one
of the most important processes by which the auditory sys-
tem sorts out acoustic sources in sound mixtures~Brokx and
Nooteboom, 1982; Scheffers, 1983; Moore and Glasberg,
1986; Assmann and Summerfield, 1990; Bregman, 1990;
Hartmannet al., 1990; Hartmann, 1996!.

The present study is one in a series investigating the
mechanisms ofF0 encoding and how this encoding may be
affected by the presence of other sounds, with particular em-

phasis on the resolvability of the harmonics by the peripheral
auditory system~Carlyon et al., 1992; Carlyon, 1994a, b;
Carlyon and Shackleton, 1994; Shackleton and Carlyon,
1994; Carlyon, 1995; Plack and Carlyon, 1995; Carlyon,
1996a, b!. Recent results obtained in the context of these
studies have indicated that theF0 discrimination of a ‘‘tar-
get’’ complex can be disrupted by the presentation of leading
and trailing complex tones~‘‘fringes’’ !. Specifically, Car-
lyon ~1996b! reported that difference limens for
F0 (DLF0s) for 200-ms targets could be drastically in-
creased in the presence of fringes consisting of 200-ms com-
plex tones immediately preceding and following the targets,
and whoseF0 was equal to the geometric mean of theF0s
of the two targets to be compared. After ruling out interpre-
tations of the observed temporal interference effects based on
mechanisms such as backward recognition masking or
‘‘blanking’’ ~Divenyi and Hirsh, 1975; Massaro, 1975; Kelly
and Watson, 1986!, Carlyon~1996b! suggested that listeners
included some of the information about theF0 of the sur-
rounding tones in their estimate of theF0 of the target. This
phenomenon, dubbed ‘‘overintegration,’’ can be viewed as
an integration ofF0 information over time, occurringacross

a!Some of this research was presented at the 133rd meeting of the Acoustical
Society of America@C. Micheyl and R. P. Carlyon, J. Acoust. Soc. Am.
101, 3169~A! ~1997!#.
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sounds. This ‘‘overintegration’’ ofF0 information across
successive sounds might simply represent a deleterious by-
product of the normally advantageous ‘‘integration’’ ofF0
information which occurswithin a single sound~Hall and
Peters, 1981; Plack and Carlyon, 1995; White and Plack,
1998!.

Such temporal fringe effects inF0 discrimination ap-
pear to be of particular interest in that they demonstrate that
the ability to encode theF0 of complex tones, which is
exquisite when the tones are presented in isolation, can be
severely degraded by the presence of other, temporally adja-
cent, complex tones. So far, only a few studies in the litera-
ture have addressed temporal interference effects in pitch
perception~Ronken, 1972; Leshowitz and Cudahy, 1973;
Massaro, 1975; Yostet al., 1976!, and in all these studies,
pure tones rather than complex tones were used. Conse-
quently, relatively little information is currently available on
temporal interference effects inF0 discrimination.

In the present study, we set out to investigate further the
conditions leading toF0 overintegration between successive
complex tones.F0-discrimination thresholds for target com-
plex tones were successively measured in the absence and in
the presence of temporal fringes which, depending on the
condition tested, could either have the same or a different
F0, occupy the same or a different region, have the same or
a different status with respect to peripheral harmonic resolv-
ability, and share or not share harmonics with the target.

I. EXPERIMENT 1: INFLUENCE OF TEMPORAL
FRINGES ON F0 DISCRIMINATION AS A FUNCTION
OF F0 AND FREQUENCY REGION

A. Rationale

An important question which remains unanswered is the
exact role of harmonic resolvability in the effects of temporal
fringes onF0 discrimination. This question is tightly linked
to that of the nature of the mechanism underlying the fringe
effects. Available evidence onF0 ‘‘integration’’ suggests
that this phenomenon is greatest for complex tones com-
posed of unresolved harmonics, and is much less marked for
resolved harmonics~Plack and Carlyon, 1995!. Thus if over-
integration were mediated by the same mechanism as inte-
gration, then it too might be greater for unresolved than for
resolved harmonics. Because only unresolved harmonics
were used in the study by Carlyon~1996b!, experiment 1
examined the dependence ofF0 overintegration on the re-
solvability of the fringes and targets.

B. Method and stimuli

In all conditions, listeners were presented with two suc-
cessive harmonic complexes~‘‘targets’’! whoseF0s differed
by an amountDF0 and were geometrically centered on a
nominalF0 of either 88 or 250 Hz. These targets could be
presented either in isolation or preceded and followed by
another complex~the ‘‘fringes’’! whoseF0 was equal to the
nominalF0. Listeners were required to identify the interval
containing the target with the higherF0, and received feed-
back after each 2I, 2AFC trial.

Both the targets and the fringes consisted of a large
number of harmonics bandpass filtered into the same fre-
quency region, which, in different conditions, could be the
low, mid, or high region; these regions had passbands~cor-
responding to 3-dB down points! of: 125–625 Hz, 1375–
1875 Hz, and 3900–5400 Hz, respectively. According to the
definition of resolvability outlined by Shackleton and Car-
lyon ~1994!,1 harmonics of an 88-HzF0 are resolved in the
low region but unresolved in the mid and high regions,
whereas harmonics of a 250-HzF0 are resolved in both the
low and mid regions but unresolved in the high region. The
number of harmonics generated varied withF0 and region
but was always sufficient to ‘‘fill’’ the passband and skirts of
the bandpass region down to a level of 0 dB SPL. The dura-
tion of the target was 100 ms; that of the fringes was 200 ms.
All stimuli were gated with 20-ms cosine ramps, and the
fringes and the target followed each other without any delay.
The overall duration of the fringe-target sequence presented
in each interval was thus 500 ms. The inter-interval delay
was 500 ms. The level of every component falling in the
passband of the filter was 45 dB SPL.

Signals were generated digitally and played out of a
CED1401 plus laboratory interface~16-bit DAC! at a sam-
pling rate of 40 kHz before being sent to an anti-aliasing
filter ~Kemo VBF25.01! with a cutoff frequency of 17.2 kHz
~slope of 100 dB/oct!. They were then bandpass filtered us-
ing a pair of cascaded filters~one high pass, one low pass
Kemo VBF25.03, each with slopes of 48 dB/oct!. Finally,
the signals were attenuated~Wilsonics PATT or Tucker-
Davis Technologies PA3! and fed into one input of a head-
phone amplifier. Pink noise with a cutoff frequency of 20
kHz and a spectrum level of 1 dB/Hz at 1 kHz was presented
continuously, and was fed into a second input of the same
amplifier. The stimuli were delivered to the listener through
one earpiece of a Sennheiser HD414SL headset, and were
monitored using an HP3561A spectrum analyzer. Measure-
ments were performed in an IAC double-walled sound-
attenuating booth.

C. Procedure and listeners

The difference inF0 (DF0) between the two targets
was adjusted using a 2I, 2AFC procedure with feedback and
a two-down one-up geometric adaptive tracking rule~Levitt,
1971! to obtain a threshold. TheDF0 was divided or multi-
plied by a factor of 2 until the fourth turnpoint and by a
factor of 1.41 after that. In each run, 16 turnpoints were
measured overall. Thresholds for each run were estimated as
the geometric mean of the last 12 turnpoints; six threshold
estimates were measured for each condition and the final
estimate corresponded to the geometric mean overall. The
different F0 conditions were pseudorandomly mixed within
blocks of runs corresponding to 2-h testing sessions.

Five listeners took part; all participated in the condition
where stimuli were filtered into the mid region, but only four
did so in the low and high regions. Their quiet thresholds at
octave frequencies between 250 and 8000 Hz were within 15
dB of the 1969 ANSI standard. Four had prior training in
psychoacoustic tasks. One was the first author; the others
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FIG. 1. ~a! Hollow circles show DLF0s for stimuli presented in the mid region in the absence of a fringe, and are plotted with respect to the top abscissa and
right-hand ordinate. Bars show DLF0s in the presence of a fringe divided by that with no fringe, are plotted with respect to the bottom abscissa and left-hand
ordinate. The two nominalF0s at which the DLF0s for targets in isolation were measured are shown above the top abscissa, followed by a letter between
parenthesis indicating the status of the harmonics:~U! for ‘‘unresolved,’’ ~R! for ‘‘resolved.’’ The target and fringeF0s corresponding to the DLF0 ratios are
shown below the bottom abscissa. The solid bars correspond to the conditions where the target nominalF0 was equal to the fringeF0; the empty bars
correspond to the conditions where the target nominalF0 was different from the fringeF0. The left-ordinate ranges in the different panels are adjusted in
order to adapt to intersubject differences. The dotted horizontal line indicates a DLF0 ratio of 1, corresponding to no fringe effect. DLF0s and DLF0 ratios
were computed using the geometrical mean of the six thresholds estimates obtained in each condition in each listener. Error bars show the associated

geometrical standard errors. For the DLF0 ratios~filled circles! these were calculated from the following formula: 11A(10sa /A621)21(10sb /A621)2 where:
sa and sb are the standard deviations of the six log-transformed threshold estimates obtained with and without fringes in a given listener and a given
target/fringeF0 combination. Figures~b! and ~c! are as for~a! but for stimuli in the low and high regions, respectively.
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were paid an hourly wage for their services. All received
training in the different conditions of the present study.

D. Statistics

Because the results of preliminary analysis of variance
~ANOVAs! involving all listeners indicated significant inter-
subject differences, all subsequent statistical analyses were
performed within, rather than across, listeners. Basically, two
types of comparisons were used when analyzing the results:
First, in order to test for the significance of the effects of the
fringes, Student’s pairedt tests were used to compare the
means of the DLF0s obtained with fringes to those obtained
without fringes. Second, to test for the significance of differ-
ences in fringe effects across conditions involving the same
target F0, Student’s t tests comparing the DLF0s with
fringes were used. Six DLF0 estimates were obtained in
each condition, but given that there was no one-to-one cor-
respondence between any two of the DLF0s to be compared
and given that the analyses were carried out within listeners,
independent-samplest tests were used. According to Bonfer-
roni’s correction, whenever severalt tests were performed on
the same set of data, the statistical significance level was
divided by the number of tests performed. Thep statistics
indicated throughout the text are 2-tailedp’s. Prior to each
test, the DLF0s to be compared were log-transformed.2

E. Results and discussion

The open circles in Fig. 1~a! show the DLF0s for the
stimuli presented in the mid region without fringes, and are
plotted with respect to the right-hand ordinate. For all listen-
ers, DLF0s were higher for the 88-HzF0 ~circle towards

left of plot! than for the 250-HzF0 ~circle on right!. The
values of around 3.0% and 0.5% for the twoF0s compare
well to those measured in previous studies, which show
higher DLF0s for unresolved than for resolved harmonics
~Hoekstra, 1979; Shackleton and Carlyon, 1994!.

The bars, plotted with respect to the left-hand ordinate,
show the mid-region DLF0s for the 88- and 250-Hz targets
in the presence of a fringe, divided by the DLF0 for each
target when presented alone. Because of intersubject differ-
ences in the size of the ratios, in this figure and in others, the
scale on the left-hand ordinate differs across listeners. How-
ever, despite the intersubject variability in the size of the
ratios, the pattern of results is similar across listeners in that
the DLF0 ratios are larger when the nominalF0s of the
target and fringe are similar~solid bars! than when they are
different ~open bars!.

The statistical significance of the effects of the fringes
on DLF0s was investigated by comparing the DLF0s mea-
sured in the presence of fringes to those measured in the
absence of fringes. The detailed statistical results are pro-
vided in Table I~a!. They revealed that when the fringeF0
was equal to the target nominalF0, at either 88 or 250 Hz,
the DLF0s obtained in the presence of the fringes were
larger than those measured without the fringes in all five
listeners; the differences proved to be systematically highly
significant. On the contrary, with the exception of one case,
no significant effect of the fringes on DLF0s, when the
fringe F0, was different from the nominalF0 of the target.

The fact that significant fringe effects were observed
when the target and fringes had the sameF0, regardless of
whether thisF0 was 88 or 250 Hz, indicates that overinte-
gration effects can occur not only for targets consisting of

FIG. 1. ~Continued.!
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unresolved harmonics, but also when those harmonics are
resolved. The absence of an effect when theF0s of the tar-
gets and fringes differed could, on the basis of Fig. 1~a!, be
due either to differences in resolvability or to differences in
F0 per se. These two factors were unconfounded by the
results obtained in the low and high regions, in which the
fringes and the targets were always both resolved or both
unresolved, respectively, whatever theirF0.

The results in the low region for four listeners are shown
in Fig. 1~b!. The DLF0s for the targets in isolation were very
small at both nominalF0s, and did not differ significantly.
This finding is consistent with the fact that the harmonics
were always resolved in this region, whatever theF0
~Shackleton and Carlyon, 1994!. Regarding fringe effects, a
pattern of results similar to that obtained in the mid region
was obtained in this low region: no substantial fringe effect
was obtained when the fringeF0 was different from the
target nominalF0 but large fringe effects were obtained
when theseF0s were equal. In the latter condition, statisti-
cally significant differences were found between the DLF0s
measured in the absence and in the presence of fringe at both
F0s in three out of the four listeners; in one listener~CM!, a
significant effect was observed only at the 250-HzF0. The
detailed statistical results are shown in Table I~b!.

The results obtained in the high region for each of the
listeners who were tested in this region, the same four as in
the low region, are illustrated in Fig. 1~c!. Contrary to the
pattern observed in the mid region, in the high region, the
DLF0s obtained in absence of fringes were relatively large
at both F0s, consistent with the fact that harmonics were

always unresolved in this region. More importantly, and in
contrast to the low and mid regions, substantial and signifi-
cant deteriorations were produced by fringes whoseF0s
were markedly different from those of the targets, as well as
for fringes and targets with similarF0s @as revealed byt
tests whose resulting 2-tailedp’s were less than the critical
probability in all conditions and all listeners, as indicated in
Table I~c!#.

The results obtained in the various conditions of this first
and main experiment can be summarized as follows: In con-
ditions in which at least the fringe or the target contained
resolved harmonics, temporal fringes increased DLF0s when
their F0 was equal to the nominalF0 of the targets, but had
no substantial effect when the fringe and target nominalF0s
were different. In the high region, where both the fringes and
the target consisted entirely of unresolved harmonics, tempo-
ral fringes had a large effect onF0-discrimination perfor-
mances even when theirF0 differed by about 1.5 oct from
those of the targets~i.e., 88 vs 250 Hz!. Possible mechanisms
responsible for this pattern of results will be discussed in
Sec. V, after we have described a series of experiments ex-
amining the effects of spectral similarity between the fringes
and targets on the observed overintegration.

II. EXPERIMENT 2: INFLUENCE OF OFF-FREQUENCY
EXTRA FRINGES

A. Rationale and method

Experiment 2 tested whether the fringe effects observed
in the first experiment could be explained simply by ‘‘con-

TABLE I. Comparisons between log-transformed DLF0s measured in the presence and in the absence of
temporal fringes in the various conditions of experiment 1. The rows correspond to subjects, the columns to
target-fringeF0 combinations. In each cell, thet value, thep value ~represented by stars:* : p,0.05, ** : p
,0.01, *** : p,0.005) and the number of degrees of freedom, noninteger numbers in the cases of unequal
variance, are successively indicated. Positivet values correspond to larger DLF0s in the presence rather than in
the absence of fringes. Cells labeled ‘‘NS’’ correspond to nonsignificant differences~i.e., p.50.0125). ~a!
Results in the mid region.~b! Results in the low region.~c! Results in the high region.

~a!
Subject

88/88 88/250 250/88 250/250

t p df t p df t p df t p df

HJ 7.04 *** 10 NS NS 13.22 *** 10
CM 6.21 *** 10 NS NS 3.91 *** 10
ND 9.44 *** 10 NS NS 9.63 *** 10
FK 4.20 *** 10 NS NS 10.30 *** 10
SH 10.64 *** 10 NS NS 7.28 *** 10

~b!
Subject

88/88 88/250 250/88 250/250

t p df t p df t p df t p df

HJ 7.71 *** 10 NS 3.26 ** 10 6.04 *** 10
CM NS NS 2.97 * 10 5.28 *** 10
ND 9.56 *** 10 NS NS 7.58 *** 10
FK 6.89 *** 10 NS NS 7.67 *** 10

~c!
Subject

88/88 88/250 250/88 250/250

t p df t p df t p df t p df

HJ 5.08 *** 10 7.52 *** 10 5.21 *** 10 5.71 *** 6.54
CM 7.99 *** 10 3.73 *** 10 5.98 *** 10 6.52 *** 10
ND 16.91 *** 10 7.49 *** 10 8.67 *** 10 10.38 *** 10
FK 8.90 *** 10 9.21 *** 10 6.03 *** 6.37 5.97 *** 10
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fusion’’ between the fringes and the target by the listeners.
Indeed, because the fringes and the target immediately suc-
ceeded each other and were filtered in the same frequency
region, listeners may have experienced difficulties in deter-
mining when the fringe stopped and the target started, and

vice versa~cf. Neff, 1985!. This may have been the case
particularly when there were few spectral cues to the transi-
tions between the fringes and the target, as would have oc-
curred in the mid and low conditions when the fringes and
targets had similarF0s, and in the high region even when

FIG. 2. ~a! Thick-contour bars show DLF0 ratios for individual listeners for conditions with an additional off-frequency fringe in the low~bottom row! or
high ~top row! region. The general form of the plot is the same as in Fig. 1. The DLF0 ratios from experiment 1 are replotted as thin-contour bars.~b! Data
from experiment 2 averaged across listeners. The error bars were calculated as for Fig. 1.
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theF0s were different. We reasoned that if the effects of the
fringe were simply due to confusion, then they should be
greatly reduced by the presence of a supplementary timing
cue in a neighboring spectral region. Therefore in this second
experiment, off-frequency portions were added to the on-
frequency fringes. The target and on-frequency fringes were
always presented in the mid region. The off-frequency extra
fringes were presented simultaneously with the on-frequency
fringes but in a different region which corresponded either to
the low or to the high previously defined region. Apart from
that, the methods and procedure used in this experiment were
the same as those used in experiment 1. Three of the five
listeners who took part in experiment 1 participated in this
second experiment.

B. Results and discussion

The results of experiment 2 are shown for three listeners
by the thick-contour bars in Fig. 2~a!. Data with the extra
fringe in the high and low regions are shown in the top and
bottom rows of the figure, respectively. To facilitate com-
parison, the results obtained in experiment 1~in the absence
of any off-frequency fringe! are also shown as thin-contour
bars. As in experiment 1, the fringes had no substantial effect
when theirF0s differed from those of the targets, and so the
bulk of this section will focus on those conditions where the
target and fringeF0s were similar.

The detailed statistical results of this experiment are
shown in Table II. Generally speaking, fringes with anF0
equal to the nominalF0 of the targets still produced a sig-
nificant increase in DLF0s relative to the case with no
fringe, despite the presence of off-frequency fringes. As can
be seen in the mean data, shown in Fig. 2~b!, the average
proportional increase in DLF0 produced by the fringes
ranged across listeners from a factor of about 2 for anF0 of
88 Hz with the added high-frequency fringe, to a factor of
about 4 with the added low-frequency fringe atF0s of either
88 or 250 Hz. Figure 2~a! and~b! also shows that additional
off-frequency fringes did not systematically reduce DLF0s
relative to the case with the on-frequency fringe alone.3

The fact that DLF0s were not systematically reduced by
off-frequency extra fringes indicated that the effects ob-
served in experiment 1 were not entirely due to confusion by
the listeners between the fringes and the target because of
insufficient spectral cues to differentiate the two. This out-
come resembles Carlyon’s~1996! finding that the combined
effects of a simultaneous masker and on-frequency fringe in
the high region could not be reduced by an off-frequency
fringe presented in a ‘‘low’’~20–1420 Hz! region. It extends
those findings to the case where there is no simultaneous
masker present, to two different baselineF0s, and to addi-
tional fringes both above and below the frequency region
occupied by the target. The present result also shows that the
added off-frequency fringes have no effect when the fringe
and target nominalF0s differ.

III. EXPERIMENT 3: INFLUENCE OF OFF-FREQUENCY
FRINGES

A. Rationale and method

Experiment 3 tested whether the off-frequency fringes,
when presented alone, can produce an increase in DLF0s.
One reason for this was simply to determine whether ‘‘F0
overintegration’’ requires the targets and fringes to occupy
the same frequency region, as well as having similarF0s.
Another reason was to shed further light on the absence of a
consistent effect of adding such fringes to the on-frequency
fringes in experiment 2. Specifically, we wished to test the
explanation that the off-frequency fringes could by them-
selves elevate DLF0s, and that this effect could have out-
weighed any advantageous effects of them producing addi-
tional spectral cues to the transitions between fringes and
targets. Experiment 3 therefore investigated whether fringes
had to be present in the same region as the target in order to
alter F0-discrimination performance. The targets were al-
ways presented in the mid region, and, in different condi-
tions, the fringes were presented in either the low or high
region. The same four combinations of target and fringeF0s
as in the previous experiments were used. Apart from that,

TABLE II. Comparisons between log-transformed DLF0s measured in the presence and in the absence of
temporal fringes in the various conditions of experiment 2. The rows correspond to subjects, the columns to
target-fringeF0 combinations. In each cell, thet value, thep value ~represented by stars:* : p,0.05, ** : p
,0.01, *** : p,0.005) and the number of degrees of freedom, noninteger numbers in the cases of unequal
variance, are successively indicated. Positivet values correspond to larger DLF0s in the presence rather than in
the absence of fringes. Cells labeled ‘‘NS’’ correspond to nonsignificant differences~i.e., p.50.0125). ~a!
Extra off-frequency fringe in the low region.~b! Extra off-frequency fringe in the high region.

~a!
Subject

88/88 88/250 250/88 250/250

t p df t p df t p df t p df

HJ 8.64 *** 10 3.98 *** 10 NS 8.87 *** 10
FK 6.20 *** 10 NS NS 7.16 *** 10
SH 18.10 *** 5.64 NS NS NS

~b!
Subject

88/88 88/250 250/88 250/250

t p df t p df t p df t p df

HJ 6.25 *** 10 NS NS 3.59 *** 10
FK 3.64 *** 10 NS NS 10.21 *** 10
SH NS NS NS 6.97 *** 10

3012 3012J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 C. Micheyl and R. Carlyon: Temporal fringes and F0 discrimination



the methods and procedures were the same as used in experi-
ment 1. Three of the five listeners who took part in experi-
ment 1 participated in this third experiment.

B. Results and discussion

The results of experiment 3, expressed in terms of
DLF0 ratios, are shown by the thick-contour bars for each of
the three listeners in Fig. 3~a!, and for the mean data in Fig.
3~b!. Once more, the data from experiment 1 are replotted as

thin-contour bars. As can be seen, the off-frequency fringes
did not in general increase DLF0s relative to the case with
no fringe. Statistical analyses, the results of which are shown
in Table III, in fact revealed four particular cases where
DLF0s were significantly smaller with the off-frequency
fringes than without them, compared to only two cases
where the DLF0s were significantly increased by the off-
frequency fringes; this effect, however, was absolutely not
consistent across listeners and conditions.

FIG. 3. Same as Fig. 2, but for the conditions with an off-frequency fringe presented without an on-frequency fringe.
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The overall lack of an influence of off-frequency fringes
is consistent with the results of Carlyon~1996b!, who found
that fringes in a ‘‘low’’ region~20–1420 Hz! had no effect
on the DLF0s for 210-Hz targets in the high region, and
extends those findings to further combinations of target and
fringe F0s, and to fringes both above and below the fre-
quency region occupied by the targets. Altogether these re-
sults demonstrate that fringes lying in a completely different
spectral region from the targets have no substantial effect on
F0 discrimination. One possible interpretation of this result
is that, at least under conditions of minimal uncertainty~Neff
and Green, 1987!, auditory processing can be allocated spe-
cifically and almost exclusively to a given frequency region
~Mondor and Bregman, 1994!.

IV. EXPERIMENT 4: INFLUENCE OF LOCAL
HARMONIC COMPARISONS

A. Rationale and method

One possible interpretation of the results presented so
far is that fringes impairF0 discrimination only when all
auditory filters excited by the target components are also
driven by a component of the fringe, even when the fringe
contains additional, off-frequency, components remote from
the target. This would be consistent with the finding in ex-
periment 1, that fringes had their greatest effect when the
fringes and targets had similarF0s, and/or consisted entirely
of unresolved harmonics. It would also account for the find-
ing that off-frequency fringes had little effect when presented
either alone~experiment 3! or in combination with an on-
frequency fringe~experiment 2!. According to this view,
then, the importance of the fringes and targets having similar
F0s is simply due to the resulting local spectral differences,
rather than one ofF0 overintegration.

One means of testing for the role of local spectral simi-
larities is to measure the effect of fringes having the same
F0 as the target, but which consist of different harmonics of
thatF0. To do this, we took advantage in this fourth experi-
ment of a method devised originally by Moore and Glasberg

~1990b! which involves using harmonic numbers 1, 4, 5, 8,
9, 12, 13, etc.~series A! for one complex and 2, 3, 6, 7, 10,
11, etc.~series B! for the other. In one condition~NOVR-A!,
series A was used for the fringe and series B for the target; in
the other condition~NOVR-B!, the converse was true. Mea-
surements were performed in the mid region at anF0 of 250
Hz. The rationale is that if fringe effects are reduced by
spectral differences, then they should be smaller in this ex-
periment than in the condition in experiment 1 in which the
fringe and targets consisted of intact harmonic series with
F0s close to 250 Hz. They should also be smaller than in the
experiment 1 conditions with 88-Hz fringes and 250-Hz tar-
gets; as can be seen in Fig. 4, the excitation patterns4 of
series-A and series-B stimuli differ by more than do the 250-
and 88-Hz stimuli of experiment 1.

B. Results and discussion

The data obtained in the two nonoverlapping harmonic
conditions of experiment 4 are shown by the checked bars in
Fig. 5, with the data obtained for the 250-Hz targets and
fringes in experiment 1 shown by the solid bars. This previ-
ous condition will now be referred to as the ‘‘overlapping’’
condition to distinguish it from the two new ‘‘nonoverlap-
ping’’ conditions. The results at statistical comparisons be-
tween the DLF0s obtained with and without fringes in the
NOVR conditions revealed that the fringes still produced a
highly significant increase in these conditions. Examination
of the average data panel in Fig. 5 even indicates that, over-
all, the effects of temporal fringes were at least as large in
the two nonoverlapping conditions as in the overlapping con-
dition.

These results reveal that the temporal fringe effects in
F0 discrimination are not reduced when the target and the
fringes contain no common harmonics. As mentioned above
and shown in Fig. 4, the differences in excitation pattern
between series A and B are considerably larger than those
between the 88 and 250-Hz mid-region stimuli of experiment
1. The fact that the former stimuli showed much more over-

TABLE III. Comparisons between log-transformed DLF0s measured in the presence and in the absence of
temporal fringes in the various conditions of experiment 3. The rows correspond to subjects, the columns to
target-fringeF0 combinations. In each cell, thet value, thep value ~represented by stars:* : p,0.05, ** : p
,0.01, *** : p,0.005) and the number of degrees of freedom, noninteger numbers in the cases of unequal
variance, are successively indicated. Positivet values correspond to larger DLF0s in the presence rather than in
the absence of fringes; negativet values correspond to smaller DLF0s in the presence rather than in the absence
of fringes. Cells labeled ‘‘NS’’ correspond to nonsignificant differences~i.e., p.50.0125).~a! Off-frequency
in the low region.~b! Off-frequency fringe in the high region.

~a!
Subject

88/88 88/250 250/88 250/250

t p df t p df t p df t p df

HJ NS 6.63 *** 10 NS NS
CM 7.16 *** 10 NS NS NS
ND NS NS NS 3.17 * 10

~b!
Subject

88/88 88/250 250/88 250/250

t p df t p df t p df t p df

HJ NS NS 3.94 *** 10
CM NS NS NS NS
ND NS 4.20 *** 10 3.47 ** 10 NS
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integration than the latter suggests that the effects of the
temporal fringes onF0 discrimination proceed from a
mechanism sensitive toF0 differences, rather than to spec-
tral differencesper se, between the fringes and the target.

V. GENERAL DISCUSSION

A. Summary of the results

The main results obtained in the present study are sum-
marized in the schema in Fig. 6. A requirement for temporal
fringes to exert a substantial effect onF0 discrimination is
that they lie in the same frequency region. This factor ap-
plied independently of all other factors and was therefore
placed first. Once this first requirement was met, a second
requirement was that the fringe and the target had a similar
F0. However, this proved to be the case only to the extent
that at least the target or the fringes contained resolved har-
monics. When both were made of unresolved harmonics, the
fringes had large effects, whatever theF0 difference be-
tween the fringes and the target.

The results of experiment 2, indicating still significant
effects of fringes containing off-frequency extra components,
strongly argue for the notion that the fringe effects do not
simply reflect a global spectro-temporal confusion between
the target and the fringes by the listeners.

The results of experiment 4, indicating still significant
effects of fringes having no common harmonics with the

target, suggest that the presence of local spectral differences
between the target and the fringes do not prevent fringe ef-
fects.

B. Role of resolvability in temporal fringe effects

The results of experiment 1 are consistent with those of
Carlyon~1996b! in revealing detrimental effects of temporal
fringes on F0 discrimination. The finding of substantial
fringe effects for both resolved and unresolved harmonics
may be related to the previous finding that, independently of
resolvability, listeners are worse at detectingF0 differences
between two successive complex tones when these tones are
very close in time rather than when they are separated by a
long silent interval~Plack and Carlyon, 1995!. It does not
confirm the prediction, inspired from the earlier observation
of markedF0 integration effects solely for unresolved har-
monics~Plack and Carlyon, 1995!, that F0 over integration
should also be restricted to unresolved harmonics. This sug-
gests thatF0 overintegration may not simply be a by-
product of the~usually beneficial! integration ofF0 informa-
tion within a single sound.

There are several ways to reconcile this apparent dis-
crepancy between the roles of resolvability inF0 integration
and in F0 overintegration. The first is to assume that the
observed fringe effects do not reflect an overintegration of
F0 information at all, but are due instead to another mecha-
nism, such as ‘‘backward recognition masking’’~Massaro,

FIG. 4. Simulated excitation patterns~top! and excitation pattern differences~bottom! for the stimuli used in experiments 1~left! and 3~right!. The abscissa
indicates the frequency in ERBs. The ordinate indicates the excitation level or the difference in excitation level, in dB. The solid line in the top-left panel
represents the excitation pattern of the 88-Hz-F0 ~unresolved! harmonic complex in the mid region; the dashed line represents the excitation pattern for the
250-Hz-F0 ~resolved! harmonic complex in the same region. The solid and dashed line in the top-right panel represent the excitation patterns of the
250-Hz-F0 ~resolved! nonoverlapping complexes made of harmonic series A and B, respectively. The excitation-pattern differences shown at the bottom were
obtained by subtracting the two excitation patterns shown at the top. See footnotes for further details on the excitation pattern calculations.
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1975!. However, evidence against this explanation has been
reported by Carlyon~1996b!, who found that the ‘‘back-
ward’’ portion of the fringe~that occurring after the target!
had a much smaller effect than the forward portion. Another
interpretation of the present results is that the fringe effects
do reflectF0 overintegration, but that this overintegration
comes after the stage inF0 extraction at which differences
~if any! exist in the processing of resolved and unresolved
harmonics. This view would also be consistent with the
model for pitch perception proposed by Moore~1977!, in
which context effects and sequential influences occur after
the initial calculation of pitch. However, it does not explain
the finding in experiment 1 thatF0 differences eliminated
overintegration when either the target, the fringes, or both
were resolved, but not when both were unresolved. Given
that experiments 2 and 4 controlled for the effects of spectral
differences, this seems to point to a qualitatively different
role for resolved and unresolved harmonics inF0 overinte-
gration. One, admittedlypost hoc, explanation is that theF0s
of resolved harmonics are processed by a parallel array of
F0-specific ‘‘channels’’ while theF0s of unresolved har-
monics are encoded by the temporal pattern of firing within a
single, separate, channel.

The present findings may also appear at first sight diffi-
cult to reconcile with an earlier observation that a complex
tone masker starting before and ending after a complex tone
target did not affectF0 discrimination when both the target
and masker consisted of resolved harmonics~Carlyon,
1996a!. In the present study, fringe effects were observed
even when both the target and the fringes consisted of re-
solved harmonics. However, the comparison between the
two studies is limited by the fact that in the previous study,
the masker was also present simultaneously with the target.
The mechanisms underlyingF0 discrimination in such a hy-
brid simultaneous and nonsimultaneous masking condition

may have been quite different from those involved in the
present study. For instance, one cannot exclude the possibil-
ity that in the previous study, the fringe portions actually
elicited overintegration effects with both resolved and unre-
solved harmonics, but that these effects were counteracted by
listeners using the fringe to gain information about the
masker, in order to more effectively segregate it from the
target.

FIG. 5. Results of experiment 4. DLF0s ~circles, top
abscissa, right-hand ordinate! and DLF0 ratios ~bars,
bottom abscissa, and left-hand ordinate! are presented
as in Fig. 1. Data are shown for complete harmonic
series~‘‘OVR,’’ replotted from experiment 1! and for
incomplete series~‘‘NOVR’’ ! with the target corre-
sponding to either series A or series B. The different
conditions are indicated by labels on the abscissa as
well as by different symbols~OVR condition: filled
circled; NOVR conditions: hollow circles! and different
bar shading~OVR condition: black filling, NOVR-A
condition: tight squaring, NOVR-B condition: loose
squaring!.

FIG. 6. Schema summarizing the stimulus conditions leading to presence or
absence of fringe effects.
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C. Overintegration and auditory streaming

Although auditory streaming effects were not directly
addressed in the present study, it is worth mentioning the
possible existence of a relationship between the observed
effects of fringes on targetF0 discrimination and streaming
phenomena. There is evidence in the literature that pure or
complex tones presented in a sequence iterated over time can
lead to streaming effects~Bregman and Campbell, 1971; van
Noorden, 1975; Bregman, 1990!. In the present experiment,
each run of trials consisted of a large number of presenta-
tions of the ‘‘fringe-target-fringe’’ stimulus, so that, overall,
listeners were presented with a long sequence of tones. In-
formal reports by the listeners during the course of the ex-
periments suggested that in some conditions they perceived
each stimulus as a single sequence consisting of a target
embedded between two fringes, whereas in other conditions
they were able to focus on the target or on the fringes and
could ‘‘hear out’’ the targets as a separate stream from the
fringes. Interestingly, the conditions in which the target and
fringes lay in a single auditory stream happened to be those
in which the fringes had a large effect. Although listeners’
ability to stream apart the fringes and the target was not
measured, it is noteworthy that these conditions also corre-
sponded to those in which, based on existing data in the
literature, one might expect the targets and fringes to fall into
separate streams.

For sinusoids, there is considerable evidence that the
tendency to stream tones apart increases with the frequency
separation between them~Miller and Heise, 1950; van
Noorden, 1975!. Although for such stimuli it is impossible to
distinguish the effects of spectral separation from differences
in pitch, there is evidence that large spectral differences can
cause complex tones having the sameF0, and therefore simi-
lar ‘‘residue’’ pitches, to stream apart~e.g., van Noorden,
1975; Bregman, 1990!. This could account for the fact that
off-frequency fringes had little effect in experiments 2 and 3,
as they would have fallen into separate streams from the
targets. What is less clear from the literature is whetherF0
differences can influence streaming independently from the
associated spectral cues: the studies which have investigated
this have generally used complex tones consisting of con-
secutive resolved harmonics, with the result thatF0 differ-
ences between stimuli have resulted in spectral differences
~Bregman, 1990; Bregmanet al., 1990; van Noorden, 1975!.
What our results show is that, ifF0 overintegration does
depend on auditory streaming, then the streaming must in
turn be affected byF0 differences, rather than solely by
spectral differences~Singh, 1987; Singh and Bregman, 1997;
Cusack, 1998!. This conclusion follows from the fact that
little overintegration occurs between targets and fringes hav-
ing differentF0s @e.g., 88 and 250 Hz in experiment 1, Fig.
1~a!#, whereas stimuli which show a larger spectral differ-
ence but have the sameF0 show substantial amounts of
overintegration~experiment 4, Fig. 5!.
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for resolved complexes.~2! F0 discrimination thresholds for fairly long
duration, 400 ms, complexes are invariably higher for unresolved than for
resolved harmonics.~3! The pitch of unresolved harmonics is approxi-
mately doubled when they are summed in alternating phase, whereas that of
resolved harmonics stays unchanged.

2The initial motivation for this transformation was that we were interested in
the ratios rather than in the differences between the thresholds obtained in
the presence and in the absence of fringes. Further justification of this
procedure came from the fact that after log-transformation, the data were
normally distributed, as assessed using a one-sample Kolmogorov–
Smirnov’s test. Finally, because the variability of DLF0s was found to be
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In the first experiment, two measurements were compared—sensitivity to across-frequency changes
in level and sensitivity to across-frequency changes in the modulation phase of SAM tones. For the
level task, multi-tone stimuli composed of 2–80 tones ranging in frequency from 200 to 5000 Hz
were used. For the phase task, the same frequency range was used, and 2–80 SAM tones were
tested. For the level task, observers discriminated between a multi-tone, equal-amplitude standard
and one of two signals—a one-step or an up–down signal. The one-step signal had higher levels at
low frequencies and lower levels at high frequencies. The up–down signal had components with
levels that varied high-low–high-low. For the phase task, the standard was the sum of SAM tones
with identical modulator phases across frequency. The one-step signal had a common modulator
phase at low frequencies and a different common modulator phase at high frequencies. The up–
down signal had modulator phases that varied lag-lead–lag-lead. The results suggest that sensitivity
to across-frequency changes in level and modulation phase reflect similar initial processing stages.
In a second experiment, SAM tones were used, and psychometric functions were measured for the
level task, the phase task, and a condition in which changes in level and modulator phase were both
present. The standard was ‘‘flat,’’ and an up–down signal was to be detected. For one observer, the
data suggest that level and phase information are independently represented. For the other two
observers, interactions between the two features of the stimuli are apparent. A multiple-looks model
was moderately successful in accounting for the data. ©1998 Acoustical Society of America.
@S0001-4966~98!01111-4#

PACS numbers: 43.66.Fe, 43.66.Nm@JWH#

INTRODUCTION

In the current experiments, sensitivity to changes in
level and modulator phase across frequency is examined as a
means of probing the representation of level and envelope
pattern information at the output of auditory filters, or what
will be referred to as frequency channels. Two experiments
are described. The first experiment provides a comparison of
the frequency selectivity associated with sensitivity to
changes in ‘‘level’’ and ‘‘envelope patterns’’ across fre-
quency. Because a similar experimental design was used for
the phase and level tasks, frequency selectivity for the two
tasks could be directly compared. If the frequency selectivity
appears similar, it is of interest to determine whether the two
types of information are independently represented. The sec-
ond experiment examines the degree to which information
concerning level and envelope patterns across frequency in-
teract when the change to be detected includes changes in~a!
level, ~b! envelope pattern, or~c! both level and envelope
patterns.

Consider first frequency selectivity for ‘‘level’’ and
‘‘envelope’’ processing. In experiment I, a method similar to
that used by Bernstein and Green~1987; see also Summers
and Leek, 1994! was adopted to provide a gross estimate of
frequency selectivity associated with sensitivity to differ-

ences in level across frequency~experiment Ia! and sensitiv-
ity to differences in modulator phase across frequency~ex-
periment Ib!. Bernstein and Green~1987! used a profile
analysis task in which observers discriminated between a flat
standard and a signal which was sinusoidally rippled, where
the sinusoidal ripple was applied to the power spectrum us-
ing a logarithmic frequency axis. Their stimuli were spec-
trally dense, being composed of 161 tones equidistant on a
logarithmic frequency axis ranging from 200 to 5000 Hz.
The experimental parameter was the number of sinusoidal
ripples, which ranged from 1 to 80, and the dependent vari-
able was the threshold depth of the ripple. For small numbers
of ripples, thresholds did not depend on the number of
ripples. Once the number of ripples exceeded 10, however,
thresholds began to rise. Presumably, the increase in thresh-
old indicates limitations in frequency selectivity. For a rect-
angular filter, once a complete cycle of the sinusoidal varia-
tion passes through the filter the power at the output of the
filter cannot indicate a difference between a flat standard and
rippled signal.

In experiment Ia, the profile analysis or level task, the
stimuli were somewhat different from those used by Bern-
stein and Green~1987!. Figure 1 depicts the stimulus set.
Two signal configurations were tested. For one configura-
tion, observers discriminated between a flat standard stimu-
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lus ~left panel! and a one-step signal stimulus~center panel!.
The flat standard was the sum ofN equal-amplitude tones
spaced equidistantly on a logarithmic frequency axis and
ranging in frequency from 200 to 5000 Hz.N’s ranged from
2 to 80; Fig. 1 plots the spectra for anN of 8. The one-step
signal was generated by increasing the level of the low-
frequency components and reducing the level of the high-
frequency components. For the second signal configuration,
the discrimination was between a flat standard~left! and an
up–down signal~right!. For the up–down signal, every other
component was incremented/decremented in level relative to
the mean stimulus level. Although not indicated in Fig. 1, on
each stimulus presentation the overall levels were randomly
chosen. Level variation prevents standard/signal discrimina-
tions on the basis of a change in level of a single component.

In experiment Ib parallel measurements were obtained
for a task in which differences in envelope modulation pat-
tern across frequency were to be detected. Examples of the
stimuli used for this phase task are depicted in Fig. 2. Ob-
servers discriminated between an in-phase standard~left
panel! and either a one-step~center! or an up–down~right!
signal. Following the terminology used for the level task, the
in-phase standard will be referred to as a ‘‘flat’’ standard.
For experiment Ib, the stimuli were composed of fully modu-
lated sinusoidally amplitude modulated~SAM! tones. For the
flat standard, theN SAM tones had the same modulator
phase. For the one-step signal stimulus, the SAM tones with
low-frequency carriers had a common modulator phase that
was lagging with respect to the common modulator phase of
the high-frequency carriers. The up–down signal had modu-
lator phases that varied lag/lead for every other SAM tone.

Both Stricklandet al. ~1989! and Yost and Sheft~1989!
have demonstrated that observers are sensitive to changes in
SAM modulator phase for two-SAM-tone stimuli. Those
studies examined sensitivity to differences in modulator
phase as a function of the frequency separation between the
two SAM tones. When the two SAM tones were separated
by less than1

2 octave or so, increases in frequency separation
led to higher thresholds. For frequency separations beyond
one-half to one octave, however, increasing the frequency
separation did not influence thresholds. Presumably, for large
frequency separations observers depended on across-
frequency comparisons of envelope phases, whereas for
small frequency separations, single-channel cues were used
~cf. Stricklandet al., 1989; Yost and Sheft, 1989!. Thus as
for the profile analysis task, sensitivity to differences in
modulator phase can provide an estimate of frequency selec-
tivity.

Briefly consider expected effects of frequency selectiv-
ity for the level and phase tasks used in the current experi-

ments~Figs. 1 and 2!. Recall that the frequency range of the
stimuli is fixed, meaning that as more components are added
the proportional spacing between components decreases. As
the number of components increases beyond 2, thresholds
are expected to fall as long as the components are passed by
independent auditory filters. For the level task, thresholds
expressed as a change in level,DL in dB, are expected to fall
at a rate of 1/AN, whereN is the number of components.
This result is predicted by optimal processing models
~Durlachet al., 1986! and has been observed empirically for
N’s as large as 24 or so~Green, 1992!.1 For the phase task, a
similar rate of reduction is expected, provided thresholds are
measured using an equal-jnd metric. In the absence of such a
metric, a reasonable expectation is that thresholds would fall
monotonically.

For both the level and phase tasks, the function relating
threshold andN is expected to change as two or more com-
ponents~tones or SAM tones for the level and phase tasks,
respectively! are passed through a single auditory filter. For
the level task, predictions are fairly straightforward. For the
up–down signal, crowding into auditory filters effectively
flattens the excitation pattern, making the discrimination be-
tween the flat standard and the up–down signal increasingly
difficult, leading to higher thresholds~cf. Bernstein and
Green, 1987; Summers and Leek, 1994!. In contrast, for the
one-step stimulus the change in level remains intact—at the
output of nearly all auditory filters, levels are high at low
frequencies and low at high frequencies. As a result, for the
one-step signal, largeN’s are not expected to generate higher
thresholds, although thresholds may approach a flat
asymptote.2

For the phase task, the effects of crowding into auditory
filters are more difficult to predict. For largeN’s, the flat
standard approaches amplitude modulated noise, meaning
that the coherent modulation will be somewhat preserved
when passed through a bank of auditory filters. For the one-
step signal, the logic is similar to that described for the level
task, and it seems most likely that the thresholds would mir-
ror those measured in the level task, provided the underlying
filter bank is the same. For the up–down stimulus, however,
crowding into auditory filters may have two consequences.
First, a within-channel cue might be introduced. At the out-
put of a single auditory filter the flat standard remains modu-
lated, but the up–down signal will have a flatter envelope

FIG. 1. Spectra for the standard~left!, one-step~center!, and up–down
~right! stimuli are shown. The axis is logarithmic, andN58.

FIG. 2. The stimuli for the phase task are depicted forN58. The abscissa is
time, and SAM tones plotted higher in each panel have a higher carrier
frequency~not shown in the figure!. Three types of stimuli, the flat standard,
the one-step signal, and the up–down signal, are plotted in the left, center,
and right, panels, respectively.
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because the opposing SAM phases tend to cancel. This
would lead to lower thresholds, or perhaps thresholds will
approach a flat asymptote as the frequency spacing between
SAM tones is reduced. Second, due to interactions of carriers
within auditory filters, more than one frequency will be
present in the envelope, making it more difficult to detect the
applied SAM modulation. This factor might lead to higher
thresholds for some of theN’s tested.

Because parallel stimulus configurations were used in
the level and temporal task for experiment I, it was antici-
pated that the results of experiments Ia and Ib would provide
an evaluation of the hypothesis that the same limits in fre-
quency selectivity drive performance in both tasks. The re-
sults of experiment I indicate that for both the level and
phase task, analogous changes occurred in the function relat-
ing thresholds andN, suggesting that similar limitations in
frequency selectivity underlies both tasks. Given that result,
a second experiment was designed to examine the interac-
tions of level and phase information in either the same, or
functionally similar, frequency channels. Psychometric func-
tions were obtained for the case that just level cues, just
phase cues, or both, were present.

Based on existing data, interactions between level and
phase cues were anticipated. Green and Nguyen~1988!
found that when across-frequency changes in level applied to
SAM tones are to be detected, differences in modulation
phase across frequency reduce sensitivity relative to the case
that the SAM tones are modulated with the same phase. In
one of their experiments, three conditions were tested. In one
condition, the standard was the sum of seven sinusoids and
the signal was an increment to the level of one of the com-
ponents of the standard. For the second and third conditions,
seven SAM tones were used, and an increment in the level of
the central SAM tone was to be detected. In the second con-
dition, the SAM tones were modulated using a single modu-
lator phase. For the third condition, the signal-bearing SAM
tone was modulated 180 degrees out of phase relative to the
other six SAM tones. They found no difference in thresholds
when the SAM tones were coherently modulated and when
there was no modulation~i.e., sinusoidal components!. For
high modulation rates, thresholds were also independent of
modulation phase. At modulation rates less than 40 Hz, how-
ever, sensitivity to across-frequency differences in level was
diminished when incoherent modulation was used. The mag-
nitude of the threshold shift was largest, approximately 10
dB, for the lowest modulation rate tested, 5 Hz. At 20 Hz,
the introduction of incoherent modulation led to a 2–3 dB
increase in threshold. Such an interaction implies that enve-
lope and level information are not independently repre-
sented; if independence holds, no effect of modulation phase
would be expected.

Fantini and Moore~1994! also examined sensitivity to
across-frequency changes in level and envelope pattern and
additionally joint changes in level and envelope pattern. In
their experiment, the standard was the sum of five SAM
tones coherently modulated, and the signal to be detected
was either a change in level, a change in modulation depth,
or both, applied to the central ‘‘target’’ SAM tone. Their
data indicate that the catenation of level and envelope cues

led to an improvement in performance—a 5–6 dB threshold
reduction when level cues were added to existing envelope
cues, and a 1–3 dB improvement when envelope cues were
added to existing level cues. Overall, Fantini and Moore
~1994! found thresholds were 6–9 dB lower when across-
frequency differences in both level and envelope pattern
were introduced, as compared to thresholds obtained when
the signal was added to just the target SAM tone~e.g., the
four ‘‘flanking’’ SAM tones were not present, and so across-
frequency comparisons were not available!.

In contrast to the past work~e.g., Green and Nguyen,
1988; Fantini and Moore, 1994!, in experiment II psycho-
metric functions were measured. As a result, interactions be-
tween level and phase cues could be examined using combi-
nation models based on signal detection theory~Green and
Swets, 1974; Macmillan and Creelman, 1991!. Additionally,
the possibility that a single decision variable underlies sen-
sitivity to across-frequency changes in level and modulator
phase is briefly considered.

I. EXPERIMENT I: SENSITIVITY TO CHANGES IN
LEVEL AND ENVELOPE PHASE ACROSS
FREQUENCY

A. Methods for experiment I

The stimuli were digitally generated and presented
through two channels of a 16-bit DAC using a sampling rate
of 20 000 samples/s, low-pass filtered at 6 kHz using
matched filters~KEMO VBF 8; attenuation skirts approx. 85
dB/oct!, and presented diotically by way of two channels of
Sennheiser HD410SL headphones. The standard was the
sum ofN equal-amplitude tones~experiment Ia! or N equal-
amplitude SAM tones~experiment Ib! ranging in frequency
from 200 to 5000 Hz and equidistant on a logarithmic fre-
quency scale.N’s of 2, 4, 8, 16, 20, 30, 40, and 80 were
tested.

1. Experiment Ia

For the level task, one-step and up–down signal stimuli
were generated by analog addition of two complexes, the
standard and a ‘‘signal,’’ where the signal components were
either in-phase or anti-phase relative to the components of
the standard. The signal level is described as the signal-to-
standard amplitude, in dB. The starting phases of the indi-
vidual components were randomly drawn from a uniform
distribution with a range of 2p rad. The mean stimulus level
was 50 dB SPL/component, and on each presentation the
overall level was chosen using draws from a uniform distri-
bution with a 30-dB range and a 0.1-dB gradation. The
stimulus durations were 200 ms, including 17-ms raised co-
sine onset/offset ramps.

A 2IFC procedure was used, with the signal interval
being as likely to be in the first as the second interval. Visual
feedback indicated the correctness of each response. Thresh-
olds were estimated using a 3-down 1-up staircase procedure
which estimated the 79% correct performance level~Levitt,
1971!. Initial signal levels were approximately 10 dB above
the ultimate threshold estimates. The initial step size was 4
dB and reduced to 2 dB following three reversals. The last
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even number of reversals, excluding at least the first three,
were used to estimate threshold. Each threshold estimate was
generated using blocks of 50 trials.

The order of completion was not blocked: in any one
session, either the one-step or up–down signal was tested,
but across sessions the conditions were intermixed. Observ-
ers practiced for 10–15 h before data collection began in any
one condition. At least 15 threshold estimates were obtained
for each number of components tested, and the last 10 aver-
aged to form a final estimate of threshold.

Seven observers participated in this experiment, four of
whom also participated in experiment Ib. Of the four that
participated in both experiments Ia and Ib, two ran experi-
ment Ia second. For those two observers, threshold estimates
were obtained only forN’s of 4, 8, 16, 20, and 40. Observers
had thresholds in quiet of 20 dB HL or better~for frequen-
cies ranging from 250 to 8000 Hz; a value of 20 dB HL was
measured for only one observer at 8000 Hz! and ranged in
age from 19 to 21 years. Observers were paid to participate
and had no prior experience in psychoacoustic tasks. Tests
were conducted with the observer seated in a double-walled
soundproof booth.

2. Experiment Ib

As for the level task, one-step and up–down signals
were tested, with the change to be detected being a change in
the relative phase of the component SAM tones. For the
one-step signal, the lower-frequency SAM-tone modulator
phase lagged relative to the higher-frequency modulator
phase. Likewise, for the up–down signal, the pattern was
lag-lead–lag-lead. Unfortunately, due to an undetected pro-
gramming error, on occasion the pattern of modulation
phases varied—the lead replacing lag, andvice versa.3

The SAM tones were fully modulated at a 20-Hz modu-
lation rate. The stimuli were generated by adding two SAM
complexes together. For the signal stimuli, one complex was
the sum of theN/2 tones with phase leads, and the other the
sum of theN/2 tones with phase lags. For the standard, allN
tones shared a common modulator. The mean starting modu-
lation phase and the phases of the carriers of each SAM tone
were randomly chosen prior to each presentation from a uni-
form distribution with a range of 2p rad. Each SAM tone
had a level of 50 dB SPL. The stimulus durations were 500
ms, including 25-ms raised cosine onset/offset ramps.

As in experiment Ia, thresholds were estimated using a
3-down, 1-up staircase procedure which estimated the 79%
correct performance level~Levitt, 1971!. Each threshold es-
timate was generated using blocks of 50 trials. The indepen-
dent variable,Df, is the change in modulator phase, ad-
vanced minus delayed, as a proportion of the period. The
magnitude of theDf step sizes varied depending on thresh-
olds. In most instances, the initial step size was 0.04, which
was reduced to 0.02 following three reversals. When thresh-
olds were small, values of 0.03 and 0.01 were used. The
staircase algorithm was constrained so thatDf,0 andDf
.0.5 were not allowed. If values ofDf,0 andDf.0.5
were reached,Df was forced to either 0 or 0.5, but the
threshold estimate was not included. If this occurred more
than three times, the step sizes/initial signal level were ad-

justed, and the data recollected. In almost all cases, practice
trials sufficed to provide appropriate choice of step sizes.
Initial signal levels were approximately four large step sizes
above the ultimate threshold. Thresholds will be presented as
log(Df) to provide a scale on which small values ofDf are
discernible. Each threshold estimate was translated to
log(Df), and the final averaged threshold estimate and the
standard errors of the mean are based on translated threshold
estimates. At least 15 threshold estimates were measured for
each number of components tested, and the last 10 averaged
to form a final estimate of threshold.

II. RESULTS AND DISCUSSION OF EXPERIMENT I

Figure 3 shows the results for experiment Ia, and Fig. 4
shows the results for experiment Ib. In both figures, thresh-
olds averaged across observers are plotted as a function of
the number of components,N. Circles show the results for
the one-step signal and squares the results for the up–down
signal. Error bars indicate the standard error of the mean
across observers. There were some individual differences,
largely associated with gross differences in sensitivity. One
exception was for the level task: for 1 of the 7 observers, the
point at which the one-step thresholds flattened out was

FIG. 3. Results for experiment Ia, the level task, are shown. Average thresh-
olds are plotted as signal-re-standard amplitudes, in dB, as a function of the
number of components. Circles are for the one-step signal, and squares are
for the up–down signal. The results are averaged across seven observers for
N’s of 4, 8, 16, 20, and 40, and 5 observers forN’s of 2, 30, and 80. Error
bars indicate the standard errors of the mean across observers.

FIG. 4. Results for experiment Ib, the phase task, are shown. Average
thresholds are plotted as log(Df), whereDf is the change in modulator
phase across frequency for the signal stimuli, as a proportion of the period.
Circles are for the one-step signal and squares are for the up–down signal.
The results are averaged across four observers, and error bars indicate the
standard errors of the mean across observers.
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shifted somewhat toward largerN’s. Nonetheless, the aver-
aged data present the trends present for the individual ob-
servers. Keep in mind that for the level task, the stimuli were
generated by adding sine tones either in-phase or anti-phase
to the standard, meaning that a threshold of 0 dB indicates
the presence of onlyN/2 components. For the 80-component
condition ~Fig. 3!, threshold estimates sometimes ap-
proached this limit, which was protected by the tracking al-
gorithm. When the track was truncated by the tracking algo-
rithm, thresholds were re-estimated. As a result, for the level
task, thresholds in the 80-component condition are somewhat
underestimated.

Consider first the results of the level task, experiment Ia
~Fig. 3!. For smallN, thresholds fall for both the one-step
and the up–down signals. A dashed line drawn on Fig. 3
shows the 1/AN prediction of the Durlachet al. @1986, based
on their Eq.~14!# channel model applied toN’s ranging from
2 to 16. The predictions were generated as follows. First the
data were transformed to aDL dB scale. Then, the parameter
to be estimated, the standard deviation of the channel noise,
was determined~3.2 dB for the fit shown in Fig. 3! using a
least-squares procedure, and the predictions transformed
back to a signal-to-standard scale. The data are reasonably
well captured by the 1/AN prediction.

For N’s of 16–20 or larger, thresholds for the one-step
signal appear to flatten, indicating a maximum sensitivity. In
contrast, for the up–down stimuli, thresholds grow withN.
Presumably, the increase in threshold for the up–down signal
reflects a flattening of the excitation pattern expected to oc-
cur as two or more components crowd into individual audi-
tory filters ~cf. Bernstein and Green, 1987; Summers and
Leek, 1994!.

For the phase task~experiment Ib, Fig. 4!, thresholds
could not be estimated for just two SAM tones because even
180 degree modulator phase differences did not lead to cri-
terion levels of performance. For the one-step signal, thresh-
olds initially fall asN increases, and then appear to approach
an asymptote. This pattern of thresholds is similar to the
pattern found for the level task~Fig. 3!. Unlike the results for
the level task, however, for moderateN’s thresholds are
somewhat higher for the one-step than the up–down signal.
This may reflect any of a number of features of sensitivity to
differences in modulator phase across frequency. For ex-
ample, if sensitivity to modulator phase varies with carrier
frequency, thresholds in the up–down condition might be
enhanced relative to thresholds in the one-step condition
simply because the one-step stimulus requires sensitivity
across a wider range of frequencies~e.g., the change is not
reflected in adjacent SAM tones!. For N’s greater than ap-
proximately 16–20, thresholds tend to increase for the up–
down signal, but the rate of growth is slower than found in
the level task. The reasons for this particular pattern of re-
sults are far from clear, but presumably reflect interactions of
counterbalancing modulator phases and multiple carriers
within single auditory filters.

In comparing the results for the level and phase tasks,
two consistent results are apparent in the data. First, for the
one-step signal, thresholds appear to flatten at approximately
the same point. In an effort to quantify the degree of agree-

ment, lines were fitted to the one-step data. The descending
portion of the one-step thresholds was fitted using a two-
parameter linear estimator, and the flat portion of the one-
step thresholds was fitted using a one-parameter estimate
~i.e., a slope of zero was assumed!. The fitting algorithm
took into account the differences in the variability for each
data point~Presset al., 1992!. Best fits were obtained for all
possible allotments of the data into ‘‘descending’’ and
‘‘flat’’ categories ~e.g., thresholds forN’s of 2, 4, and 8
might be categorized as descending, and thresholds forN’s
.8 categorized as flat, etc.!. A least-squared error criterion
was used to determine the best fitting lines. For the level
task, the descending and flat functions intersect at anN of
15.4, and for the phase task, the functions intersect at anN of
14.5. Thus independent of the task, the one-step thresholds
level off at anN of 15 or so. Second, the minima in the
up–down functions occur atN520, although the minimum
is more pronounced for the level task than the phase task.
For anN of 15, the proportional frequency spacing factor is
1.26 ~ 1

3 of an octave! and for anN of 20, the proportional
frequency spacing factor is 1.185~1

4 of an octave!.
Before turning to experiment II, a brief digression re-

garding frequency selectivity is warranted. There are several
aspects of auditory processing that might influence the re-
sults shown in Figs. 3 and 4. First, due to the presence of a
minimal amount of encoding and central noise~cf. Durlach
et al., 1986!, the one-step thresholds might approach a flat
asymptote. It seems unlikely that such a minimum would
serendipitously occur at approximately the sameN for the
level and phase tasks, and so we tentatively suggest that the
threshold floor observed in the one-step conditions does not
reflect only the actions of central noise. Second, the number
of filter outputs integrated into the decision process may
change withN. This would lead to 1/AN performance for
smallN’s ~more filters are incorporated as more components
are added!, and an upper limit on the number of filters inte-
grated would lead to the threshold floor in the one-step con-
dition. By this account, the ‘‘maximum’’ number of filters
incorporated is the same in the level and phase tasks. Third,
and not independent of the second possibility, crowding of
components into single auditory filters might limit the use-
fulness of a rich excitation pattern. Such crowding is as-
sumed to drive the increase in threshold with increases inN
for the up–down signal~Figs. 3 and 4!, meaning that the
common minimum obtained for the level and temporal tasks
implies a common frequency selectivity.

In all, it seems there is sufficient evidence that the
thresholds obtained in the level and phase tasks reflect simi-
lar limitations in frequency selectivity. As a result, it is rea-
sonable to assume that for sufficiently smallN’s, the stimu-
lus components may be treated as being independently
represented. Moreover, the results of experiment I suggest
that it is reasonable to examine interactions between level
and phase information that occur within frequency channels,
where it is assumed that ‘‘frequency channels’’ may be
treated as the output of a single set of auditory filters. It
should be noted, however, that even in light of the results of
experiment I, the conclusion that envelope and level infor-
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mation is extracted from a single frequency channel remains
tenuous.

III. EXPERIMENT II: PSYCHOMETRIC FUNCTIONS
FOR JOINT SENSITIVITY TO CHANGES IN LEVEL AND
MODULATION PHASE ACROSS FREQUENCY

In this experiment, psychometric functions were mea-
sured for across-frequency changes in level, across-
frequency changes in modulation phase, and joint changes in
level and modulator phase across frequency. The stimuli are
the sum of eight SAM tones with carriers ranging in fre-
quency from 200 to 5000 Hz. AnN of 8 was chosen based
on the results of experiment I: For both the level and phase
tasks, thresholds continue to descend forN’s greater than 8,
suggesting that for anN of 8, the individual components are
passed by independent auditory filters.

Summation experiments, such as this experiment, have
at least two benchmarks against which the data may be com-
pared. Denoting the sensitivity for the joint level and phase
task asdLP8 , and the sensitivity for the level and phase tasks
asdL8 , anddP8 , respectively, these benchmarks are:

~A! dLP8 5dL81dP8 ,

and

~B! dLP82 5dL8
21dP8

2.

Additivity occurs, for example, when the components are
unidimensional~cf. Macmillan and Creelman, 1991!. By this
interpretation, the signal strengths add, and the variance is
the same regardless of the task. The Euclidean metric sug-
gested by option B reflects an optimal combination of inde-
pendent cues~cf. Green and Swets, 1974; Macmillan and
Creelman, 1991!. As an example, a random variable associ-
ated with cue 1 and an independent random variable associ-
ated with cue 2 would be combined so as to maximize the
combinedd8. If these two random variables have shared
variances~e.g., are correlated!, the combinedd8 will fall
short of the Euclidean prediction. At the extreme, when the
two random variables have completely correlated variances,
thed8 for the combined cue will be equal to the maximum of
the individuald8 values. The other region, combinedd8 val-
ues greater than those predicted by the Euclidean metric, but
smaller than additivity, is considered below.

Based on the results of Green and Nguyen~1988! there
is every reason to expect that the Euclidean predictiondLP82

5dL8
21dP8

2 will not accurately describe the combinedd8
value. Recall that their results indicate that differences in the
modulator phase of the signal component relative to the non-
signal components interfere with the detection of changes in
level. If level and phase aspects of the stimuli are indepen-
dently represented, one might expect that observers could
draw on differences in level without any interfering effect of
differences in phase. Faced with the obtained interaction,
Green and Nguyen~1988! favored the following explana-
tions. At high modulator frequencies, they assumed that fil-
tering of sidebands and interactions of unrelated sidebands
led to an effective removal of the modulation pattern~see
also Dai and Green, 1991!. As a result, no effect of modula-
tion and no effect of modulation phase would be expected.

For low modulation rates, they suggested that ‘‘the nonsignal
components provide little basis for a simultaneous compari-
son of signal and nonsignal levels; the nonsignal components
are nearly absent when the signal component is in the vicin-
ity of a maximum, and the reverse.’’ An alternative explana-
tion is that differences in modulation phase cause the signal
SAM tone to be grouped separately from the nonsignal SAM
tones, leading to a less efficient comparison of levels4 ~Dai,
1996!.

IV. METHODS FOR EXPERIMENT II

In the primary experiment, three conditions were tested:
a level task, a phase task, and a task in which the signal led
to differences in both level and phase across frequency. The
standard was the sum of eight equal-amplitude SAM tones,
fully and coherently modulated. Note that the standard was
the same regardless of which of the three conditions was
tested. For the level and phase tasks, an up–down signal was
used. Compared to experiment I, the primary difference was
that for the level task, the change in level was applied to
SAM tones. For the joint task, the components which had
modulator phase lags also had lower levels, and the compo-
nents with modulator phase leads had higher levels.

A 2IFC procedure was used, with the signal being as
likely to be in the first as the second interval. Psychometric
functions are based on five signal levels. For the level task
the signal strength is specified in terms ofDL in dB, where
DL is either positive or negative, depending on whether the
level of a component is incremented or decremented relative
to the mean level. For the phase task, the signal strength is
specified as log(Df), whereDf is the difference in phase as
a proportion of the period, between adjacent signal SAM
tones. The signal levels ultimately used were chosen based
on practice data, with the intent that percent correct values
would range from 60% to 80% for the level and phase tasks.
For the joint task, the same signal strengths were tested as
when the level and phase cues were presented in isolation.
Of the possible combinations only five were tested: the high-
est signal level for the phase task was combined with the
highest signal level for the level task, etc. Thus for each
psychometric function, five signal levels were tested. The
signal levels tested are indicated in Table I.

Psychometric functions were measured using two dis-
tinct methods. For the first method, all 15 types of trials~5
signal levels, 3 types of tasks! were tested in parallel. In
75-trial blocks, each of the 15 trial types was presented 5
times. A total of 200 trials was collected for each data point.
This was the first portion of the experiment finished, and
observers practiced 9–14 h prior to data collection. Observer

TABLE I. Signal levels for the level and phase task, expressed asDL and
log(Df), respectively.DL is in dB, andDf is the change in modulator
phase, advanced minus delayed, as a proportion of the period.

Level task Phase task

Obs 1 1.4 1.6 1.8 2.0 2.2 21.4 21.3 21.2 21.1 21.0
Obs 2 0.4 0.6 0.8 1.0 1.2 21.5 21.4 21.3 21.2 21.1
Obs 3 1.2 1.4 1.6 1.8 2.0 21.5 21.4 21.3 21.2 21.1
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3, who had considerable difficulty in learning the task and
sizable long-term practice effects, repeated this portion of the
experiment after finishing the other conditions. Spot checks
did not reveal sizable practice effects in the other conditions,
but modest practice effects may be present in her data. Ob-
server 3’s most recent data are reported.

For the second method, the psychometric functions were
obtained one at a time. A total of 100 trials were collected
for each data point. For observers 1 and 2, an analysis of
variance demonstrated no difference ind8 values measured
using the mixed and blocked methods. For observer 3, a
significant difference was obtained@F(1,3)515, p,0.05#.
Observer 3’sd8 values were somewhat higher in the mixed
than blocked condition, possibly due to the long-term prac-
tice effects mentioned above. Across the three observers, we
did not note consistent differences in the pattern of results
for the mixed and blocked methods, and so the data from the
two conditions were averaged. As a result, thed8 values
reported below are based on a total of 6 sets of 50 trials: 4
sets of 50 trials in the mixed condition and 2 sets of 50 trials
in the blocked condition.

In order to determine whether differences in phase or
level influenced sensitivity even when the differences are
static, or uninformative, an auxiliary experiment was com-
pleted. First consider the level task. For one of the psycho-
metric functions the SAM tones were coherently modulated
~similar to the function measured in the primary experiment!.
For the second psychometric function, the SAM tones varied
lag-lead–lag-lead. For all three observers, the static log(Df)
value was set at21.0. Next, consider the phase task. For one
psychometric function, the SAM tones were of equal level,
as was the case in the primary experiment. For the second
psychometric function, the SAM tones had levels that varied
low-high–low-high. The magnitude of the staticDL ’s was
different for the different observers. Table II shows the static
values, along with the signal levels tested.

The stimulus generation and presentation method fol-
lowed that described for experiment Ib, with the following
exceptions. The change in level of the ‘‘low’’ and ‘‘high’’
SAM tones was achieved using programmable attenuators;
the stimuli were presented via two channels of a 16-bit DAC
using a sampling rate of 50 000 samples/s and low-pass fil-
tered at 10 kHz using matched filters~TDT FT 6-2, attenua-
tion skirts of approximately 300 dB/oct, with a 60-dB stop-
band attenuation!. The mean signal level was 50 dB SPL/
component, and on each presentation the overall level was
chosen using draws from a uniform distribution with a 30-dB
range and a 0.1-dB gradation. The stimulus durations were
500 ms, including 20-ms raised cosine onset/offset ramps.

Three observers participated, and although these observ-
ers did not participate in experiment I, they will be referred
to as observers 1–3. Observers’ hearing was tested and
found to be within 15 dB HL for frequencies ranging from
250 to 8000 Hz. The participants, whose ages ranged from
18 to 21 years, had not previously participated in psychoa-
coustic experiments. One observer, whose results are not
shown, was excused from the experiment as she was unable
to perform at a level above 75% correct or so after 10 h of
practice. Tests were conducted with the observer seated in a
double-walled soundproof booth.

V. RESULTS OF EXPERIMENT II

Figure 5 shows the results for the primary experiment.
For each observer, squares show thedL8 values for the level
task, circles showdP8 for the phase task, and filled triangles

TABLE II. Signal levels for the level and phase task in the auxiliary experiment, expressed asDL and log(Df),
respectively.DL is in dB, andDf is the change in modulator phase, advanced minus delayed, as a proportion
of the period. The nonzero static phase and level differences are also shown.

Static
log(Df) Level task

Static
DL Phase task

Obs 1 21 1.6 2.0 2.4 2.8 3.2 3.6 21.4 21.3 21.2 21.1 21.0
Obs 2 21 0.8 1.0 1.2 1.4 1.6 1.4 21.5 21.4 21.3 21.2 21.1
Obs 3 21 0.6 1.0 1.4 1.8 2.2 2.2 21.5 21.4 21.3 21.2 21.1

FIG. 5. D-prime values are plotted for the level task~squares!, the phase
task ~circles!, and the joint task~solid triangles!. Error bars show the stan-
dard errors of the mean across replicate estimates. PredictionsdLP8 5dL8
1dP8 and dLP82 5dL8

21dP8
2 are shown using darker and lighter dashed lines,

respectively.
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show thedLP8 for the joint condition. Error bars show the
standard error of the mean across 6 estimates ofd8, each
estimate being based on 50 trials. The lighter dashed line
shows the predictions for the joint condition usingdLP82

5dL8
21dP8

2, and the darker dashed line shows the prediction
usingdLP8 5dL81dP8 . It should be kept in mind that the axis,
‘‘signal strength,’’ is somewhat arbitrary, indicating signal
levels chosen by the experimenters. Thus differences in the
slopes of the level and phase functions, and the relative mag-
nitudes of thed8 values reflect the experimenter’s talent at
choosing appropriate signal levels.

Of particular interest are thed8 values for the joint con-
dition compared to the Euclidean and sum-of-d8 predictions.
In this regard, the individual differences are striking, and
those differences were consistent whetherd8 values were
measured using a mixed or a blocked data collection method.
For observer 3, the Euclidean prediction fits the data well.
For observers 1 and 2, however,d8 values in the joint con-
dition are better described as sum-of-d8 values for low signal
strengths, and intermediate between the sum-of-d8 and Eu-
clidean predictions at higher signal strengths~except for the
data of observer 2 which at the highest signal strength fall
just below the Euclidean prediction!.

Figure 6 shows the results of the auxiliary experiment.
D-prime values are plotted as a function of signal strength
for the level~left! and phase~right! tasks. The squares show
the results obtained for the level task when the SAM tones

were modulated in-phase~left panel! and results for the
phase task when the SAM tones were of equal level~right
panel!. Circles show the effects of a static difference in
across-frequency modulation phase in the level task~left
panel! and static level differences in the phase tasks~right
panel!. The magnitude of the static phase@ log(Df)# and
level (DL; the change in level, up minus down, is 2DL)
differences are indicated in the upper left corner. Error bars
show the standard errors of the mean across 5 sets ofd8
estimates, each estimate being based on 20 trials.

For observers 1 and 2, clear effects of phase on the
sensitivity to changes in level are apparent~left panels!. For
observer 3, the data are equivocal. This result is consistent
with the data plotted in Fig. 5: only observer 3’s data are
consistent with the hypothesis that level and modulator phase
information are independently represented. Such indepen-
dence might suggest that a fixed modulator phase pattern
would not influence sensitivity to differences in level across
frequency.

The opposite pattern is not apparent in the results; there
does not seem to be a consistent effect of static differences in
level when the change to be detected is a change in modula-
tion phase across frequency. The absence of an effect is un-
likely to reflect weak perceptual consequences of the static
change in level. Examining the psychometric functions for
changes in just level and just phase of modulation~Fig. 5!,
for observer 1 the static level difference applied to the phase
task led to a largerd8 value than the static modulator phase
difference applied to the level task. For the other two observ-
ers, the pattern is the opposite. Overall, the individual differ-
ences apparent in Fig. 6 do not appear to be tightly linked to
differential sensitivities to the static phase/level changes
shown in Fig. 5.

VI. DISCUSSION OF EXPERIMENT II

The results of the primary portion of experiment II~Fig.
5! indicatedLP8 values midway between the sum ofd8 and
Euclidean predictions for observers 1 and 2, and conform to
the Euclidean prediction for observer 3. When thresholds
exceed the Euclidean prediction, it might indicate that the
single-cue psychometric functions do not reflect optimal pro-
cessing. Consider, for example, an explanation in which
level and envelope ‘‘cues’’ are processed linearly, but not
optimally5 ~cf. Buell and Hafter, 1991; Heller, 1992!. This
explanation depends on the observation that whether level,
phase, or both cues are present, there is always a pattern of
level across frequency and always envelopes at different fre-
quencies. When just level or just phase cues are varied, the
other feature is not absent, simply uninformative. It is pos-
sible that observers fail to adjust their weights appropriately
and cannot help but incorporate these aspects of the stimuli.
Consider the case in which the level and phase representa-
tions have independent variances. For joint changes in level
and phase,

dLP8 5
~aDL1bDP!

A~a2sL
21b2sP

2 !
, ~1!

FIG. 6. D-prime values are shown for the level~left! and phase~right! tasks.
For the level task, the modulation phases of the SAM tones were either
in-phase across frequency~squares! or had different, but fixed, modulator
phases across frequency~circles!. For the phase task, the SAM tones were
either equal level across frequency~squares!, or had levels that were differ-
ent, but fixed, across frequency~circles!. Error bars show the standard errors
of the mean across five replicate estimates.
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whereDL andDP are the mean level and phase changes,sL
2

andsP
2 are the variances associated with the representations

of the level and phase cues, anda andb are the associated
weights.

Next, consider the case that the mean difference in either
phase or level across frequency is zero:

dL85
~aDL1b0!

A~a2sL
21b2sP

2 !
, ~2!

dP8 5
~a01bDP!

A~a2sL
21b2sP

2 !
. ~3!

For an optimal decision process,b will be zero when only
level cues are present (dL8) and a will be zero when only
phase cues are present (dP8 ). Because independence of vari-
ances is assumed in Eqs.~1!–~3!, such optimal weighting
leads to the Euclidean prediction. However, if the observer
continues to incorporate the level and phase information, us-
ing the samea’s andb’s in Eqs.~1!–~3!, thed8 values add;
Eqs. ~2! and ~3! sum to form Eq.~1!. Thus additivity ofd8
values might imply the nonoptimal integration of indepen-
dent cues.

Next, imagine that observers use optimal weights when
both cues are present, but fall short of optimal when only one
cue is informative~e.g., thea and b do not fall to zero!.
Depending on the values ofa andb, this scheme will lead to
dLP8 somewhere between additivity ofd8 prediction and the
Euclidean prediction. In short, the data presented in Fig. 5
may reflect the nonoptimal integration of level and phase
information. This possibility rests on the suggestion that
there is always a representation of level and envelope pat-
terns across frequency, regardless of whether those features
carry information regarding the presence of the signal. Un-
fortunately, the data of the current experiment do not allow
clearcut estimates of the weights for the various conditions
and signal levels tested.

A. Consideration of Green and Nguyen’s „1988…
multiple-looks model

Approaching the results of experiment II at a different
level of analysis, it is of interest to evaluate the possibility
that sensitivity in both the level and phase tasks depends on
a single decision rule. Here, one possible formalization of
Green and Nguyen’s~1988! multiple-looks model is consid-
ered. The model usedd8 scores based on just two envelopes
~channels!—it was assumed that due to the redundant nature
of the stimuli across frequency, ad8 value based on all eight
‘‘independent’’ channels would be proportional to thed8
value based on just two channels~e.g., increases from two to
eight channels would lead to a doubling ofd8).

Green and Nguyen suggest that in profile analysis tasks,
observers depend on multiple short-term comparisons of
level across frequency. In our initial formalization of that
idea, the SAM envelopes were averaged using a sequential
boxcar averager which led to a limited number of time
samples, and the level in dB for the resulting time samples
was computed. For the level task, the starting phase of the
SAM modulator relative to the starting point of the boxcar
averager did not influence the results. For the phase task,

however, when window durations of 3 ms or longer were
used effects of starting phase were apparent. Thus, when
necessary, the starting modulator phase that led to the largest
proportion of variance accounted for was chosen, and the
results for that particular phase are described.

It was assumed that the sole variance in the task is a
zero-mean Gaussian encoding noise added to each time
sample, where the deviates were independent and identically
distributed across frequency and time. Then a difference vec-
tor was generated, and using optimal weights@which are pro-
portional to the difference vector, where the constant of pro-
portionality is the inverse of the~constant! variance of the
encoding noise# a decision variable was formed by summing
the weighted difference vector. One advantage of this model
is that it predicts no difference ind8 values for a profile
analysis task in which the elements are tones versus SAM
tones modulated in phase, and the model produces interfer-
ence effects when the signal and nonsignal components have
different modulation phases and changes in level are to be
detected~a result reported by Green and Nguyen, 1988; Fig.
6 for observers 1 and 2!.

By construction, this model produces the Euclidean pre-
diction for the joint task. Thus the predictions for this single-
variable model are the same as the predictions for the case
that independent ‘‘cues’’ are optimally combined to form a
decision. When nonoptimal weights~e.g., averaging of the
absolute value of the difference vector! were used, jointd8
values remained near the Euclidean prediction.

The major result is that when the magnitude of the
Gaussian deviate is adjusted to provide a good fit to the level
data,d8 values in the phase condition are vastly overesti-
mated. That is, the model failed to simultaneously fit the
level and phase data shown in Fig. 5. The degree of the
model’s failure can be described in terms of the magnitude
of the standard deviation of the Gaussian deviate required to
fit only the level data or only the phase data. In general, the
shorter the boxcar averager, the larger the mismatch. For
example, for a boxcar averager that extended across 1/64th
of the SAM tone period~a 0.78-ms window duration!, the
standard deviation of the encoding noise required to fit the
level data was approximately 5–7.5~depending on observer!
times smaller than the standard deviation required to fit the
phase data. When the boxcar averager included1

4 of the SAM
tone period~a 12.5-ms window duration!, the largest boxcar
averager considered, the ratio of standard deviations ranged
from 2.5 to 3.5. This difference in ratios reflects the fact that
for the level task, halving the boxcar duration~doubling the
number of samples! led to a doubling of the estimated vari-
ance whereas for the phase task the rate of growth was more
rapid.

When considering just the level data, the model ac-
counted for approximately 97% and 92% of the variance in
observers 2 and 3 data, respectively, but for observer 1 only
66% of the variance was accounted for. Considering just the
phase data, the success of the predictions depended on win-
dow duration, with longer durations generally leading to bet-
ter fits. For a window duration of 12.5 ms~the longest stud-
ied in detail!, the model accounted for 73%, 79%, and 74%
of the variance for observers 1–3, respectively. For all ob-
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servers, the model consistently underpredicted the slope of
the psychometric function. That is, the data could not be
fitted using a single encoding noise applied to both the phase
and level data, but the data were fitted reasonably well when
the level and phase data were separately fitted.

The initial model explorations described above sug-
gested that low-pass filtering of the envelope~i.e., using
longer-duration boxcar windows! led to better fits to the
phase data. Additionally, longer windows led to estimates of
encoding noise variance that were more similar for the phase
and level tasks. Presumably, when boxcar averages are used,
the low-pass filtering associated with longer window dura-
tions generates better fits to the phase data because the fil-
tering acts to reduce the modulation depth, thereby reducing
the magnitude, as a difference in level, of the change in
phase. However, simple boxcar averaging runs into difficul-
ties when long-duration windows are used because the start-
ing point of the integration window compared to the starting
phase of the modulator envelope becomes a factor in the
quality of the fit. For that reason, we examined the effects of
lowpass filtering the SAM envelope using an RC low-pass
filter.6 The filter output was averaged using relatively short-
duration boxcar windows~0.78–3.125 ms! so that the sam-
pling strategy did not introduce additional lowpass filtering.

Low-pass filtering did not influence the predictions for
the level task: the percent of variance accounted for and the
magnitude of the encoding noise did not depend on the fil-
ter’s cutoff frequency. For the phase data, however, low-pass
filtering provided more stable results than when relatively
long-duration boxcar averagers were used. For example, the
starting modulator phase no longer had an influenced on the
results. Also, doubling the number of samples led to esti-
mates of encoding variance that also doubled, which is con-
sistent with linear multiple-looks models.

For the phase data, reducing the cutoff frequency of the
RC filter led to higher percent of the variance accounted for
and smaller encoding-noise variances. As a result, a cutoff
frequency could be found such that the variance of the en-
coding noise was the same for the phase and level tasks. For
observers 1–3, the resulting cutoff frequencies were approxi-
mately 15 Hz, 11 Hz, and 9 Hz, respectively. The associated
percent of variance accounted for in the phase task was 62%,
75%, and 69%. Again, the predicted psychometric functions
were shallower than the empirical data. Lower cutoff fre-
quencies led to slightly higher percent of variance accounted
for, but the improvement was modest. It should be noted that
the percent of variance accounted for using the lowpass filter
~62%, 75%, and 69%! are somewhat smaller than those mea-
sured using just a boxcar averager with a large window
~73%, 79%, and 74%, listed above!. However, it should be
remembered that when a long-duration boxcar was used, the
percent of variance accounted for depended on the starting
modulator phase. The values of~73, 79, 74! percent of the
variance accounted for are for the ‘‘best’’ starting phase; the
values measured using the low-pass filter are within the
range measured when the boxcar averager was tested using
different starting phases.

To summarize the modeling results, by low-pass filter-
ing the modulation envelopes one may achieve a multiple-

looks sampling strategy for which sensitivity to changes in
level and changes in phase may be accounted for using a
single encoding noise and a single decision rule. By con-
struction, this model predicts Euclidean additivity ofd8 val-
ues, and so is an appropriate descriptor only for observer 3.
A low-pass filter is required because sensitivity exhibited by
the observers is poorer than would be expected for this
model if the 20-Hz SAM tone modulator were represented
accurately. By filtering the envelope, the modulation depth is
reduced, which in turn reduces the change in level across
frequency that is associated with changes in modulator phase
across frequency.

In summary, for observer 3, the results of experiment II
are consistent with a model in which across-frequency dif-
ferences in level and modulator phase are processed indepen-
dently. First, for her, fixed differences in phase did not influ-
ence sensitivity in the level task, and fixed differences in
level did not influence sensitivity in the phase task. Second,
when both level and phase information were present, the
Euclidean prediction held. For observers 1 and 2, however, a
different conclusion is warranted. First, fixed differences in
phasedid influence sensitivity in the level task. Second,
when both level and phase information were present, thed8
values were between the sum ofd8 prediction and the Eu-
clidean prediction. One possible approach in describing these
data is to consider a linear model with non-optimal weights.
Using an alternative approach~i.e., one that does not depend
on independent level and phase representations!, by low-pass
filtering the envelope an instantiation of the Green and
Nguyen ~1988! multiple-looks model could be made to si-
multaneously fit the level and phase data using a single en-
coding noise and a single decision rule. To fit the data, the
low-pass filter required a very low cutoff frequency, approxi-
mately 10 Hz. Because our instantiation of the Green and
Nguyen model necessarily generates the Euclidean predic-
tion, it is not completely successful in accounting for the
data.

VII. SUMMARY

The results of experiment I indicate that estimates of
frequency~place! selectivity are largely the same whether the
change to be detected is a change in level across frequency
or a change in envelope pattern across frequency. The second
experiment sought to determine the relationship between rep-
resentations of level and envelope information as inferred
from estimates of sensitivity to differences in level and
modulation phase across frequency. The conclusions of this
experiment are, to some degree, undermined by individual
differences. Using a traditional signal detection theory ap-
proach, for one observer, the data are consistent with a model
that treats level and envelope information as being indepen-
dently represented. For the other two observers, however, the
d8 values in the joint condition are superior to the indepen-
dent prediction. An explanation based on nonoptimal pro-
cessing of level and envelope/phase cues can roughly ac-
count for these data, but the current data set is not sufficient
to provide well-constrained estimates of the weights. Exam-
ining the data in terms of just changes in level across fre-
quency, a multiple-looks model suggested by Green and
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Nguyen ~1988! was applied to the data, and provided it is
assumed that the modulator envelope is lowpass filtered at
approximately 10 Hz, the phase and level data could be fitted
reasonably well using a single decision rule and a single
encoding noise. However, the model predicts Euclidean ad-
ditivity when both level and phase cues are present, and so is
not fully in accord with the data. The low-pass filter is re-
quired because sensitivity to the phase task is poorer than
would be expected if the 20-Hz SAM envelopes are repre-
sented with high fidelity.
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Some aspects of the lateralization of echoed sound in man.
I. The classical interaural-delay based precedence effect
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The precedence effect in two-click stimuli was investigated by measuring observers’ sensitivity to
interaural time delays~ITDs! as a function of interclick interval~ICI!. A two-interval two-alternative
forced-choice discrimination paradigm was used in two stimulus configurations: type I, a dichotic
click with a given ITD preceded a diotic click; and type II, a dichotic click followed a diotic click.
Threshold ITDs were measured in each configuration for a finely sampled distribution of ICIs that
ranged from 0.1 to 25.6 ms. Performance was characterized by the ‘‘threshold elevation factor’’
~TEF! which normalized each of the observers’ type I and type II ITD thresholds relative to their
ITD threshold for a single dichotic click. The finer sampling of ICIs revealed two novel results:
First, for two observers, sensitivity to ITD in the later arriving ITD~type II! oscillated in a consistent
and systematic way with changes in ICI. Second, when the ICI reached 12.8 ms, ITD thresholds in
the type I and type II configurations were equal but nearly a factor of 2 greater than for a single
dichotic click. Some aspects of the data are consistent with the phenomenon of binaural adaptation.
© 1998 Acoustical Society of America.@S0001-4966~98!04911-X#

PACS numbers: 43.66.Pn, 43.66.Mk, 43.66.Ba@DWG#

INTRODUCTION

In most environments sounds are followed after short
delays by reflections coming from many different locations.
Fortunately, human observers are not generally aware of ech-
oes and particularly not of the locations from which they
arise. The auditory system appears able to sort out direct
sounds from echoes, and the ability to correctly localize a
sound remains remarkably good despite the large number of
reflections that often accompany it. Under echoic conditions,
the perceived location of a sound source often appears to be
determined, for the most part, by thelocalization cues@not
necessarily binaural~Litovsky et al., 1997!# resulting from
the first wavefront that reaches the ears~Zurek, 1987!.

The precedence effect refers to the phenomenon that
arises when similar sounds arrive in close succession, are
perceived as a single auditory event, and are localized largely
by directional cues carried in the first-arriving sound
~Wallachet al., 1949!. The mechanisms that produce the pre-
cedence effect are thought to underlie the ability to localize
sounds in echoic environments. Since echoes abound in natu-
ral environments, an important issue in understanding sound
localization concerns the effects of echoes on the perceived
location of a sound’s source. Indeed, a complete understand-
ing of the processes of sound localization, both psychophysi-
cal and physiological, cannot be achieved without also un-

derstanding how echoes are processed~Tollin, 1998!.
The spatial attributes of echoed sounds depend on a va-

riety of acoustical parameters and can be exceedingly com-
plex. One way to simplify their study has been to present
stimuli over headphones in configurations that mimic the
pattern of stimulation that might occur from a single brief
sound and a small number of its early reflections. A particu-
larly important parameter in determining the effects of ech-
oes on the precision of lateralization is the delay between a
direct sound and a subsequent echo—the interclick interval
~ICI!. The effect of ICI on the precision of lateralization has
been measured in terms of the lateralizability of the direct
sound in comparison to the lateralizability of the echo. An
increase in the just-noticeable-differences~jnd’s! for interau-
ral delay or interaural level in an echo relative to the jnd’s
measured for the direct sound can be taken as an indication
of the precedence effect~Zurek, 1976, 1980; Gaskell, 1978,
1983!. Previous studies of the precedence effect using head-
phone presentation of transient and broadband sounds have
been performed by Be´késy ~1960! and Wallachet al. ~1949!,
and more recently by Zurek~1980!, Gaskell~1983!, Yost and
Soderquist ~1984!, Saberi and Perrott~1990!, Shinn-
Cunninghamet al. ~1993!, and Stellmacket al. ~1997!. In
general, these studies have been interpreted to suggest that
the perceived lateral position of pairs of sounds that arrived
within about 1–10 ms of each other is largely determined by
directional information in the leading sound. The effect is
particularly pronounced for delays of 2–3 ms.

The main purpose of the present study was to character-
ize more accurately the temporal dependence of the prece-
dence effect on ICI. Detailed knowledge of how the prece-
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WI 53706.

b!On leave from the Department of Experimental Psychology, The Univer-
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dence effect operates with clicks is important for several
reasons. First, transient signals are common in natural envi-
ronments and also seem to be necessary to induce the prece-
dence effect~Wallach et al., 1949; Zurek, 1987!. Second,
clicks have the unique property of being both temporally
punctate and broadband. The punctate nature of clicks make
them ideal to study the mechanisms of the precedence effect
because, provided the ICI is greater than a few hundred mi-
croseconds~see Sec. I!, there will be no physical overlap
between the leading and the lagging stimuli presented to
each ear. Consequently, all observed effects are likely to be
due to neural mechanisms and not spectral interference due
to overlapping signals. Third, there are several recent neuro-
physiological studies of the precedence effect~and the re-
lated phenomenon, summing localization! that employ
clicks: in the inferior colliculus~IC! of anesthetized cat~Yin,
1994; Litovsky and Yin, 1998a, b!; in the IC of both the
awake rabbit~Fitzpatrick et al., 1995! and the barn owl
~Keller and Takahashi, 1996a, b!; in the ventral cochlear
nucleus of anesthetized chinchillas~Wickesberg, 1996!; and
in the auditory nerve of unanesthetized cat~Parhamet al.,
1996!. The physiological studies have demonstrated a pos-
sible neural correlate of the precedence effect in various au-
ditory structures; relative to the response to the same click
presented in isolation, the neural responses to ‘‘echo’’ clicks
were suppressed for a range of ICIs overlapping the range for
which the precedence effect is typically observed. Finally,
the construction and evaluation of models of complex binau-
ral phenomenon like the precedence effect require detailed
knowledge of the ways in which observers’ behavior de-
pends on the ICI.

In this study, the size of the precedence effect was mea-
sured in terms of the lateralizability of the sound produced
when dichotic clicks were either followed or preceded by a
diotic click. A precedence effect at a given ICI was indicated
by the conjunction of two criteria:~1! the preceding, or ‘‘di-
rect’’ click, made the lateralization of the following, or
‘‘echo’’ click, more difficult; and~2! the direct dichotic click
is easily lateralized even when followed by a diotic echo.
Several other studies of the precedence effect in addition to
Zurek ~1976, 1980! and Gaskell~1978, 1983! have used
similar methods to assess the size of the precedence effect
~Saberi and Perrott, 1990; Divenyi, 1992; Shinn-
Cunninghamet al., 1993; Litovsky and Macmillan, 1994;
Tollin and Henning, 1998a!.

I. METHODS

A. Stimulus generation

The experimental system was based on the Tucker-
Davis-Technologies~TDT! System II. Software was devel-
oped to control the generation and delivery of the signals to
the earphones, to collect the observers’ responses, and to
present feedback. Separate signals were generated digitally
for the left and the right earphones. From the TDT AP2, the
left and right digital signals were each downloaded to the
dynamic memory of a TDT DA3-4, 16-bit digital-to-analog
converter~DAC! via a fiber-optic data link. A software trig-
ger began the simultaneous conversion of the full scale~16-

bit! left and right digital signals to analog voltages by sepa-
rate DACs at a rate of 200 kHz. From the outputs of the
DACs, the analog signals were independently attenuated us-
ing two TDT PA4 programmable attenuators. After attenua-
tion, the signals were low-pass filtered at 10 kHz through
matched Kemo dual variable VBF/3 filters which had attenu-
ation rates of 24 dB/octave. The signals were then delivered
in parallel to three matched pairs of TDH-39 earphones
mounted in Grason-Stadler 001 muffs via three TDT HB6
high-impedance dual-channel headphone buffers.

B. Stimulus configurations

The three main stimulus configurations used in the ex-
periment are shown schematically in Fig. 1. For each stimu-
lus configuration, the stimuli presented to the left and right
earphones in only one observation interval of a two-interval
two-alternative forced-choice~2I-2AFC! lateralization dis-
crimination task are shown. In the other observation interval,
the signals to the two ears were simply interchanged. Each
condition shown in Fig. 1 is the one that was expected to
produce the leftmost appearing sound based on the interaural
delay in the dichotic pair of clicks.

The basic stimulus was a 20-ms rectangular click. The
amplitude of the click delivered to the earphones, when pre-
sented diotically, corresponded to approximately 30-dB sen-
sation level; that is, the click was presented 30 dB above the
level at which an observer could detect a diotic click 75% of
the time in a standard 2I-2AFC detection task.

FIG. 1. The three stimulus configurations used in the experiments. Each
stimulus was composed of delayed and added 20-ms clicks delivered to the
left and right earphone. The top panel shows the reference configuration, the
middle panel shows the type I configuration with interaural delay informa-
tion in the early click, and the bottom panel shows the type II configuration
with interaural delay information in the later-arriving click.

3031 3031J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 D. J. Tollin and G. B. Henning: Precedence effect



The reference stimulus configuration~top panel, Fig. 1!
comprised a single dichotic click with an interaural time de-
lay ~ITD! defined as the delay between the onset of the click
presented to one ear and the onset of the click presented to
the other. The type I configuration~middle panel, Fig. 1!
comprised a ‘‘direct’’ dichotic click followed, after an inter-
click interval ~ICI!, by a diotic click—the ‘‘echo.’’ The ICI
for the type I stimulus configuration was defined as the time
between the onset of the lagging click of the direct pair and
the onset of the diotic echo pair. Finally, the type II configu-
ration ~bottom panel, Fig. 1! consisted of a direct diotic click
followed, after an ICI, by a dichotic click with an ITD. The
ICI for the type II stimulus configuration was defined as the
time between the onset of the direct pair and the onset of the
leading click of the echo.

Note that the click stimuli shown in Fig. 1 are highly
idealized. A single 20-ms click delivered to the TDH-39 ear-
phones generates a pressure waveform that is effectively the
impulse response of the earphones. For the TDH-39’s we
used, the response to the click had a total duration of ap-
proximately 500ms @indicated by observing the signal gen-
erated on an oscilloscope by the acoustical output of the
earphone seen through a 6-cc coupler by a condenser micro-
phone~Gaskell, 1978!#.

C. Psychophysical procedure

The observers were seated in separate sound-attenuating
booths and a standard 2I-2AFC procedure was used to mea-
sure ITD thresholds for the three stimulus configurations.
Each trial was preceded by a 200-ms warning interval sig-
naled by an LED on each observer’s response box followed
by a 350-ms pause and then the first observation interval. A
given stimulus condition was presented in the first observa-
tion interval with a probability of 0.5 that the first interval
contained the dichotic signal expected to be the leftmost ap-
pearing stimulus. In the second observation interval, which
followed after a 600-ms pause, the signals to the earphones
were interchanged. Before the next trial began, the observers
had 1 s toindicate, by pressing one of two buttons on a
handheld response box, the interval that had contained the
stimulus that had appeared farthest to the left. After each
trial, the observers were informed via the LEDs which inter-
val had been ‘‘correct,’’ where we arbitrarily defined the
‘‘correct’’ signals to be those shown in Fig. 1.

A 3-down 1-up adaptive procedure~Levitt, 1971! was
used to measure ITD ‘‘thresholds’’~corresponding to 79.4%
correct! for the stimulus configurations shown in Fig. 1. For
each adaptive run, one of the three stimulus configurations
and a value of ICI were pseudo-randomly chosen by the
experimenter. The values of ICI ranged from 0.1 to 25.6 ms;
the values for the type I stimuli were 0.1, 0.2, 0.4, 0.8, 1.6,
3.2, 6.4, 9.6, 12.8, and 25.6 ms and 0.1, 0.2, 0.8, 1.6, 2.4, 3.2,
4.8, 6.4, 9.6, 12.8, and 25.6 ms for the type II stimuli. Within
an adaptive run, all attributes of the stimulus except the ITD
were fixed. The ITD was varied in 40-ms steps for the first 2
reversals of the adaptive run, 10-ms steps for the next 2, and
reduced to 5ms for the final 8 reversals for a total of 12
reversals. The step sizes were chosen so that the ITD would
rapidly reach the small range of ITDs for which the observer

achieved percentages of correct responses near 79.4%. The
initial ITD value was randomly selected from a uniform dis-
tribution of large ITDs all of which were expected to produce
performance above 79.4%. Neither the experimenter nor the
observers knew the initial ITD value on any run.

An ITD threshold estimate was computed as the average
of the last 8 of the 12 reversals of each run. A minimum of
four such threshold estimates was collected for each stimulus
configuration, for each ICI value, and for each observer. On
occasion, the ITD threshold estimate was substantially dif-
ferent from estimates obtained in previous runs with the
same stimulus conditions. For these conditions, at least two
more threshold estimates were collected. No apparent rela-
tion was found between stimulus condition and the condi-
tions each observer had to repeat more than four times. Re-
gardless of how many threshold ITD estimates were
collected, all data were included in the subsequent analysis.
The threshold ITD was then computed for each observer as
the arithmetic average of all the ITD threshold estimates ob-
tained for each stimulus condition. Standard errors of the
threshold ITD were computed across the threshold estimates
obtained in different adaptive runs, of which there were usu-
ally between 4 and 8 runs for each condition. Because the
observers were highly practiced at lateralizing click stimuli,
collecting the data in this way may provide a more accurate
measure of the variability of the threshold estimates than is
obtained when only the ‘‘best’’ estimates of the threshold are
taken~Divenyi, 1992!.

D. Observers and schedules

Four male observers with normal hearing~FAW, JS, and
the authors DJT and GBH! participated in the experiments.
Their ages ranged from 20 to 57 years. The authors had
extensive experience in lateralization experiments while the
other observers had no previous experience. The observers
were tested over 1–1.5 h a day. They were given adequate
rest between blocks of trials, with longer breaks after 4 or 5
blocks. All observers but JS received at least two weeks
training in this task prior to data collection; JS received only
one week.

E. Measuring the size of the precedence effect: The
threshold elevation factor

There are no detailed accounts in the literature on the
dependence of the shape and form of the psychometric func-
tions relating the percentage of correct responses to ITD as a
function of ICI in the type II configuration—the configura-
tion most often studied. Gaskell~1983, p. 280! indicates that
the psychometric functions for clicks in the type I configu-
ration were ‘‘by and large’’ parallel, but did not specify the
coordinate system or discuss the implications. Litovsky and
Macmillan ~1994! reported that a single fixed slope param-
eter provided good fits to their four observers’ psychometric
functions for their reference-, type I-, and type II-like con-
figurations at the ICI and azimuths they used when azimuth
was plotted on log coordinates. Finally, Tollin~1998! reports
that the psychometric functions for clicks in type I and type
II configurations for a single observer were parallel to the
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same observer’s psychometric functions for the reference
configuration when ITD was plotted on a logarithmic axis.
Based on Tollin’s report, we shall assume that, for the ICIs
we used, a single slope parameter describes the psychometric
functions on semi-logarithmic coordinates. Under this as-
sumption, the measured ITD ‘‘threshold’’ corresponding to
any reasonable performance level simply indicates the posi-
tion of the psychometric function along the log-ITD axis for
each stimulus configuration and for each ICI.

Another important simplification results when the data
are presented in terms of the threshold elevation factor
~TEF!, defined here as the ratio of the ITD threshold for the
type I or type II stimulus to the ITD threshold for the refer-
ence stimulus. The TEF can then be used to quantify the size
of the precedence effect as a function of the ICI. TEFs were
calculated separately for each observer; an observer’s perfor-
mance with the type I and type II stimuli is normalized with
respect to his own ability to lateralize the reference stimulus.
Thus in the TEF, individual differences in the ability to lat-
eralize clicks are factored out. One reason for using TEFs to
describe the data is that performance can readily be com-
pared across observers as well as across different conditions
and stimuli. One should bear in mind, however, that the ex-
tent to which the observer’s underlying psychometric func-
tions across conditions deviate from parallel, the TEF—the
estimate of the size of the precedence effect—may vary
somewhat if different levels of performance are taken as
threshold. Clearly, more attention needs to be paid to the
shape and form of the psychometric functions in discrimina-
tion studies of the precedence effect, particularly as they re-
late to measures of the size of the precedence effect as a
function of the stimulus parameters being investigated.

When calculated from threshold ITDs measured at a
fixed level of performance across all conditions, the TEF can
provide some natural benchmarks. For example, a TEF of
1.0 indicates that an observer lateralizes a particular stimulus
condition just as well as the reference stimulus. Further, in
our experiments, a TEF of 2.0 might be expected to occur if
the observer’s lateralization were based on the average of the
ITDs contained in the direct and echo sounds given that one
of them has an ITD of zero. Thus a TEF of around 2.0 for a
type II stimulus is not necessarily due to the precedence ef-
fect; but a type II TEF significantly larger than 2.0 is one of
the signs of a precedence effect. Monte Carlo simulations
using each observer’s empirical psychometric functions for
the reference stimuli, artificially shifted along the log-ITD
axis to simulate psychometric functions for type II stimuli
based on the assumption that the type II psychometric func-
tions are parallel to those for the reference stimulus~Tollin,
1998!, suggest that the type II TEF must be 2.5 or greater to
be significantly larger than 2.0. Thus a type II TEF of 2.5 or
greater provides some evidence that lateralization of type II
stimuli was not based merely on the average of the ITDs
contained in the direct and echo sounds, but is due to the
precedence effect. Consequently, for a given ICI, a type I
TEF near 1.0 together with a type II TEF greater than 2.5
will be taken to indicate a precedence effect for the following
reasons:~1! the lateralization of the direct pair~type I! is not
much different from the lateralization with the reference

stimulus; and~2! the echo~type II! is significantly more
difficult to lateralize than both the reference and the average
of the ITDs contained in the direct and echo clicks.

II. RESULTS

To facilitate comparison of our results with those of oth-
ers, the interaural time delay of the dichotic clicks~the ITD!
was split into two so that the magnitude of the interaural time
delay in each of the two observation intervals was ITD/2.
The total change in interaural delay across the two observa-
tion intervals, then, was ITD, and all data are plotted in terms
of ITD. Figures 2–5 show the mean threshold ITDs and stan-
dard error of the means of the threshold ITD estimates com-
puted across different adaptive runs as a function of ICI for
the type I and type II stimuli for each observer.1 Threshold
ITD ~and standard error! for the reference configuration are
shown as the solid~and dotted! horizontal lines. The inter-
aural delay thresholds for the reference stimulus were 81.7,
48.0, 48.1, and 119.7ms for observers GBH, FAW, DJT, and
JS, respectively. The threshold elevation factor~TEF! mea-
sured with respect to these values is plotted on the right-hand
ordinate of each figure.

Provided that the ICI was between 0.8 and 9.6 ms, the
type II stimuli were significantly (p,0.05) more difficult to

FIG. 2. The mean threshold ITD averaged across different adaptive runs and
the standard error of the mean for observer GBH for the type I stimulus
~circles! and for the type II stimulus~squares! as a function of the ICI. The
mean threshold ITD and standard error of the mean for the reference stimu-
lus, computed in the same way as above, are shown by the solid and dotted
horizontal lines, respectively. The right-hand ordinate of each graph gives
the threshold elevation factor~TEF!.

FIG. 3. Same as Fig. 2 but for observer FAW.
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lateralize than the type I~except at an ICI of 9.6 ms for GBH
and JS, where differences between type I and type II TEFs
were not significant!. For all observers, the ITDs required to
reach the threshold level of performance with type II stimuli
for ICIs from 0.8 up to 9.6 ms were both significantly (p
,0.05) larger than, and ranged from 2 to 7 times, the thresh-
old ITD for the reference stimulus. For all observers but JS,
type II TEFs for all ICIs between 0.8 and 6.4 ms were greater
than 2.5, indicating a precedence effect. For ICIs between
9.6 and 12.8 ms, the type II thresholds dropped to within a
factor of 1.5–3 times the reference threshold. At 12.8-ms
ICI, the type II thresholds of three of the observers were still
significantly different from and larger than their reference
thresholds@t(12)56.21, p,0.05 for GBH, t(10)53.25, p
,0.05 for FAW, andt(7)53.47, p,0.05 for JS#. Also at
12.8 ms, none of the four observers’ type II thresholds were
significantly (p,0.05) different from their type I thresholds.

At 25.6-ms ICI, the type II threshold was not signifi-
cantly different from the reference threshold for FAW and
DJT, but the threshold for GBH was significantly larger
@ t(12)56.76, p,0.05#. At the smallest ICI~0.1 ms!, two
observers achieved thresholds with the type II stimuli that
were smaller than the reference thresholds as reflected by
TEFs significantly below 1.0@t(10)54.22, p,0.05 for
FAW andt(10)52.62,p,0.05 for DJT#. A similar phenom-
enon with type II stimuli at small ICIs was reported by
Gaskell~1983!, but she did not report whether the decrease
in threshold was significant. The data in this paper confirm
Gaskell’s observations.

When the cue for lateralization was in the first click—

the type I configuration—the stimuli for many ICIs were
generally lateralized nearly as well as with the reference
stimulus. This is reflected by threshold elevation factors
around 1.0. For observers GBH, FAW, and DJT, there were
no significant (p,0.05) differences between type I and ref-
erence thresholds at ICIs of 3.2 and 6.4 ms. Additionally,
neither FAW’s nor DJT’s type I thresholds at ICIs of 0.8,
1.6, 6.4, and 9.6 ms nor JS’s type I threshold at an ICI of 1.6
ms was significantly (p,0.05) different from their respec-
tive reference thresholds. There were two deviations from
this general observation, however. First, for several ICIs less
than about 0.4 ms, the type I stimuli were significantly more
difficult to lateralize than either the type II or the reference
stimuli as reflected by larger ITD thresholds: type I thresh-
olds were significantly larger than type II thresholds for three
of the observers at an ICI of 0.1@t(12)56.00, p,0.05 for
GBH, t(10)515.53,p,0.05 for FAW, andt(8)513.35,p
,0.05 for DJT#, for two observers at 0.4 ms@t(11)54.35,
p,0.05 for GBH andt(9)52.84, p,0.05 for FAW#, and
for one observer at 0.2 ms@t(8)59.63, p,0.05 for DJT#.
Second, when the ICI was at 12.8 ms, the type I thresholds
did not differ significantly (p,0.05) from the type II thresh-
olds for any observer, but thresholds for both configurations
were about 1.5–3.0 times greater than the threshold for the
reference stimulus. Neither of these two findings has been
previously reported.

There was an additional notable characteristic of the
data of two observers~GBH and DJT!. As the ICI varied
from 0.8 to 3.2 ms, the type II TEFs~always above 2.5!
appeared to oscillate between high and moderate TEFs. For
example, there was a significant decrease in threshold when
the ICI was increased from 0.8 to 1.6 ms@t(9)53.22, p
,0.05 for GBH and t(6)52.7, p,0.05 for DJT#. The
threshold then increased significantly when the ICI was in-
creased from 1.6 to 2.4 ms@t(11)53.38, p,0.05 for GBH
and t(7)53.08, p,0.05 for DJT#. Observer GBH’s thresh-
old significantly decreased again when the ICI was increased
further to 3.2 ms@t(11)54.53,p,0.05# ~observer DJT also
showed a decrease in threshold at this ICI that just missed
significance@t(9)52.04, p,0.07#! and then showed a sig-
nificant increase at an ICI of 4.8 ms@t(9)52.51, p,0.05#.
The observation that the TEFs, and thus ITD thresholds for
the type II stimuli, oscillated in a consistent way for two
observers as a function of ICI was a surprising finding not
previously reported.

Finally, Fig. 6 shows the mean TEF as a function of ICI
together with the standard error of the mean computed across
the four observers’ TEFs. The small standard errors reflect
the fact that the TEFs for a given combination of stimulus
configurations and ICI were often very similar across observ-
ers even though the observers’ underlying threshold ITDs
differed, sometimes by a factor greater than 3. One interest-
ing aspect of the pooled data not generally present in the
individual data was the apparent increase in TEF for type I
stimuli when the ICI was increased from about 0.8 to 12.8
ms. Statistical analysis shows that the type I TEF at 12.8-ms
ICI is significantly larger than the type I TEFs at ICIs of 0.8
ms @t(3)57.45,p,0.05#, 1.6 ms@t(3)53.46,p,0.05#, and
3.2 ms@t(3)53.2, p,0.05#. A one-way ANOVA indicated

FIG. 4. Same as Fig. 2 but for observer DJT.

FIG. 5. Same as Fig. 2 but for observer JS.
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that the effect of ICI between 0.8 and 12.8 ms on TEF was
significant @F(5,17)53.00, p,0.05#—the TEF increased
over this range.

III. DISCUSSION

Some of our data are in reasonable agreement with pre-
vious headphone-based discrimination studies employing
clicks in similar configurations~Gaskell, 1978, 1983; Saberi
and Perrott, 1990!. For example, for the range of ICIs be-
tween 0.8 and 9.6 ms, there was a substantial decrease in the
lateralizability of the binaural click pair when it followed an
initial diotic pair, as indicated by an increase in ITD thresh-
old, but only a marginal decrease in lateralizability when the
cue to lateralization was carried in the initial pair. This find-
ing is consistent with additional discrimination data from
both headphone and free-field studies which used brief
broadband noise bursts and ICIs over a similar
range~Zurek, 1980; Perrottet al., 1989; Shinn-Cunningham
et al., 1993; Litovsky and Macmillan, 1994; Tollin and Hen-
ning, 1998a!. These data are also consistent with the lateral-
ization of the click pairs being determined largely by the
interaural information carried in the direct sound~Wallach
et al., 1949; Zurek 1976, 1980; Gaskell, 1978, 1983; Yost
and Soderquist, 1984; Saberi and Perrott, 1990; Stellmack
et al., 1997!.

However, our data differ in a number of important ways.
First, for ICIs less than 0.4 ms, it was clear thatboth the
direct and the echo pair played important roles in the observ-
ers’ performance. At these small ICIs, it has been shown that
the spectral characteristics, and particularly the interaural
spectral characteristics, of the sum of the direct and echo
stimuli are important~Gaskell, 1978, 1983; Tollin, 1998!.
One surprising finding was that two observers~FAW and
DJT! achieved ITD thresholds with a type II stimuli and an
ICI of 0.1 ms significantlylessthan in either their type I or
reference configurations. This has not been previously ob-
served.

The data for small ICIs are consistent with what has
been called summing localization~Warnke, 1941!. The de-
crease in ITD threshold for type II stimuli and an increase for
type I stimuli with small ICIs can be accounted for in part by

observing the interaural level and interaural phase-difference
spectra of the sum of the direct and echo clicks. It can be
easily demonstrated that the interaural phase-difference spec-
trum for a type I stimulus with a given ICI and ITD~favoring
the left ear, for example! is identical to that for a type II
stimulus with the same ICI and ITD~favoring the left ear!
~Gaskell, 1983!. But because of the peaks and notches that
occur in the energy-density spectra as a result of adding a
delayed copy of the click to itself, the energy-density spectra
of both type I and type II stimuli do vary with ICI and ITD.
These differences create, in effect, interaural level differ-
ences in different bands of frequencies, the sign and size of
which depends critically on the ICI, ITD, and frequency re-
gion. For example, for a type II stimuli with an ICI of 0.1
ms, these interaural-level differences favor the same ear as
the interaural-phase difference spectrum in the frequency re-
gion below around 2 kHz in that the ear receiving the delay
also receives less energy. One reason why the observers
achieved lower thresholds with this stimulus than with the
reference stimulus might be due to the observers’ use of the
additional differences in interaural level that are not present
in the reference condition. In type I stimuli, however, the
interaural-level differences below 2 kHz are in opposition to
the interaural-phase differences. Thus a plausible explanation
for the higher ITD thresholds for this condition might be that
a kind of time-intensity trade occurs wherein the opposing
time and intensity cues partially cancel each other. So to
achieve a given discrimination performance level, the ITD of
the dichotic click~and hence the interaural-phase difference
of the click pair! must be increased to offset the effects of the
opposing level difference~which also change when the ITD
is changed!. Gaskell ~1983! first developed this theory to
explain results that she observed with type II stimuli for very
small ICIs. The present data confirm Gaskell’s findings at
these very small ICIs and also extend them to include type I
stimuli.

A second surprising finding occurred at an ICI of 12.8
ms. At this ICI, although the type I and the type II configu-
rations were equally lateralizable, the observers required
about twice the ITD that they required to lateralize the ref-
erence stimulus.2 At this ICI, the observers could easily hear
that there were two clicks; an ICI of 12.8 ms is well above
the echo threshold for clicks which is the ICI at which an
observer reports hearing two events instead of one fused
event~Blauert, 1997!. The data suggest, however, that even
though two clicks could bedetected, neither the leading nor
the lagging click pair could be independentlylateralized. If
the dichotic click in either the type I or type II configuration
could have been independently lateralized, TEFs near 1.0
would have been expected forboth configurations. The fact
that the TEFs for both configurations were roughly 2 sug-
gests that at 12.8-ms ICI the perceived lateral position was
based on the average of the ITDs in the direct and echo
clicks, one of them having zero ITD. This observation
closely parallels the phenomenon of summing localization
where the interaural characteristics of both the direct sound
and its echo together determine the perceived location of the
composite stimulus~Warnke, 1941!. But our result is para-
doxical because the ICI of 12.8 ms is an order of magnitude

FIG. 6. The mean TEFs computed across the four observers’ TEFs are
plotted as a function of the ICI in ms for the type I stimulus~circles! and
type II stimulus~squares!. The error bars show the standard error of the
mean computed across the individual observers’ TEFs.
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larger than the ICI commonly held to the upper bound of
summing localization~Blauert, 1997!. We suggest that the
ICI at which the TEF for both the type I and type II stimuli
reach a value of 1.0 can serve as an indication of the tempo-
ral upper bound of the precedence effect with click stimuli.

A. The precedence effect and binaural adaptation

Some of the results reported here closely parallel the
phenomenon of binaural adaptation~Hafteret al., 1988!. In a
series of elegant experiments, Hafter and his colleagues have
shown that the lateralization of trains of a fixed number of
high-frequency, narrow-band clicks depends more and more
on interaural information from the onset of the stimulus as
the click rate is increased~or the interclick interval de-
creased!. It is supposed that the relative effectiveness of the
interaural information extracted from each successive click
after onset is reduced by an amount which is highly depen-
dent on the ICI. Based on the findings of several experiments
concerning binaural adaptation, Hafter and his colleagues ar-
gue that binaural adaptation is likely the result of a periph-
eral process whose neural substrate is located in the monau-
ral afferents leading to the initial sites of binaural interaction
~Hafter et al., 1988; Hafter, 1996!.

Our findings are consistent with this interpretation; for
ICIs less than 12.8 ms and above the commonly assumed
upper limit of roughly 0.8 ms for summing localization with
transient stimuli~Blauert, 1997!, the dominance of the initial
pair of clicks over the echo pair measured in terms of the
effectiveness of the interaural cues, increases with decreasing
ICI. In this ICI region, two predictions can be made by ap-
plying the binaural adaptation hypothesis to the type I and
the type II stimuli. First, for the type II stimuli, as the ICI is
increased from 0.8 ms, the dichotic echo click should go
from being relatively ineffective to being more effective.
This would result in a shift of the perceived lateral position
of the stimuli away from the midline. Thus lower type II
TEFs with increasing ICI would be predicted. The same rea-
soning applied to the type I stimuli predicts that TEFs should
actually increasefrom TEFs near 1.0 as the ICI increases.
An increasing TEF would be expected because the diotic
echo click would begin to be more effective for lateralization
and would consequently pull the lateral position of the
stimuli back toward the midline. Figure 6 shows that the
results for the type II stimuli with ICIs between 0.8 and 12.8
ms are consistent with the first prediction. As for the second
prediction, there is some evidence that the across-observer
average type I TEF increases over the same range of ICIs,
but there is little evidence of an increasing trend in the indi-
vidual data.

Another prediction from the binaural adaptation hypoth-
esis is that at some ICI, the directional information carried in
the echo click will be nearly equal to the information carried
by the initial click. Buell and Hafter~1988! used trains of
brief high-frequency, narrow-band clicks and found that an
ICI of about 10 ms yielded ITD discrimination results that
strongly suggested that each click in the train carried equiva-
lent amounts of directional information. From their finding,
we should expect that, at some ICI, the directional informa-
tion carried by the echo click will be nearly equal to the

information carried by the initial clickand the observers
should be able to use the information from both the leading
and the echo click equally well. Figure 6 shows that when
the ICI was 12.8 ms, the TEF was near 2.0 forboth the type
II and the type I stimuli. A TEF of 2 arises when the per-
ceived lateral position of the stimulus lies midway between
that of the direct click and that of the echo with one click
being dichotic and the other diotic. In other words, at this ICI
the direct and echo clicks were not only equally effective in
determining lateralization but also the directional informa-
tion they carried was somehow averaged. This finding sug-
gests that, in terms of ITD threshold at an ICI of 12.8 ms, the
type I and type II configurations are equivalent stimuli. It
would be interesting to know, with ICIs around 12.8 ms,
whether observers can discriminate type I from type II
stimuli.

B. Additional observations related to oscillating type
II thresholds

The data with the type II configuration revealed TEFs
for two experienced observers and ICIs between 0.8 and 3.2
ms that oscillated significantly between high and moderate
values. The oscillations were surprising and have not been
previously reported with broadband transient stimuli over
headphones.@Blauert and Cobben~1978! observed consistent
oscillations in the perceived location of narrow-band tran-
sients presented from two loudspeakers as a function of the
inter-speaker delay for delays up to 3.0 ms, the largest delay
they used.# It is possible that previous studies failed to ob-
serve the oscillations simply because of sparse sampling of
ICIs. Experience may have also played a role because there
were no oscillations in the data of the two least experienced
observers. One observer in Gaskell’s~1983! study of the
interaural delay-based precedence effect did exhibit oscilla-
torylike thresholds for type II stimuli. The ITD thresholds for
that observer peaked at an ICI of 1.0 ms but then declined
substantially~greater than a factor of 2! when the ICI in-
creased to 2.0 ms. Unfortunately, 2.0 ms was the largest ICI
Gaskell used.

Additional examples of oscillating intracranial lateral
position occur in the classic study of Wallachet al. ~1949!.
Wallachet al. used a pair of 1-ms clicks and an ICI of 2 ms,
and found an oscillation in the ITD of the direct click re-
quired to offset a fixed ITD in the echo; that is, the function
relating the ITD of their direct click to the ITD of their echo
click required for a centered image was nonmonotonic.
Wallachet al. confirmed the changes in intracranial position
with changes in ITD of the echo using a type II-like configu-
ration where they fixed the ITD of the direct click at zero
ITD and varied the ITD of the echo click between21000
and 1000ms.

A monotonic function relating the ITD of the direct click
required to offset a fixed ITD in the echo might be expected
if the precedence effect were based on a mechanism that
simply reduced the sensitivity to directional information for
a short period of time after the onset of the direct sound
~Zurek, 1980, 1987!. But this is not what Wallachet al. ob-
served. Further, when Wallachet al. increased the ITD of the
echo click from1200 to 1800 ms, their observers actually
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consistently reported the stimulus on the side of the head
oppositethe side that would be expected based on the ITD.
In other words, the perceived location of those stimuli
crossed the midline, an impossible situation if the precedence
effect were based only on an onset-mediated suppression of
the ITD in the echo click. In a replication of Wallach’s study
~but using 100-ms clicks and an ICI of 1 ms!, Yost and
Soderquist~1984! also found nonmonotonic functions relat-
ing the ITD of the direct click to the ITD of the echo click
required for a centered image.

Oscillations as a function of ICI were also present in the
data of Saberi and Perrott~1995!. In that study, trains of 200
40-ms clicks were presented such that the first and last click
contained a fixed ITD favoring one ear, while the remaining
198 clicks contained an ITD of equal size favoring the op-
posite ear. Both the ICI and the ITD were manipulated and
the observers were instructed to judge whether the lateral
position of the stimulus was to the left or right of the mid-
line. Their data reveal that, for a fixed ITD, the percentage of
times the observers judged the lateral position of the stimuli
to be consistent with the ITD in the initial click oscillated
between higher and lower percentages as a function of ICI.
The oscillations were particularly obvious for ICIs less than
about 3 ms, consistent with those observed in the present
study. For ICIs greater than 3 ms, the data suggest that the
observers perceived the lateral position of the stimuli in a
fashion consistent with the ITD in the ongoing~middle
clicks! click train.

The subjective reports provided by the observers in sev-
eral studies of the precedence effect provide some insight
into a possible cause of the oscillations. In Saberi and Perrott
~1995!, for stimuli with ICIs between 2 and 4 ms, the ob-
servers reported hearing two concurrent images throughout
the duration of the stimulus and that the two images were
lateralized to opposite sides of the head. Yost and Soderquist
~1984! also reported that under certain stimulus conditions,
their observers experienced more than one image and re-
ported ‘‘diffuse’’ and ‘‘ambiguous’’ images for stimuli with
large second-click ITDs. Such reports are similar to reports
from experiments examining time-intensity trading~Hafter
and Jeffress, 1968! and may indicate that a similar phenom-
enon is occurring in experiments examining the precedence
effect.

A neural correlate of these oscillations might be found at
the level of the auditory nerve. Parhamet al. ~1996! found
that a majority of the responses of a population of auditory
nerve fibers of unanesthetized cats to click pairs exhibited
some form of ICI-dependent fluctuation over a range of ICIs
between 1 and about 10–20 ms. These fluctuations might be
dependent on the delay between the two clicks and the fre-
quency tuning of the nerve fibers due to the comb-filtered
spectrum of the delayed and added clicks. While it is known
that the responses of auditory nerve fibers to click pairs do
not behave in any simple linear fashion~Goblick and Pfe-
iffer, 1969!, Hall and Lummis~1973! have demonstrated
psychophysically that the monaural detection of click pairs
in the presence of a notched-noise masker was highly and,
more importantly,predictably dependent on both ICI~for
ICIs just above 2 ms or less! and the spectral location of the

notch in the masking noise. The importance of spectral cues
in the lateralization of echoed sound is investigated more
completely in the companion paper~Tollin and Henning,
1998b!.

IV. SUMMARY

Previous investigations of the ITD-based precedence ef-
fect with brief and broadband sounds have suggested that the
precedence effect is most effective for ICIs between 1 and 2
ms ~Wallachet al., 1949; Zurek, 1980; Gaskell, 1983; Yost
and Soderquist, 1984; Saberi and Perrott, 1990; Litovsky
et al., 1997!. While our data are in general agreement with
this analysis, there were two important differences: First, the
results for experienced observers with the type II configura-
tion suggest that the size of the precedence effect, as mea-
sured by the TEF, may be more dependent on ICI than once
believed; significant oscillations of performance with chang-
ing ICIs were observed. The subjective reports of observers
from other studies of the precedence effect exhibiting oscil-
latory responses suggest that the oscillations may be due to a
kind of time-intensity trade between interaural phase differ-
ences and the interaural level differences in the low-
frequency region. Second, at an ICI of 12.8 ms, the type I
and type II stimuli were equally lateralizable, but threshold
ITDs were about a factor of 2 larger than the reference
thresholds.

Analysis of our data from the point of view of binaural
adaptation revealed close parallels between these two phe-
nomena even though it is commonly held that the mechanism
responsible for binaural adaptation is different from that pri-
marily responsible for the precedence effect~Hafter et al.,
1988; Hafter, 1996!. The conclusions drawn from our data
suggest that the mechanism for binaural adaptation, whose
neural substrate is currently hypothesized to be located in
monaural channels leading to the first sites of binaural inter-
action, may also be important in the precedence effect. One
important mechanism responsible for the ICI-dependent re-
duction in the sensitivity to the directional attributes of ech-
oes following a direct sound, then, may be located at a site
peripheral to the first sites of binaural interaction.

An additional implication of our observations is that
even under conditions commonly held to be in the domain of
the precedence effect—for brief broadband stimuli and ICIs
between about 1 and 10 ms—a process not unlike summing
localization occurs. In other words, the echoalways has
some influence on the perceived lateral position of the stimu-
lus although its influence generally decreases with decreas-
ing ICI.
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This study examined the influence of background noise on the localization of lead-lag noise-burst
pairs and on echo threshold for the same stimuli. Experiments were conducted in an anechoic
chamber with a leading stimulus delivered from a loudspeaker at 45° to the right of center and a
lagging stimulus from 45° left. Lead and lag stimuli were 4-ms bursts of Gaussian noise. In
experiment 1, with lead and lag at equal levels and the lag delay fixed at 2 ms, the perceived location
of the image produced by the lead-lag stimulus was estimated from subjects’ left/right judgments
relative to bursts from a ‘‘comparitor’’ loudspeaker whose position could be adjusted. In experiment
2, the dominance of the leading burst on perceived location was measured by determining the
increase in level of the lagging burst necessary to produce an image estimated to be centered at 0°
azimuth. Experiment 3 was concerned with echo threshold. Subjects reported whether or not they
heard a sound in the vicinity of the lagging loudspeaker as the lag-burst delay was varied. In all three
experiments, data were obtained for four to five stimulus levels in quiet and for three levels of
background white noise from a loudspeaker at 180°. The results revealed a substantial weakening
effect of background noise on the precedence effect in experiments 2 and 3, and a nonsignificant
effect in experiment 1. ©1998 Acoustical Society of America.@S0001-4966~98!03310-4#

PACS numbers: 43.66.Qp, 43.66.Pn@RHD#

INTRODUCTION

While participating in an experiment by Thurlow and
Parks ~1961! in which trains of lead-lag click pairs were
presented in a sound field, listeners made the surprising in-
formal observation that echo suppression was broken if they
talked during the stimulus presentation. At certain lag-click
delays, subjects were aware of only one auditory image when
the room was otherwise quiet, but when they talked or some-
one near them talked the listeners reported hearing both lead
and lag clicks separately. Recently we set up a similar con-
figuration in our lab, and this effect of talking during stimu-
lus presentation was also observed and was quite startling.
Thurlow and Parks~1961! conducted a followup experiment
with thermal noise added instead of subjects talking. The
noise was reported to affect two different perceptual phe-
nomena related to the precedence effect. At lag delays suffi-
ciently short that only one image localized toward the lead
loudspeaker was heard for stimuli presented in quiet, the
image moved by an unspecified amount toward the lag loud-
speaker when noise was added. At delays that were longer,
the effect of adding a sufficiently intense noise was to allow
the lag clicks to be heard as separate events under conditions
in which the lead-lag click pair was heard as a single event in
quiet. Thurlow and Parks concluded that the addition of a
sufficiently intense noise ‘‘removes the suppression effect’’
~p. 12!.

Leakey and Cherry~1957! studied the influence of noise
on the precedence effect using a time-intensity trading para-
digm. Subjects sat in an anechoic room, equidistant between
two loudspeakers at 32° right and left of midline. Running
speech at a quiet conversational level was presented from
both loudspeakers. Time delays of up to 2.5 ms were intro-

duced in one of the loudspeakers by moving it away from the
listener while maintaining the same azimuth angle. Subjects
judged whether the image produced by the lead-lag pair was
to the right or left of midline. As expected with the prece-
dence effect, judgments favored the leading loudspeaker.
However, the image could be brought to center by increasing
the intensity of the lag loudspeaker. The strength of the pre-
cedence effect was quantified by the number of dB the lag
needed to be increased to produce 50% left-of-center and
50% right-of-center judgments. A wide-band noise presented
from a third loudspeaker at 0° was in some conditions
switched on and off simultaneously with the speech. The
effect of noise was orderly and dramatic. The higher the
noise level, the smaller the intensity increase of the lag re-
quired for 50% left judgments. For example, as the noise
level increased from 50 dB to 10 dB below the level that just
masked the speech stimulus, the required intensity increase
for the lagging stimulus decreased from 9 dB to 2 dB when
the lag delay was 2 ms. These results suggest that the influ-
ence of the leading stimulus in localization can be greatly
weakened by the addition of a broadband background noise.

To our knowledge, no other reports on the effects of
noise on the precedence effect in the free field have been
published, although there are at least two related earphone
studies. Hall~1959! investigated, among other things, the
effect of noise on binaural fusion using the ‘‘three click para-
digm’’ ~Guttmanet al., 1960!. Pairs of clicks separated by a
time delay are presented to one ear while a probe click is
presented to the other ear. The probe click is adjusted in time
until it fuses with one of the members of the click pair and
produces a centered intracranial image. Fusion with the sec-
ond member of the pair is possible only if its time delay
relative to the first click is sufficiently large. Hall~1959!
found that a background of noise reduced the required timea!Electronic mail: rlf@comdis.umass.edu
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delay for fusion with the second click. In another earphone
study, Babkoff and Sutton~1966! presented a leading click
to one ear and a lagging click to the other and measured the
lag delay at which subjects reported hearing two rather than
one click ~the ‘‘lag-click threshold’’!. The stimulus condi-
tions were not perfectly analogous to the loudspeaker studies
of the precedence effect because no attempt was made to
simulate the binaural inputs to the two ears with the relevant
interaural delays. Nevertheless, Babkoff and Sutton~1966!
reported similar findings in noise to the break down in fusion
reported by Thurlow and Parks~1961!. The lag-click thresh-
old decreased as the level of a broadband white noise in-
creased until the level was 13–38 dB~depending on subject!
below the level that would mask the click. At higher noise
levels at which the signal approached inaudibility, there was
a reversal of the effect. The weakening effect of broadband
noise does not appear to be related to the reduced stimulus
sensation level produced by the masking effect of the noise.
Babkoff and Sutton~1966! showed that the lag-click thresh-
old actually increased with decreased sensation level in the
quiet. Shinn-Cunninghamet al. ~1993! reported a similar
finding in their study of the lateralization of precedence ef-
fect stimuli.

Despite this previous work, information about the influ-
ence of noise on the precedence effect is as yet too limited to
allow an appreciation of the practical and theoretical signifi-
cance of the phenomenon. For example, we do not yet have
enough information to predict whether background noise is
likely to increase the audibility of reflections in acoustic en-
vironments outside the laboratory, and whether this would
have an impact on speech perception in noisy reverberant
spaces. From a theoretical standpoint, it is interesting that
noise seems to reduce both echo threshold and the domi-
nance of the leading sound in localization, as these two as-
pects of the precedence effect are not known to be strongly
linked. However, stronger evidence will be necessary to es-
tablish the fact that both types of measures are affected by
noise. The effect of noise on localization dominance by the
leading sound has been studied only by increasing the level
of the lag to offset the temporal advantage of the lead
~Leakey and Cherry, 1957!. The effect on the perceived lo-
cation of an auditory image in the more realistic case where
the lag is not more intense than the lead was mentioned but
not quantified by Thurlow and Parks~1961!. The report by
Thurlow and Parks~1961! that talking or the presentation of
noise affected echo suppression was also informal, and we
do not yet know whether the effect of noise on fusion of
stimuli delivered under headphones~Hall, 1959; Babkoff and
Sutton, 1966! is related. At this point there are no published
data quantifying the effect of noise on perception of echoes
in a sound field environment.

With these limitations in mind, the purpose of the cur-
rent sound field studies was to quantify the influence of
broadband noise on the precedence effect using three differ-
ent paradigms. Experiment 1 was concerned with the effect
of noise on the localization of precedence effect stimuli us-
ing direct localization judgments and the model of Shinn-
Cunninghamet al. ~1993!. These results were compared with
those obtained in a second paradigm in which the level of the

lag was increased to offset the temporal advantage of the
lead ~a partial replication of Leakey and Cherry, 1957!. The
third experiment examined the effect of noise on the delay at
which fusion breaks down and echoes are heard as separate
events~echo threshold!. In all three experiments the level of
the noise was varied as well as the signal level in quiet.

I. EXPERIMENT 1: LOCALIZATION

This experiment estimated the perceived location of the
auditory event produced by single-source and lead-lag pairs
of noise bursts. These estimates were made by comparing
~with a ‘‘left’’ or ‘‘right’’ judgment ! the image produced by
a target stimulus with that produced by a ‘‘comparitor’’
noise burst that could be delivered from varying azimuths in
the horizontal plane. Localization of the target was specified
as the comparitor location producing 50% ‘‘left’’ and 50%
‘‘right’’ judgments. The strength of the precedence effect
was determined, in both quiet and noisy backgrounds, by
comparing localization for lead-lag target stimuli with that
for lead-only stimuli.

A. Method

1. Subjects

Listeners in this and the two subsequent experiments
were five adults aged 21 to 30 years with pure-tone detection
thresholds less than or equal to 20 dB HLre: ANSI ~1989! in
the audiometric frequencies through 6 kHz. Two of the sub-
jects, JF and SS, had participated previously in binaural hear-
ing studies, while the other three subjects had no experience
in auditory experiments.

2. Apparatus and procedure

All experiments were conducted in an IAC constructed
anechoic chamber measuring 4.934.133.12 m. The floor,
ceiling, and walls of the chamber were lined with 0.72-m
foam wedges. Regardless of angle, all loudspeakers were at a
distance of 1.65 m from the position of a listener’s head
when seated in a chair in the center of the room. The center
of the loudspeakers was 1.04 m above the wire mesh floor of
the chamber, the approximate height of the typical subject’s
ears while sitting. Loudspeakers delivering the test stimuli
were placed on a foam-covered wood-frame semicircular arc
covering the front half of the horizontal plane. One addi-
tional loudspeaker that was used to deliver noise from di-
rectly behind the listener was supported by a stand. The
loudspeaker arrangement is diagramed in Fig. 1.

Stimuli were digitally synthesized wide-band Gaussian
noise bursts having a total duration of 4 ms, which included
1-ms linear rise/fall periods. The stimuli were presented in
two basic types of conditions:~a! a ‘‘precedence effect’’ or
‘‘lead-lag’’ condition in which a leading burst was presented
from a loudspeaker located at145° ~right of center! and a
lagging burst~the same sample of noise! was presented from
a loudspeaker at245° ~left!, and ~b! a ‘‘lead only’’ or
‘‘single-source’’ condition in which only the burst from the
right loudspeaker was presented. The stimuli were presented
at a 20-kHz rate per channel from a 16 bit D/A converter
~TDT QDA2! with a 2-ms delay in the left channel for the

3040 3040J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 Y-C. Chiang and R. L. Freyman: Noise and the precedence effect



precedence effect conditions. The short 2-ms delay between
the leading and lagging bursts was used to increase the prob-
ability that the stimuli were below echo threshold~i.e., only
one image is heard!. The D/A outputs were low-pass filtered
at 8.5 kHz~TTE J1390!, attenuated~TDT PAT1!, amplified
~NAD 2100!, multiplexed ~TDT MUX1!, and delivered to
the loudspeakers~Realistic Minimus 7!. The background
noise, when presented, was generated by a broadband ran-
dom noise generator~TDT GNS40!, amplified~Optimus SA
155!, and delivered from a loudspeaker~Minimus 7! at 180°.

Each trial consisted of two temporal intervals as dia-
grammed in Fig. 2. During the first interval the stimulus
burst ~or burst pairs in the case of the precedence effect
conditions! was presented three times with a 250-ms interval
between bursts. The purpose of the repetition was to give
subjects multiple opportunities to hear the stimulus before
making a judgment. This type of repetition has been used in

earphone studies in which lateralization judgments relative to
a comparison stimulus were required~e.g., Buellet al., 1993;
Freymanet al., 1997!. The three repetitions may have also
increased the probability of one image being heard because
echo threshold is known to increase with repeated stimula-
tion ~Clifton and Freyman, 1989!. During the second interval
a ‘‘comparitor’’ stimulus, also a 4-ms Gaussian noise re-
peated three times, was presented from one loudspeaker
only. The subjects’ task was to report via a button box held
on the lap whether the image heard in second interval was to
the right or left of the image heard in the first~signal! inter-
val. To facilitate comparisons across conditions, it was de-
sirable to have an invariant comparitor. The comparitor was
always presented in quiet at 56 dB SPL. For conditions in
which background noise was presented, this required that the
noise be turned off in between target and comparitor presen-
tations. As shown in Fig. 2, the noise was turned on 300 ms
before the first stimulus burst and was turned off 500 ms
following the third stimulus burst, 300 ms before the com-
paritor was presented.

Stimuli were delivered in blocks of 20 trials, in which 10
independent samples of the noise bursts were each presented
twice. The location of the loudspeaker delivering the com-
paritor stimulus was fixed within a block, and the percentage
of left judgments for that comparitor position was recorded.
Across blocks, a total of three different loudspeakers were
used to deliver the comparitor, although only one loud-
speaker was used in an individual block. Two of these loud-
speakers were placed symmetrically around the lead loud-
speaker, which was at145°. The third comparitor
loudspeaker was the lead loudspeaker itself. This was used in
the blocks in which the comparitor stimulus needed to be
delivered at the same azimuth angle as the leading stimulus.

All stimulus variables were fixed in a series of blocks
used to estimate the angle producing 50% left judgments for
a particular condition. These fixed variables included the
level of the stimulus bursts, whether the target presentation
was in quiet or in a background of noise, the level of the
background noise, when present, and whether the stimulus
was a lead-lag pair or lead-only. Within a series of blocks,
only the location of the comparitor was changed between
blocks. The initial angle of the comparitor stimulus was typi-
cally either 4°, 0°, or24° relative to145°, the 4° difference
being the smallest possible given the loudspeaker size. For

FIG. 1. Diagram of the anechoic chamber for experiment 1. The lead and
lag loudspeakers were at645°, respectively. The two comparitor loudspeak-
ers were placed symmetrically at variable angles around the lead loud-
speaker. The noise was presented from the loudspeaker at 180°.

FIG. 2. Schematic diagram of presentation sequence of test stimulus, comparitor, and noise in experiment 1. The test stimulus bursts, which are not to scale
with the rest of the figure, were 4 ms in duration, including 1-ms rise and fall times. The comparitor bursts were identical to the leading stimulus, but their
level was always 56 dB SPL, while the level of the test stimulus was a variable in the quiet conditions. In the noise conditions, the target was fixed at 46 dB
SPL and the level of the noise was varied.
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wider relative angles the step change in loudspeaker azimuth
was 3°. After the first block, comparitor angles were chosen
with the goal of establishing a function relating percentage of
left judgments to comparitor angle that clearly bracketed
50%. From two to eight comparitor locations were necessary
to establish these functions, although the vast majority re-
quired three, four, or five locations, with a median of four
locations. Thus 60–100 judgments were typically used to
estimate the perceived location of the image for a particular
condition.

In between blocks it was usually necessary for the ex-
perimenter to enter the chamber and manually move the
comparitor loudspeakers to their subsequent locations, al-
though up to three blocks~comparitor locations! could be
presented without moving loudspeakers. For example,
stimuli from loudspeakers at 41°, 45°, and 49° could be pre-
sented from the three different comparitor loudspeakers be-
fore the two outer comparitor loudspeakers might need to be
moved. Changes in position of these two loudspeakers were
always made symmetrically about 45° even if a stimulus
block was needed from only one of them. This type of situ-
ation occurred when, for example, 35° was necessary to
complete a function, but 55° was not. Subjects could see the
loudspeakers during the experiments and could see them be-
ing moved, but they were unaware of which of the loud-
speakers was used for the stimulus and which for the com-
paritor, or even that the loudspeakers delivering the stimuli
were fixed during a block.

Preliminary calibration and threshold testing were con-
ducted to determine the SPLs and approximate SLs of the
signals and noise. With no subject in the room, a microphone
~B&K 4145! fitted with a random incidence corrector was
placed in the position of the center of the subjects’ head. The
microphone output was routed to a sound level meter~B&K
2204! set to C-weighted ‘‘fast’’ response and located outside
the chamber. All ten tokens of the bursts were calibrated for
both lead and lag loudspeakers by playing them repetitively
with no pause in between presentations. Thresholds in quiet
were estimated for the first author and three of the subjects
using a Bekesy tracking procedure. One token of the three-
burst lead-lag stimulus was played repetitively with a 1-s
pause between presentations while subjects controlled the
level by pressing and releasing a button. Burst thresholds
estimated from the mean of six reversals averaged 6 dB SPL
(s.d.53.27 dB) in quiet. A Bekesy tracking procedure was
also used to find continuous background noise levels re-
quired to mask three different levels of the lead-lag stimulus
with the noise at 180°. Noise levels of 43, 52, and 62 dB SPL
were required, respectively, to mask signal levels of 23, 33,
and 43 dB SPL. This information was used to estimate the
stimulus SLs in the noise conditions.1

Estimates of the location of the target image were ob-
tained for 16 total conditions for each subject. The target was
either lead-only or lead-lag and was presented at three sen-
sation levels in noise and five in quiet. In the noise condi-
tions, the target was presented at 46 dB SPL~which was 40
dB SL in quiet!, and noise levels were 55, 45, and 35 dB
SPL, which were estimated from the preliminary testing de-
scribed above to be 10, 20, or 30 dB below that necessary to

mask the lead-lag target. For convenience these noise condi-
tions will be referred to as stimulus SLs of 10, 20, and 30
dB, with the lower SLs associated with higher noise SPLs.
To compare the effects of noise from the reductions in SL
produced by the noise, conditions of 10, 20, and 30 dB SL
~16, 26, and 36 dB SPL! were also run in quiet. Two addi-
tional conditions in quiet were also included—40 dB SL~46
dB SPL!, because it was the stimulus level for the noise
conditions, and 50 dB SL~56 dB SPL!, because it was the
level of the comparitor.

B. Results

1. Perceived location estimates

Two example functions relating percentage of left judg-
ments to comparitor angle are shown in Fig. 3. The functions
shown are for subject LF at 40 dB SL in quiet. Circles indi-
cate lead-only and triangles, lead-lag. Because many of the
functions were sigmoidal in shape, a logistic equation@1/(1
1e2(x2m)/s)# was fit to each function, wherex was the com-
paritor loudspeaker angle,m is the midpoint of the function,
ands is the slope parameter. Best fitting parametersm ands
were estimated with a least-squares criterion using a
Levenberg–Marquardt iterative solution. In the few cases
where there was a series of consecutive data points at 100%
or 0% left judgments, the data point in the series adjacent to
the dynamic portion of the function was included in the fit,
while the remainder were excluded. The fitting procedure
provided good results in the majority of cases, with a median
coefficient of determination (r 2) of 0.96. We considered the
possibility that the slopes of the functions would less steep in
noise or with precedence effect stimuli, but an analysis of
variance on the parameters revealed no significant differ-
ences. The assumed centroid of the image produced by the
target was determined from the azimuth angle at which the
fitted lines crossed 50%~the parameterm!. In the examples
shown in Fig. 3, this angle was 45.6° for the lead-only con-
dition and 42.3° for the lead-lag condition.

Table I displays all of the estimated perceived locations
of the lead-only and lead-lag stimulus conditions in quiet and
in noise. The angle values are relative to 45°. The subjects
can be divided into two groups based on their data for single-
source conditions in quiet. Subjects DL and SF heard the

FIG. 3. Example of individual raw data for experiment 1: subject LF at 40
dB SL in quiet. Solid lines are best-fitting logistic equations using a least-
squares criterion.
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stimuli close to the actual 45° location across sensation lev-
els. The other three subjects apparently heard the stimuli to
the right of 45° at low SLs. The localization judgments for
subject SS were also to the right at high SLs, suggesting a
bias possibly related to the fixed temporal order of stimulus
and comparitor. The 50 dB SL target stimulus, which was
identical to the comparitor, should have produced 50% left
estimates that were near 0° as it did for the other four sub-
jects.

In noise, the lead-only data were variable, but subjects
nearly always heard the stimuli to the right of 45°, with three
of the subjects’ data shifted more than 10 degrees to the right
at the highest noise level. Shifts in perceived horizontal azi-
muth due to a background noise have been observed previ-
ously by Good and Gilkey~1996!. For example, with a noise
presented from 0 degrees azimuth and a stimulus between 0°
and 45° to the right, their subjects nearly always perceived
the stimulus to the right of its physical location for a12 or
18 dB signal-to-noise ratio.

For the lead-lag stimuli in the current study, four of the
subjects usually perceived the image to the left~toward the
lag! relative to the single-source comparisons in quiet and
noise, although one subject~JF! heard them mostly to the
right. Thus the bulk of the data are consistent with the idea
that the image produced by leading sound plus a simulated or
real reflection is pulled slightly toward the delayed sound
relative to a lead-only condition~see, for example, Rakerd
and Hartmann, 1985; Shinn-Cunninghamet al., 1993; and
Litovsky and Macmillan, 1994!.

2. Computation of c

As in Litovsky and Macmillan~1994!, this study used a
soundfield analogy of the model of the precedence effect
presented by Shinn-Cunninghamet al. ~1993!. The target
lead-lag stimulus was assumed to produce an image whose
perceived location was a weighted combination of lead and
lag. The strength of the precedence effect, or the relative
weighting of the lead, was measured for each condition by
comparing the perceived location of the lead-lag event with
that of the lead-only event. This comparison produced the
statistic,c, the relative weighting of the lead on a scale from
0 to 1.0~Shinn-Cunninghamet al., 1993!. Computation ofc
was as follows:

c5
perlead,lag2physlag

perlead-only2physlag
,

where per is the perceived azimuthal location for the sub-
scripted condition, and the physical location of the lag is
always245° left.

If lead-only and lead-lag stimuli are heard at the same
location, then the lead completely determines the perceived
location andc is 1.0. If the lead-lag image is heard halfway
between lead-only and lag, then lead and lag contribute
equally, andc is 0.5. Aside from the fact that loudspeaker
locations were used in the computation rather than interaural
time delays, the primary difference between our computation
and Eq.~2! in Shinn-Cunninghamet al. ~1993! is that the
perceivedlocation of the lead-only image was used instead
of the physical location of the lead~45°!. This modification
was necessary because, as noted in Sec. I above, the per-
ceived and physical locations of the single-source bursts
were often different when the signal was in noise or at a low
SL in quiet. For example, if perlead-lag was 145° ~also the
lead’s physical position! for a particular condition, it might
be assumed that the lag had no effect. However, this would
be erroneous if perlead-only for the same condition was actu-
ally 150°.2

3. Effect of sensation level and noise level on c

Figure 4 displays values ofc plotted as a function of SL
in quiet and in noise for the five subjects. The figure shows
that c was generally very high in both quiet and noise con-
ditions. These highc values, which were almost always
above 0.9, reveal an overwhelming dominance of the leading
stimulus. The effect of noise onc appears to be generally
small and is not easily summarized across subjects. As
shown in Fig. 4, the data from three subjects~SS, SF, LF!
appear to show a slight trend toward decreasingc relative to
the corresponding condition in quiet as the noise level was
increased~SL was decreased!. A fourth subject~DL! did not
show this trend. For JF, most values ofc were truncated to
1.0, as her localizations of the lead-lag stimuli were equal to
or to the right of the lead-only stimuli~see Table I!.

A two-way analysis of variance@background~quiet ver-
sus noise!3SL# was conducted for thec data using the three
values of SL that were in common for the quiet and noise

TABLE I. Estimated perceived locations in degrees~re: 145°! for lead-only~SS! and lead-lag~PE! stimuli in
experiment 1. Data are for all subjects for all SLs in~Q! quiet and in~N! noise.

SL~dB!

Subject

DL SF LF SS JF

SS PE SS PE SS PE SS PE SS PE

Q10 21.47 27.91 24.14 23.42 11.0 11.1 9.35 7.93 17.9 17.1
Q20 22.61 22.65 22.46 23.20 7.71 6.29 9.20 8.97 11.9 22.6
Q30 20.72 210.7 20.41 22.05 2.76 0.28 6.42 0.23 4.97 12.5
Q40 21.32 25.16 0.75 22.5 0.63 22.70 3.84 3.72 1.08 5.72
Q50 21.04 210.0 1.01 22.00 2.00 27.32 6.81 2.03 20.15 4.14

N10 10.5 1.27 0.53 26.46 23.5 10.8 16.8 8.68 7.74 11.5
N20 4.36 2.27 3.82 25.73 18.9 12.6 12.9 9.87 8.39 8.19
N30 2.90 2.23 20.12 22.18 11.2 11.2 10.1 7.61 2.98 9.56
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conditions ~10, 20, and 30 dB SL!. Using ana of 0.05,
neither main effect reached statistical significance. The inter-
action between the variables was significant@F(2,8)58.46,
p50.011#. Follow-upt-tests revealed that the differences be-
tween quiet and noise conditions were not significant at any
of the three SLs. Pairedt-tests were also conducted compar-
ing the data from each of the three noise SLs with the results
from 40 dB SL in quiet, which was the level of the stimulus
used in the noise conditions, with the level of significance
adjusted to bea/3 using the Bonferroni correction. None of
the three tests revealed significant differences betweenc val-
ues obtained in quiet and noise conditions. Thus the majority
of the data provide little support for the idea that the relative
weighting of leading and lagging sounds in localization is
significantly affected by addition of a broadband background
noise. This conclusion is in apparent contrast with Leakey
and Cherry’s~1957! results, where in some conditions the
dominance of the lead became exceedingly small when noise
was introduced. This contrast is probably due either to the
different stimuli~they used speech! or to the different meth-
ods of measuring the strength of the precedence effect. The
purpose of experiment 2 was to sort out these possibilities by
replicating their basic procedure using the present stimuli.

II. EXPERIMENT 2: TIME-INTENSITY TRADING

This experiment investigated the dominance of the lead-
ing stimulus in localization using a procedure similar to that
employed by Leakey and Cherry~1957!. This method deter-
mined the degree to which the level of the lagging stimulus
needed to be raised in order to offset the temporal advantage
of the leading stimulus, producing an image centered at 0°
azimuth.

A. Method

Stimuli were the same noise-burst triads used in experi-
ment 1, but only the lead-lag conditions were presented. The
noise, when present, was continuous. A Bekesy tracking pro-

cedure was used to find the amount of lead-lag level differ-
ence necessary for the combined image~or dominant image
if there was more than one! to cross 0° azimuth. During a
tracking run the noise-bursts triads were presented repeti-
tively with a 500-ms pause between triads. The subjects’ task
was to press and hold down a button as long as the image
was heard to the left of a visual reference used to mark 0°
azimuth, and immediately release the button when the image
was heard to the right of midline. The initial level of the lag
burst was always equal to the level of the lead burst, which
was fixed within a tracking run. The level of the lag burst
was programmably controlled, decreasing when the button
was held and increasing when it was released. The run was
terminated after 12 reversals of the tracking and the last 6
reversals were averaged. The procedure was repeated for
four quiet conditions~the lead at 10, 20, 30, and 40 dB SL!
and three noise conditions~10, 20, and 30 dB SL! with the
lead signal at 46 dB SPL. The same detection and masking
thresholds from experiment 1 were used to compute the SLs,
so the SPLs of the lead stimulus and the noise were the same
as in experiment 1.

B. Results

The average results from three tracking runs for each
subject and condition are shown in Fig. 5. For all five sub-
jects the increase in the level of the lag necessary to produce
a centered image was less in noise than it was in quiet. The
lag-level increases obtained in noise were somewhat larger
than the minimum of 2 dB reported by Leakey and Cherry
~1957!, but they still represent a substantial reduction from
the values obtained in quiet. A two-way analysis of variance
similar to that conducted for experiment 1 revealed a signifi-
cant difference between quiet and noise backgrounds over
the range of 10–30 SL@F5(1,4)5225.19,p,0.001#. The
main effect of SL also showed significant differences
@F(2,8)512.64,p50.003#, as did the background3SL inter-

FIG. 4. Values ofc plotted as a function of SL in quiet and noise for five
individual subjects.

FIG. 5. The increased level of the lagging stimulus estimated to produce a
centered image as function of SL in quiet and noise for five individual
subjects.
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action @F(2,8)59.22, p50.008#. Follow-up t-tests revealed
that differences between quiet and noise conditions at all
three SLs were statistically significant at the 0.017 level
(a/3). Pairedt tests comparing the results from each of the
three noise SLs with the results at 40 dB SL in quiet~the
stimulus level used for the noise conditions! revealed statis-
tically significant differences for the 10 dB SL@t(4)
527.78,p50.001# and 20 dB SL@t(4)524.66,p50.01#
noise conditions, but not the 30 dB SL condition@t(4)
52.17,p50.096#.

In summary, the data from this experiment are in agree-
ment with those reported by Leakey and Cherry~1957!.
When measured as the level of the lagging stimulus neces-
sary to offset the temporal advantage of the leading stimulus,
the precedence effect appears to be substantially weakened
by broadband noise.

III. EXPERIMENT 3: ECHO THRESHOLD

The purpose of experiment 3 was to measure the effect
of background noise on echo threshold, which was defined as
the delay at which subjects reported hearing a second sound
in the vicinity of the lag loudspeaker. Previous reports by
Thurlow and Parks~1961! and Babkoff and Sutton~1966!
led to the expectation that echo threshold would be reduced
by noise, but data quantifying the effect have not been pre-
sented previously for a sound field environment.

A. Method

The stimuli were ten tokens of digitally synthesized
4-ms noise bursts, as in experiments 1 and 2, but lead-lag
pairs of bursts were presented with eight different delays
ranging from 2 to 16 ms in steps of 2 ms. Unlike the previ-
ous two experiments only one, rather than three, pairs of
bursts was presented on each trial. This is because previous
research has shown that the echo threshold often builds up
with repeated stimulation~e.g., Clifton and Freyman, 1989!,
and it might be difficult for subjects to make a judgment if
perception was changing across three repetitions. The lead
was always presented from 45° to the right and the lag from
45° to the left. The noise, when present, was continuous. A
subjective task was used to find echo threshold. Recent re-
search on echo threshold has been conducted using an objec-
tive method where the subject’s task is to discriminate the
direction of 10 degree shifts in the position of the lag loud-
speaker ~Freyman et al., 1991; Clifton et al., 1994;
Grantham, 1996!. Freymanet al. ~1991! found that there was
good agreement between performance on this type of task
and subjective audibility of the echo as a separate event.
However, pilot testing with the current stimuli revealed that
the discrimination task was difficult to perform in noise,
even when the lag was clearly audible. Therefore a subjec-
tive echo threshold task was employed~as in Clifton and
Freyman, 1989!, where after each trial subjects were asked to
report whether or not they heard a sound in the vicinity of
the lag loudspeaker.

Echo threshold measurements were made at 10, 20, 30,
40, and 50 dB SL in quiet and 10, 20, and 30 dB SL in noise.
The same detection thresholds obtained for experiment 1

were used to compute the sensation levels, so the SPLs of the
stimuli were the same as those in experiment 1. Four blocks
of 40 trials were presented for each of the 8 conditions.
Within each block, all eight delays were presented five times
in a random order. Across the blocks, each subject made a
total of 20 judgments per delay per condition.

B. Results

An example pair of functions is shown in Fig. 6 for
subject SS. The percentage of trials on which an echo was
reported is plotted as a function of lag-burst delay for
equivalent SLs in quiet and in noise. Like what is shown in
figure, for every subject and condition the functions in noise
were shifted to the left relative to those in quiet, indicating
that noise increased the audibility of echoes. The functions
were fitted with logistic equations using the methods de-
scribed in experiment 1. Echo thresholds were estimated
from the parameterm in the equation, which is the delay at
which the functions reached 50% echoes reported.

The echo threshold data shown in Fig. 7 indicate that at

FIG. 6. Example of raw data from experiment 3 for one subject: Subject SS
at 20 dB SL. Solid lines are best-fitting logistic equations using a least-
squares criterion.

FIG. 7. Echo threshold as function of SL in quiet and noise for five indi-
vidual subjects.
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equivalent SLs echo thresholds for all five subjects were
lower in noise than they were in quiet. The difference ap-
pears to be greater at 10 and 20 dB SL than it does at 30 dB
SL. Analysis of variance conducted on the 10–30 SL data
revealed a significant main effect of noise@F(1,4)535.98,
p50.004#, but not SL @F(2,8)50.25, p50.785#. The
background3SL interaction was significant@F(2,8)513.22,
p50.003#. Follow-up t tests revealed significant differences
between quiet and noise conditions at all three SLs. How-
ever, echo threshold for none of the three noise conditions
was significantly different from the results for 40 dB SL in
quiet, where echo thresholds were consistently lower than
those obtained in quiet at the lower SLs. Thus the tendency
for noise to reduce echo threshold was only observed in the
equal SL comparison.

IV. DISCUSSION

The current data generally support previous anecdotal
and published reports indicating that the influence of the lag-
ging sound in a lead-lag stimulus is strengthened by the in-
troduction of background noise. However, the influence of
noise was not shown to be as robust as might have been
expected from earlier research. In experiment 1, the weight-
ing of the leadc was slightly reduced by noise in several of
the subjects, but the differences in the group data did not
reach statistical significance. In general, the location of the
image produced by lead-lag stimuli was still dominated by
the lead even in noise. The relatively small effect of noise on
c cannot be compared directly with any published data, al-
though the statement by Thurlow and Parks~1961! that noise
moved the image ‘‘toward the median plane’’~p. 11! seems
to imply that the shift in the image produced by noise was
somewhat larger than observed here. The effect of noise was
much more consistent in experiment 2, in which the strength
of the precedence effect was measured by increasing the
level of the lagging stimulus by an amount necessary to off-
set the temporal advantage of the lead. Smaller increases in
the level of the lag were necessary when noise was added,
especially at the higher noise levels. These findings are con-
sistent with those of Leakey and Cherry~1957!.

The differences in results between experiments 1 and 2
suggest that under some conditions the methods are not com-
parable measures of the precedence effect. Experiment 1 is a
more direct evaluation of the influence of noise on the
weighting of lead and lag stimuli in localization in that it is
most unambiguously a localization experiment. While ex-
periment 2 might also be considered a localization experi-
ment, it suffers from the fact that echoes are more intense
than the first arriving sound, an unecological condition. An
additional problem in interpretation is that the introduction
of noise also appears to increase the effect of changing
stimulus intensity for simple monaural stimuli. Noise that
partially masks a signal produces a loudness recruitmentlike
phenomenon in normal-hearing listeners in which the loud-
ness of a stimulus increases sharply as intensity is increased
at low SLs in a noise background~Stevens and Guirao,
1967!. It is possible that the finding in experiment 2 that the
presence of noise increases the effect of changing the inten-
sity of the lag stimulus is related to the mechanisms respon-

sible for the recruitment phenomenon, and may have little to
do with the precedence effect. Finally, we should note that in
experiment 2~and experiment 3 also! the noise was continu-
ous, while in experiment 1 it was gated off for a period
during each trial so that the comparitor could be heard in
quiet. Although informal listening in continuous noise to the
stimuli presented in experiment 1 suggested that this was not
a source of the differences in results between the experi-
ments, no formal evaluation was conducted.

The results of the third experiment displayed in Fig. 7
indicate that broadband background noise does appear to
lower echo threshold substantially and consistently. For each
subject and sensation level, the echo threshold in noise was
lower than that obtained in quiet. These data are generally in
agreement with Thurlow and Parks~1961! and Babkoff and
Sutton ~1966!. One difference from the previous studies is
that in the current study large differences were observed only
for comparisons at equivalent SLs. The original observation
of the effect of talking by Thurlow and Parks~1961!, their
brief report of the follow-up experiment with a noise back-
ground, and data from Fig. 11 in Babkoff and Sutton~1966!
together lead to a prediction that the introduction of a broad-
band noise would increase the audibility of echoes for a fixed
SPL stimulus. This effect can be examined in the current
data by comparing echo thresholds in noise with those ob-
tained at 40 dB SL in quiet, which was the stimulus level
used for the noise conditions. Although the individual data
shown in Fig. 7 include several examples of noise lowering
echo threshold relative to 40 dB SL in quiet, comparisons of
the means revealed nonsignificant differences. In strong
agreement with Babkoff and Sutton~1966!, however, the
current data displayed in Fig. 7 show that any reductions in
echo threshold produced by noise are not due to the lowering
of sensation level, which in quiet clearly tends to increase
echo threshold relative to 40 dB SL.

The data in Fig. 7 indicating that some subjects had very
low echo thresholds in noise and at high SLs in quiet sug-
gests that even with the short 2-ms delay, the stimuli used in
experiments 1 and 2 were near echo threshold for some sub-
jects and conditions. The three repetitions of the bursts in
those experiments may have raised echo threshold~see Clif-
ton and Freyman, 1989!. However, the buildup of echo sup-
pression in the presence of noise has not been evaluated. The
conservative assumption is that some subjects would have
reported hearing an echo during a lead-lag trial in the prece-
dence localization experiments had they been listening for it.
From the current data it is not possible to know what effect
this might have had on the localization comparison or time-
intensity trading results.

The combined results of these studies provide a starting
point for considering future work on the influence of noise
on the precedence effect. Further research might focus most
beneficially on the influence of noise on fusion of a leading
sound with simulated or real reflections, as opposed to its
effect on localization. Experiment 1 provided little evidence
that the noise influences localization of a lead-lag pair sub-
stantially more than it does a single-source stimulus. On the
other hand, the echo threshold results in experiment 3 largely
support earlier related studies showing that noise tends to
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break down fusion of lead and lag. To find out why this
occurs it will be important of vary parameters such as the
frequency content of the noise and signal@which Babkoff
and Sutton~1966! varied in some conditions#, the location of
the noise relative to the signals, and whether the noise is
itself delivered from one source or multiple sources. With
regard to the last consideration it is important to note that
both Thurlow and Parks~1961! and the current study deliv-
ered the background noise from a single loudspeaker in a
room designed to limit reverberation, while the stimulus it-
self was presented from two loudspeakers with a delay be-
tween them, which simulated a reflection. Thus noise and
signal provided inconsistent information about the acoustics
of the room. Similar inconsistencies have been shown to
break down echo suppression in past studies~Clifton et al.,
1994; Yost and Guzman, 1996; Clifton and Freyman, 1997;
McCall et al., 1998!. Yet to be determined is whether noise
also disrupts echo suppression in the more realistic case
when it provides acoustic information consistent with the
target stimulus.
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The head-related transfer function~HRTF! varies with range as well as with azimuth and elevation.
To better understand its close-range behavior, a theoretical and experimental investigation of the
HRTF for an ideal rigid sphere was performed. An algorithm was developed for computing the
variation in sound pressure at the surface of the sphere as a function of direction and range to the
sound source. The impulse response was also measured experimentally. The results may be
summarized as follows. First, the experimental measurements were in close agreement with the
theoretical solution. Second, the variation of low-frequency interaural level difference with range is
significant for ranges smaller than about five times the sphere radius. Third, the impulse response
reveals the source of the ripples observed in the magnitude response, and provides direct evidence
that the interaural time difference is not a strong function of range. Fourth, the time delay is well
approximated by well-known ray-tracing formula due to Woodworth and Schlosberg. Finally,
except for this time delay, the HRTF for the ideal sphere appears to be minimum-phase, permitting
exact recovery of the impulse response from the magnitude response in the frequency domain.
© 1998 Acoustical Society of America.@S0001-4966~98!00111-8#

PACS numbers: 43.66.Qp, 43.66.Pn 43.20.Fn@RHD#

LIST OF SYMBOLS

a radius of the sphere~m!
c ambient speed of sound~m/s!
f frequency~Hz!
h head-related impulse response
hm mth-order spherical Hankel function
hm8 the derivative ofhm with respect to its argument
H head-related transfer function relative to free field
H« head-related transfer function relative to source
i A21
j m mth-order spherical Bessel function
k acoustic wave number~/m!
nm mth-order spherical Neumann function
pf f free-field pressure at the center of the sphere~kg/m2)
ps pressure on the surface of the sphere~kg/m2)
p« pressure at a small sphere surrounding the source

~kg/m2)

Pm Legendre polynomial of degreem
Qm mth-order modified spherical Hankel function
r distance from the center of the sphere to the source~m!
r « radius of a small sphere surrounding the source
Sv magnitude of flow from an ideal point source~m3/s!
t time ~s!
Dt time between arrival at observation point and sphere

center~s!
Dt normalizedDt
u angle of incidence~rad!
u0 angle for tangent incidence~rad!
l wavelength~m!
m normalized frequency
r normalized distance to the source
r0 density of air~kg/m3)
t normalized time
v radian frequency~rad/s!

INTRODUCTION

This paper is concerned with the range dependence of
the response of an ideal rigid sphere to a point sound source.
The purpose of this study was to gain a better understanding
of the behavior of the head-related transfer function~HRTF!
at close range. It is hoped that these results will serve as a
guide to those engaged in the study of human HRTFs, in-
cluding their measurement and analysis, and to those en-
gaged in creating spatial sound stimuli by convolving audio
signals with these HRTFs. Given the paucity of experimental
measurements of HRTF variation at close range, it seemed
particularly important to have a foundation upon which to
base further acoustical studies of this spatial region. There-

fore, the investigation reported in this paper included the
numerical evaluation of a theoretical model, the collection of
related acoustical measurement data, and the comparison of
the theoretical solution to the experimental results.

A classical spherical model of the human head was cho-
sen for this investigation for the traditional reasons—its re-
sponse can be analyzed mathematically, and the theoretical
solution can be evaluated numerically. Even though this
model is quite idealized, it exhibits features similar to those
observed in the close-range behavior of the human HRTF.
For example, sounds from a source that is very close to one’s
ear are not only louder but also contain relatively more low-
frequency energy than do sounds from a distant source. The
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simplest model that explains these effects approximates the
human head by a rigid sphere of the same average radius and
approximates the sound impinging on the sphere as if it were
generated by a point source. While this idealization is re-
stricted to relatively low frequencies and obviously becomes
problematic very close to the surface of the head, a quanti-
tative understanding of its behavior provides insight into the
more complex behavior of the HRTF for an actual human
head.

To compute the response at the surface of the sphere for
a sound source located at an arbitrary distance from the sur-
face of the sphere, a modification was made to an algorithm
for computing the classical solution for a source infinitely far
from the sphere. The behavior of the solution was examined
in both the frequency domain~the HRTF! and the time do-
main ~the head-related impulse response, or HRIR!. The
time-domain solution provides insight into some otherwise
puzzling behavior of the HRTF. The adequacy and accuracy
of the model were confirmed by comparing the numerical
results with the results of a corresponding series of impulse
response measurements made using an actual physical
sphere.

I. THE THEORETICAL SOLUTION

A. Expansion in spherical harmonics

The frequency-domain solution for the diffraction of an
acoustic wave by a rigid sphere, which is presented in many
textbooks, was obtained by Lord Rayleigh at the end of the
19th century~Strutt, 1904, 1945!. If the flow for a complex
sinusoidal point source is of the formSve2 ivt , then the
free-field pressure at a distancer from the source is given by

pf f~r ,v,t !52 iv
r0Sv

4pr
ei ~kr2vt !, ~1!

wherek5v/c.1 Because multiplication by2 iv in the fre-
quency domain is equivalent to differentiation in the time
domain, this implies that if the flow is a unit step function,
the free-field pressure is a Dirac impulse wave whose
strength varies inversely with the distance to the source.

The presence of the sphere diffracts the sound wave and
modifies the pressure field. Most authors give only Ray-
leigh’s solution for the case where the source is infinitely
distant from the center of the sphere. Rabinowitzet al.
~1993! present the solution for the pressure on the surface of
the sphere due to a sinusoidal point source at any ranger
greater than the sphere radiusa. With minor notational
changes, their solution can be written as

ps~r ,a,v,u,t !5
ir0cSv

4pa2 Ce2 ivt, ~2!

whereC is the infinite series expansion

C5 (
m50

`

~2m11!Pm~cosu!
hm~kr !

hm8 ~ka!
, r .a. ~3!

Hereu is the angle of incidence, the angle between the ray
from the center of the sphere to the source and the ray to the
measurement point on the surface of the sphere, and normal

incidence corresponds tou50°. It is conventional to use the
time 2pa/c that it takes for a wave to travel once around the
sphere to define the normalized frequencym,

m5ka5 f
2pa

c
. ~4!

Define the normalized distance to the sourcer by

r5
r

a
, ~5!

and define the transfer functionH by

H5
ps

pf f
. ~6!

Then

H~r,m,u!52
r

m
e2 imrC, ~7!

where

C~r,m,u!5 (
m50

`

~2m11!Pm~cosu!
hm~mr!

hm8 ~m!
, r.1.

~8!

This ‘‘head-related transfer function’’H relates the pressure
that would be present at the center of the sphere in free field
to the pressure that is actually developed at the surface of the
sphere.2 The inverse Fourier transform ofH is the normal-
ized ‘‘head-related impulse response’’h @which should not
be confused with them th-order spherical Hankel function
hm in Eq. ~8!#.

B. Limiting cases

The behavior of the transfer function as the normalized
ranger becomes arbitrarily large can be obtained by using
the asymptotic formula~see Morse and Ingard, 1968, Chap.
7.2!

hm~x!5 j m~x!1 inm~x!→
ei ~x2 @~m11!/2# p!

x
. ~9!

This leads to

H~`,m,u!5
1

m2 (
m50

`
~2 i !m21~2m11!Pm~cosu!

hm8 ~m!
,

~10!

which is Rayleigh’s solution for an infinitely distant source.
The low-frequency behavior can be obtained from the first
two terms in this series, which leads to the well-known result

H~`,m,u!'12 i 3
2 m cosu. ~11!

Thus, at low frequencies, the magnitude ofH is essentially

unity, and the phase angle is approximately2 3
2 m cosu,

which corresponds to a group delay of2 3
2 a cosu/c ~Kuhn,

1977!.
Since both Eqs.~8! and ~10! converge more and more

slowly as m increases, the high-frequency behavior is less
obvious. Kuhn~1977! obtained the high-frequency solution
by employing an alternative ‘‘creeping wave’’ expansion.
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For the special case of normal incidence (u50 degrees!, one
can argue on physical grounds that when the wavelength is
small compared to the radius of the sphere, the solution must
reduce to that of a plane wave normally incident on a rigid
plane surface, where the pressure at the surface becomes
twice the free-field pressure. Thus,

uH~`,`,0!u52. ~12!

These special case results serve to define interesting limits of
the general solution.

II. BEHAVIOR OF THE THEORETICAL SOLUTION

A. Frequency response—distant range

In general, one must use numerical methods to evaluate
the transfer functionH(r,m,u) for arbitrary values ofr, m
and u. Bauck and Cooper~1980! developed a simple but
effective algorithm for evaluating the solution for an infi-
nitely distant source. Formulas extending their algorithm to
the general case of arbitrary range are given in Appendix A,
and a pseudocode implementation of the resulting algorithm
is given in Appendix B. This implementation was used to
investigate the behavior of the transfer function computation-
ally.

Consider first the well-known results for an infinitely
distant source~Strutt, 1904!. Figure 1 shows a polar plot of
uH(`,m,u)u as a function of the angle of incidence for sev-
eral different frequencies. As Eq.~11! requires, the response
at low frequencies is not directionally dependent, with
uH(`,m,u)u'1 until the normalized frequency nears unity.
Above that frequency, the response around the front of the
sphere begins to increase noticeably, and the response
around most of the back decreases. However, the minimum
response does not occur at the very back. Instead, the very
back of the sphere exhibits the so-called ‘‘bright spot,’’
which can be explained by arguing that all the waves propa-
gating around the sphere arrive at that point in phase. At very
high frequencies, the bright-spot lobe becomes extremely
narrow, and the back of the sphere is effectively in a sound
shadow. By contrast, the pressure at the front of the sphere is
doubled, in agreement with Eq.~12!.

Figure 2 shows this same information plotted on a dB
scale against normalized frequency for 37 different values of
angle of incidence. All of the curves approach 0 dB at low
frequencies. The top curve in Fig. 2 shows the 6-dB increase
or doubling in magnitude for frontal incidence at high fre-

quencies. The response is approximately 3 dB above the
free-field value when the normalized frequency is unity,
which supports the statement that the pointm51 separates
low from high frequencies. For the standard 8.75-cm head
radius~Hartley and Fry, 1921!, this corresponds to about 625
Hz. As the angle of incidence increases, this high-frequency
rise changes to a high-frequency rolloff, with the maximum
attenuation occurring aroundu5150 degrees. The strong in-
terference ripples in the response are visually striking. By
contrast, the response at the back of the sphere stays quite
flat out to m'20 , which is another manifestation of the
bright spot.

B. Frequency response—range dependence

The responses at 0 and 150 degrees can be thought of as
providing rough bounds on the frequency response. Figure 3
shows that these bounds separate as the source approaches

FIG. 1. Polar plots of the magnitude of the transfer function for an infinitely
distant source. A bulge in the response starts to become distinct when the
normalized frequency is around 1, i.e., when the wavelength equals the
circumference of the sphere. As the frequency increases, the response at the
front of the sphere approaches twice the free-field response. In addition, the
response on the shadowed side of the sphere becomes progressively smaller,
except for the celebrated ‘‘bright spot’’ at the back of the sphere.

FIG. 2. Magnitude response for an infinitely distant source. Roughly speak-
ing, the response is flat when the angle of incidence is around 100 degrees,
exhibits a 6-dB boost at high frequencies near the front of the sphere, and–
except for the bright spot at the very back–falls off with frequency around
the back of the sphere. Interference effects caused by waves propagating in
various directions around the sphere introduce ripples in the response that
are quite prominent on the shadowed side.

FIG. 3. Effect of range on the magnitude response.~The responses shown
are relative to the free-field pressure at the center of the sphere, so that the
general inverse range effect is not included.! These curves provide rough
bounds on the response at different angles of incidence, with the maximum
occurring atu50 degrees and the minimum aroundu5150 degrees. Note
that as the source approaches the sphere, the response increases on the near
side and decreases on the far side. This results in the possibility of having
large interaural level differences at low frequencies.
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the sphere. The response on the near side increases and the
response on the far side decreases for all frequencies. It is not
surprising that the near-side response gets quite large as the
source approaches the sphere, but somewhat less intuitive to
see that the response on the far side drops below the free-
field response, even at low frequencies.

Another general characteristic is that the difference be-
tween the responses at low and high frequencies diminishes
on the near side, but increases on the far side. For example,
when r51.25, the extra high-frequency rise at the front of
the sphere, instead of being 6 dB, is only about 2 dB. This is
consistent with the informal experience of a relative increase
in the low-frequency content of close sound sources.

These two effects combined imply that the low-
frequency interaural level difference~ILD ! becomes even
further exaggerated as the source approaches one ear. As
Blauert~1997! points out, human ears are not located across
a diameter, but are set back about 10 degrees. Figure 4~a!
shows the ILD for an infinitely distant source, assuming that
the ‘‘ears’’ are located atu56100 degrees. Note that the
ILD is quite small for normalized frequencies below unity.
By contrast, whenr52, the low-frequency ILD exceeds 10
dB @see Fig. 4~b!#, and whenr51.25 it exceeds 20 dB@see
Fig. 4~c!#. Figure 5 shows that the ILD at an azimuth of 100

degrees becomes very large asr approaches unity, even at
low frequencies. This development of a large ILD at low
frequencies would seem to be a major cue indicating that a
sound source is very close.

C. Impulse response

While the phase response contains useful information
about the temporal response, it is more illuminating to invert
the transfer functionH(r,m,u) and obtain the normalized
HRIR h(r,t,u):

h~r,t,u!5E
2`

`

H~r,m,u!e2 i2pmt dm, ~13!

wheret is the normalized time given by3

t5
ct

2pa
. ~14!

Figure 6 shows the results of evaluating this integral numeri-
cally for the case of an infinitely distant source. Many fea-
tures of the frequency response are reflected in the impulse
response. For example, notice how the amplitude of the pulse
drops off and its width increases as the angle of incidence

FIG. 6. The theoretical impulse response for an infinitely distant source. The
overshoot for small angles of incidence corresponds to the 6-dB boost of
high frequencies. As the angle of incidence increases, the pulse is delayed
and low-pass filtered by head shadow. Near the back, the effect of waves
traveling around the other ‘‘side’’ of the sphere becomes more visible. This
is the source of the interference ripples in the magnitude response. The
‘‘bright spot’’ emerges where the various waves arrive at the back of the
sphere in phase.

FIG. 4. The interaural level difference~ILD ! versus azimuth, assuming that
the ears are located atu56100 degrees;~a! r5100, ~b! r52, ~c! r51.25.
The maximum low-frequency ILD is negligible for a distance source, but
becomes quite large as the source approaches the sphere.

FIG. 5. The ILD when the azimuth to the sound source is 100 degrees. Note
that very substantial low-frequency ILD’s occur as the source approaches
the sphere.
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increases, corresponding to the rolloff in response at high
frequencies. The overshoot~negative dip in response! that
appears for incidence angles below 90 degrees corresponds
to the fact that high frequencies are boosted at those angles.

As the angle of incidence approaches 180 degrees, the
bright spot becomes prominent in the HRIR. Moreover, the
visual appearance of the graph strongly suggests that the im-
pulse ‘‘ridge’’ continues on through the bright spot. One can
interpret the overall response as being composed of two
ridges, a lower ridge that is due to a wave propagating
around one ‘‘side’’ of the sphere, and an upper ridge that is
due to a wave propagating around the other ‘‘side,’’ with the
bright spot occurring where these two waves join and rein-
force one another. Of course, this is a very crude approxima-
tion. In particular, adding just these two ridges does not ac-
curately account for either the height of the bright spot or the
nearby behavior. However, it explains why the response for
incidence angles between 150 and 170 degrees contains two
prominent pulses in the time domain, and it qualitatively
explains the corresponding pattern of ripples in the fre-
quency domain at all incidence angles.

Figure 7 shows the HRIR forr51.25. As one would
expect from Fig. 3, as the source is brought closer to the
sphere, the response becomes stronger on the near side and
weaker and broader on the far side. There is also a difference
in the arrival times. In particular, the difference between ar-
rival at the near side and arrival at the far side is smaller at
long ranges~Fig. 6! than at close range~Fig. 7!.

D. Time delay and minimum-phase reconstruction

There are several ways to define the arrival time of a
pulse. While group delay is frequently employed, it is fre-
quency dependent, being significantly greater at low frequen-
cies than at high frequencies~Kuhn, 1977, 1987!. With ex-
perimentally measured data, it is convenient simply to use
Dt0.15, the time at which the pulse first exceeds 15% of its
maximum amplitude; this same definition is used to compute
the normalized arrival time forh(r,t,u), Dt5cDt0.15/2pa.

The open circles in Fig. 8 show how this normalized
arrival time varies with the angle of incidence for two dif-
ferent normalized ranges,r51.25 andr5100. These two

curves are close to the curves forr51 andr5`, and thus
more or less bound the results at intermediate ranges. Since
Dt is the~normalized! difference between the time of arrival
at the surface of the sphere and the free-field time of arrival
at the center of the sphere, when the angle of incidenceu is
zero,Dt is negative and is independent of range. At larger
incidence angles,Dt becomes larger as the source ap-
proaches the sphere. In addition, the interaural time differ-
ence ~ITD!, which can be computed fromDt(u1100
degrees)2Dt(u2100 degrees), also becomes larger as the
source approaches the sphere.

A different method for measuring the time delay was
also investigated. Lethmp(r,t,u) be the minimum-phase re-
construction ofh(r,t,u). It is well known that minimum-
phase reconstruction removes any linear-phase terms associ-
ated with pure time delay~Oppenheim and Schafer, 1989!.
Indeed, minimum-phase reconstructions are commonly used
to time-align impulse responses. Whenhmp(r,t,u) was
computed for many different values ofr andu, it was found
that, except for time shift, the results were essentially iden-
tical to h(r,t,u). The time delay was then computed by
maximizing the cross-correlation betweenhmp(r,t,u) and
h(r,t,u). The results were very close to the 15% rise-time
results. An interesting byproduct of this investigation was the
observation that the HRIR for an ideal sphere appears to be
minimum phase for all ranges and incidence angles.

A well-known ray-tracing formula due to Woodworth
and Schlosberg~1962! can be extended to get useful approxi-
mate equations for the time delay and the ITD~Blauert,
1997, p. 76!. As Fig. 9 illustrates, there are two cases, one in
which a ray from the source goes directly to the observation
point, and one in which the wave must travel from a point of
tangency around the sphere to the observation point. If the
speed of propagation is assumed to bec both in air and
around the surface, a simple geometrical argument shows
that the normalized time differenceDt between the time that
the wave reaches the observation point and the time that it
would reach the center of the sphere in free field is given by

FIG. 7. The theoretical impulse response for a source that is close to the
surface of the sphere~r51.25!. The response drops quite rapidly with azi-
muth, and the maximum time delay is longer than in Fig. 6.

FIG. 8. The delay in arrival time relative to free-field arrival at the center of
the sphere. The solid lines are from the Woodworth/Schlosberg ray-tracing
formula. The open circles are computed from the theoretical solution as the
first time that the impulse response exceeds 15% of its maximum value.
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Dt5
cDt

2pa

5H 1

2p
~Ar222r cosu112r!, if 0<u<u0 ,

1

2p
~u2u01Ar2212r!, if u0<u<p,

~15!

where

u05sin21~1/r!, r>1. ~16!

The solid-line curves in Fig. 8 show the predictions of this
simple model forr 51, 1.25, and̀ . The agreement with the
15% rise time results is very good, with the maximum error
being 2.4% atu5170 degrees.

Finally, Fig. 10 shows bounds on the ITD computed
from Eqs.~15! and ~16! under the assumption that the ears
are located atu56100 degrees. The upper bound corre-
sponds to a source at the surface of the sphere (r51), and
the lower bound corresponds to a source at infinity. Bringing
the source closer to the sphere increases the ITD, the maxi-
mum increase being 25.7%~0.0908 normalized units, corre-
sponding to 146ms for the 8.75-cm standard head radius!.
Brungart and Rabinowitz~1996! obtained essentially the

same results using the phase delay. They pointed out that
humans are insensitive to time delays above 700ms, and the
results shown here support their conjecture that changes in
the ITD probably do not provide significant information
about range.

III. EXPERIMENTAL MEASUREMENTS

The theoretical results presented above are based on as-
sumptions that cannot be met by any physically realizable
system~such as the assumption of an ideal point source!.
Nonetheless, the validity of the basic theory is well estab-
lished. Although the results of a number of experimental
studies of the diffraction of sound by a sphere are reported in
the literature, acoustical measurements showing the range
dependence of the ILD and ITD were not available. Further-
more, modern techniques for measuring acoustic transfer
functions provide a significant improvement over prior tech-
niques, especially in terms of their sensitivity to noise. These
considerations led to the following experimental study.

A. Procedure

The response at the surface of a sphere was measured
using the same DSP-based techniques currently being em-
ployed for measuring human HRTFs. The measurements
were made with the Snapshot™ system manufactured by
Crystal River Engineering. For each response measurement,
this system generated two computer-generated sequences of
pseudo-random noise signals called Golay codes. These sig-
nals were used to drive a 6.4-cm-diam Bose Acoustimass™
loudspeaker. Signals picked up by the pair of blocked-
meatus microphones~typically inserted in the subject’s ear
canals! were digitized at 44.1 kHz. Snapshot’s oneshot func-
tion was used to recover the impulse responses without ad-
ditional compensation or normalization. A record length of
256 samples corresponded to about 5.8 ms and provides a
frequency resolution of 172 Hz.

For this study, a single microphone was inserted in a
hole drilled through an 3.6-kg, 10.9-cm radius~27-in. cir-
cumference! bowling ball. The ball was mounted on a 1.3-
cm-diam vertical threaded rod rotated by a motor in 5 degree
increments. The ball was positioned in the center of a 535
33-m3 anechoic chamber at the University of California at
Davis. The center of the ball was 1 m from the chamber
floor. Preliminary experiments revealed that the blocked-
meatus microphone did not exhibit the expected 6-dB rise at
high frequencies, presumably because its 9.5-mm diameter
~which is a quarter of a wavelength at 9 kHz! was too large
relative to the wavelength. A comparison of the directional
variation in the response of the blocked-meatus microphone
to that of an Etymotic Research ER-7C probe microphone
led to the conclusion that the former exhibited substantial
reduction in its response at normal incidence. Thus, the
blocked-meatus microphone was replaced by an ER-7C
probe microphone. The ER-7C’s probe tube was 76 mm
long, with a 0.95 mm o.d. and 0.5 mm i.d. The body of the
microphone was fully contained within the bowling ball,
with the probe tip being flush with the bowling ball’s sur-
face.

FIG. 9. Geometry for the Woodworth/Schlosberg formula. The wave is
assumed to travel with a constant velocityc, whether the distance is the
straight line distanced1 from the source to the observation point, or the sum
of distanced1 from the source to a point of tangency and the distanced2

around the sphere to the observation point.

FIG. 10. Bounds on the normalized interaural time difference computed
from the Woodworth/Schlosberg formula, assuming that the ears are located
at u56100°. In general, the ITD is not very sensitive to range.
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The loudspeaker, which was mounted on a microphone
stand, was located at a distancer from the center of the ball,
with the principal axis of the loudspeaker directed at the
center of the ball. Measurements were made forr513.5, 16,
22, 33, 55, 109, and 218 cm, which corresponded tor51.25,
1.5, 2, 3, 5, 10, and 20, respectively. In addition, free-field
measurements were made at each range to allow compensa-
tion for the loudspeaker and microphone transfer functions.

B. Measured response

The experimental HRTF was free-field compensated by
dividing the FFT of the measured impulse response by the
FFT of the free-field response. To reduce the noise and irrel-
evant fine structure in the measurements, rms values were
obtained by smoothing the squared magnitude of the transfer
function. A simple constant-Q filter with a Gaussian kernel
whose standard deviation was 10% of its center frequency
was employed. The resulting frequency response curves for a
distant source (r520) are shown in Fig. 11. Although there
are discrepancies, these results are in general agreement with
the theoretical curves shown in Fig. 2. The low-frequency
response approaches 0 dB at all incidence angles. At normal
incidence~u50 degrees!, the magnitude response increases
with frequency. The response is up about 3 dB atm51 and
6 dB at large values ofm. As the angle of incidence in-
creases, the high-frequency response begins to drop off. For
u5150 degrees, the response is down about 13 dB atm
530, which agrees very well with the theory.

To facilitate comparisons between the theoretical and
measured responses, Fig. 12 shows both results for four re-
vealing incidence angles—0, 90, 150, and 180 degrees. Here
the theoretical curves are smoothed with the same auditory
filter used to smooth the experimental data. Fig. 12~a! is for
r520, Fig. 12~b! for r55, and Fig. 12~c! for r52. The
results at other ranges are basically similar, and show a good
correspondence between theory and measurements. How-
ever, forr51.25 andr51.5 we observed a strong reflection
between the ball and the speaker in the vicinity of normal
incidence, which produced prominent notches in the 0-

degree curve. Physical sound sources are always spatially
extended, and one expects the experimental results to depart
from theory at close range.

There are two clear differences between the measured
and the theoretical results that appear in all of the ranges
measured. The first is that there are discrepancies between
the ripple patterns above 2 kHz. This is probably due to
small angular errors, since the frequencies at which the in-
terference effects occur are quite sensitive to the angle of
incidence. The second is a reduction in the measured high-
frequency response atu5180 degrees, which reduces the
strength of the bright spot. This is also probably due to small
alignment errors, plus the presence of the supporting rod, the
exiting microphone cable, and other imperfections that dis-
turb the wave propagation from what would occur with a
perfect sphere. These discrepancies could undoubtedly be re-

FIG. 11. Experimental measurement of the magnitude response for a
10.9-cm radius bowling ball,r520 ~cf. Fig. 2!. The squared magnitude of
the transfer function was smoothed with an auditory filter having aQ of 10.

FIG. 12. Comparison between the theoretical and measured responses at
four different angles of incidence.~a! r520, ~b! r55, ~c! r52. Forr,2, the
source is no longer well approximated by a point source.
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duced by more careful experimental techniques. However,
extremely controlled conditions are not feasible for human
HRTF measurements. Since human heads, necks and torsos
introduce much greater perturbations, it is not surprising that
phenomena such as bright spots that depend critically on
geometry can be overlooked in human HRTF measurements.

Figure 13 shows the HRIR obtained by inverse trans-
forming the free-field-compensated HRTF forr520 and in-
terpolating by a factor of 4 to smooth the curves. Again, the
results are basically similar to the theoretical predictions~cf.
Fig. 6!. The amplitude of the pulse drops off and broadens in
the same way, and a bright spot in fact appears where the
two ‘‘ridges’’ cross. The visually most prominent difference
between experiment and theory appears in the fairly large
number of low-amplitude waves that follow the primary re-
sponse. These are probably due to reflections caused by
waves propagating through the interior of the bowling ball.

Figure 14 shows the time delay computed from the ex-
perimentally measured HRIR’s using the 15% rise-time defi-
nition for the casesr52 ~open circles! andr520 ~ 3’s!. As
in Fig. 8, the solid lines are computed using Woodworth and
Schlosberg’s approximate formula. Once again, this simple
formula provides a very good approximation.

IV. DISCUSSION

There is a long history of research on the diffraction of
sound by a rigid sphere that dates back at least to the classi-

cal work by Lord Rayleigh~Strutt, 1904, 1945!. Hartley and
Fry ~1921! presented theoretical graphs showing the azimuth
and range dependence of the ILD and the interaural phase
difference~IPD!. They conjectured that the auditory system
could determine both the azimuth and the range for the
source of a pure tone from the ILD and the IPD taken jointly.
Wightman and Firestone~1930! tested this conjecture experi-
mentally, and reported that people were unable to judge the
distance to pure tones from this information. Similar failures
were later reported by Coleman~1962!. Without referring to
this earlier work, Hirsch~1968! used a simple inverse-square
approximation to show that, in theory, the range to a source
could be determined from the ratio of the interaural time
difference to a percentage interaural intensity difference.
Molino ~1973! refined Hirsch’s analysis, but again found that
human subjects were unable to distinguish five different am-
plitude normalized sources at ranges of 3 to 38 ft when pure
tones~1000 and 8000 Hz! were used.

It is now understood that such dry, narrow-band stimuli
usually do not produce images of auditory events that are
heard as external to the listener’s head, and so distance judg-
ments will be particularly difficult for subjects to make. The
issue of externalization is critically important to psycho-
physical studies of the apparent distance of stimuli presented
via headphones. Not only are wideband signals needed for
good directional judgments, but the inclusion of indirect
sound~reflections and/or reverberation! is also required for
the best externalization~Durlachet al., 1992!. Without psy-
chophysical studies of apparent distance employing adequate
stimuli, it is difficult to discuss further the importance of the
range dependence of the ILD and the IPD in human distance
perception.

Earlier work has also been done on comparing acousti-
cal measurements and diffraction theory. Wiener~1947! pro-
vided experimental verification of Rayleigh’s solution for an
infinitely distant source by measuring the pressure at the sur-
face of a smoothly finished 9.7-cm-radius wooden sphere in
an anechoic chamber. He used a probe microphone and a
sinusoidal source located about 2 m from the center of the
sphere. While Wiener’s results exhibit considerable variabil-
ity and do not include range dependence, they do confirm the
basic features of the theoretical solution. For the case of an
infinitely distant source, Feddersenet al. ~1957! experimen-
tally confirmed the accuracy of Woodworth and Schlosberg’s
formula for the ITD, and Kuhn~1977, 1987! used the phase
response to derive the ITD from Rayleigh’s solution.
Rabinowitzet al. ~1993! presented the range-dependent the-
oretical solution. Brungart and Rabinowitz~1996! subse-
quently used this result to determine both the ILD and the
ITD as functions of range, and observed that while the ILD
varies strongly with range, the ITD is not very sensitive to
range.

The results reported in this paper extend this earlier
work by presenting an algorithm for computing both the
HRTF and the HRIR for any range and angle of incidence,
and by confirming these results experimentally. The time-
domain results illuminate the somewhat puzzling character
of the bright spot, and the ripples that appear in the fre-
quency response in the vicinity of the bright spot. Although

FIG. 13. Experimental measurement of the impulse response for a 10.9-cm
radius bowling ball,r520 ~cf. Fig. 6!. The smaller waves following the
main pulse are probably due to reflections within the ball.

FIG. 14. Comparison of arrival times as measured from the impulse re-
sponse and calculated by Woodworth and Schlosberg’s formula.
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it is an oversimplification to say that these phenomena are
due to two waves propagating around the two ‘‘sides’’ of the
sphere, this interpretation provides a simple and useful first
approximation.

V. CONCLUSIONS

To summarize, both the theoretical and experimental
data confirm that the variation of low-frequency ILD with
range is significant for ranges smaller than about five times
the sphere radius. The impulse response provides direct evi-
dence that the ITD is not a strong function of range. The time
delay is well approximated by the well-known ray-tracing
formula due to Woodworth and Schlosberg. Finally, except
for this time delay, the HRTF for the ideal sphere appears to
be minimum phase, permitting exact recovery of the impulse
response from the magnitude response in the frequency do-
main.
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APPENDIX A: RECURSION RELATIONS

The basis for the algorithm by Bauch and Cooper~1980!
is the following recursion relation for spherical Hankel func-
tions ~Morse and Ingard, 1968, Chap 7.2!:

hm~x!5
2m21

x
hm21~x!2hm22~x!, m52,3,. . . ,

~A1!

where

h0~x!5
eix

ix
and h1~x!52 i F 1

ix
2

1

~ ix !2Geix. ~A2!

The computation ofhm(x) can be significantly simplified by
defining an auxiliary functionQm(z) through the equation

hm~x!5QmS 1

ix D ~2 i !meix. ~A3!

It is not hard to show thatQm(z) satisfies the recursion equa-
tion

Qm~z!52~2m21!zQm21~z!1Qm22~z!, m52,3,...,

~A4!
where

Q0~z!5z and Q1~z!5z2z2. ~A5!

Thus,Qm(z) is a simple polynomial inz that can easily be
computed recursively. Furthermore, by using the recursion
relation ~see Morse and Ingard, 1968, Chap 7.2!

hm8 ~x!5
1

2m11
@mhm21~x!2~m11!hm11~x!#, ~A6!

one can employ Eqs.~A1! and ~A3! to obtain

hm8 ~x!5FQm21S 1

ix D2
m11

ix
QmS 1

ix D G~2 i !~m21!eix,

~A7!

where the casem51 can be included by definingQ21(z)
5z. Thus, the derivative of the spherical Hankel function
can also be computed directly from theQ polynomials. In
addition, the Legendre polynomials can also be computed
recursively through

Pm~x!5
2m21

m
xPm21~x!2

m21

m
Pm22~x!, ~A8!

where

P0~x!51 and P1~x!5x. ~A9!

Finally, by combining Eqs.~7!, ~8!, ~A3!, and~A7!, we ob-
tain

H~r,m,u!5
r

im
e2 im (

m50

`

~2m11!Pm~cosu!

3
Qm~1/imr!

m11

im
QmS 1

im D2Qm21S 1

im D , r.1,

~A10!

where the complex polynomialsPm and Qm are computed
recursively through Eqs.~A4!, ~A5!, ~A8!, and~A9!. An al-
gorithm based on these relations that can be converted di-
rectly into a MATLAB® or a Mathematica™ program is
given in Appendix B.

APPENDIX B: THE HRTF ALGORITHM

The following pseudo-code defines an algorithm for
evaluating Eq.~A10!. It assumes that variables and expres-
sions can have complex values. The first two terms in the
series are explicitly computed, and the use of recursion starts
with m53. Iteration stops when the fractional change falls
below a user-supplied threshold for two successive terms.
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function H 5 sphere(a, r, theta, f, c, threshold)
x 5 cos(theta);
mu 5 (2 * pi * f * a) / c;
rho 5 r / a;
i 5 sqrt(-1);
zr 5 1 / (i * mu * rho);
za 5 1 / (i * mu);
Qr2 5 zr;
Qr15 zr * (1 - zr);
Qa2 5 za;
Qa1 5 za * (1 - za);
P2 5 1;
P1 5 x;
sum 5 0;
term 5 zr / (za * (za - 1));
sum 5 sum 1 term;
term 5 (3 * x * zr * (zr - 1) ) / (za * (2 * zaˆ2 - 2 * za 1 1) );
sum 5 sum 1 term;
oldratio 5 1; newratio 5 abs(term)/abs(Sum);
m 5 2;
while (oldratio . threshold) or (newratio . threshold),

Qr 5 - (2 * m - 1) * zr * Qr1 1 Qr2;
Qa 5 - (2 * m - 1) * za * Qa1 1 Qa2;
P 5 ( (2 * m - 1) * x * P1 - (m - 1) * P2) / m;
term 5 ( (2 * m 1 1) * P * Qr) / ( (m 1 1) * za * Qa - Qa1);
sum 5 sum 1 term;
m 5 m 1 1;
Qr2 5 Qr1; Qr15 Qr; Qa2 5 Qa1; Qa1 5 Qa; P2 5 P1; P1 5 P;
oldratio 5 newratio; newratio 5 abs(term)/abs(Sum);

end while ;
H 5 (rho * exp(- i * mu) * Sum) / (i * mu);

end function ;

1See Morse and Ingard~1968, Chap 7!. Because we useei (kr2vt) instead of
ei (vt2kr) to represent a traveling wave, our formulas agree with those in
Morse and Ingard~1968! and in Bauck and Cooper~1980!, but are the
complex conjugates of the formulas in Kuhn~1977! and in Rabinowitz
et al. ~1993!.

2The classical HRTF relates the pressure at the source to the pressure at the
head. While the pressure at an ideal point source is infinite, the pressurep«

at a small sphere of radiusr « surrounding the source is approximately
@(2 ivr0Sv)/(4pr «)#eivt. The transfer functionH« from this small sphere
to the diffracting sphere is given by

H«5
ps

p«
5

ps

pf f

pf f

p«
5H

r«

r
eikr5H

r«

r
eiv~r/c!.

In the time domain, the phase factoreiv(r /c) corresponds to the propagation
delay of r /c. Thus, except for the uninteresting constant scale factorr « ,
one can useH to find the classical HRTFH« merely by adding the effects
of propagation delay and dividing by the range.

3It should be noted that the time scaling of the impulse response function
also leads to amplitude scaling. Thus, the unnormalized impulse response is

given by ĥ(r ,t,u)5(c/2pa)h(r /a,ct/2pa,u). This amplitude scaling
guarantees that the area under the impulse response is the dc value of the
transfer function.
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The effect of changes in hearing status on speech sound level
and speech breathing: A study conducted with cochlear
implant users and NF-2 patients

Harlan Lane,a) Joseph Perkell,b) Jane Wozniak, Joyce Manzella,
Peter Guiod, Melanie Matthies,c) Mia MacCollin,d) and Jennell Vick
Massachusetts Institute of Technology, Research Laboratory of Electronics,
Room 36-511, 50 Vassar Street, Cambridge, Massachusetts 02139
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According to a dual-process theory of the role of hearing in speech production, hearing helps
maintain an internal model used by the speech control mechanism to achieve phonemic goals. It also
monitors the acoustic environment and guides relatively rapid adjustments in postural parameters,
such as those underlying average speech sound level and rate, in order to achieve suprasegmental
goals that are a compromise between intelligibility and economy of effort. In order to obtain
evidence bearing on this theory, acoustic and aerodynamic measures were collected from seven
adventitiously deaf speakers who received cochlear implants, three speakers who had severe
reduction in hearing following surgery for Neurofibromatosis-2, and one hard of hearing speaker.
These speakers made recordings of the Rainbow Passage and an English vowel inventory before and
after intervention. All but one of the postlingually deaf speakers who received prosthetic hearing
reduced speech sound level, SPL. Three of these significantly increased a measure of inferred glottal
aperture,H1 –H2, and their session means for these two parameters were inversely correlated
longitudinally. All but one of the speakers terminated respiratory limbs closer to functional residual
capacity~FRC! once prosthetic hearing was supplied. Finally, the implant users’ average values of
air expenditure moved toward normative values with prosthetic hearing. These results are attributed
to the mediation of changes in respiratory and glottal posture aimed at reducing speech sound level
and economizing effort. ©1998 Acoustical Society of America.@S0001-4966~98!04211-8#

PACS numbers: 43.70.Dn, 43.70Aj, 43.70.Fq, 43.66.Ts@AL #

BACKGROUND

Research on the consequences of long-term changes in
hearing for speech has led us to put forth a dual-process
theory of the role of auditory feedback in the production of
speech~Perkell et al., 1997!. Essentially, that theory pro-
poses that the speaker’s hearing serves to ensure his or her
intelligibility with minimal expenditure of effort. To achieve
this, hearing is used to regulate two speech production pro-
cesses: maintenance of an internal model and posture setting.
In the first process, hearing maintains a robust internal model
of the relation between articulation and sound output, which
is used by the speech control mechanism to achieve acoustic
or perceptual phonemic goals that represent a compromise
between intelligibility and economy of effort.@On that com-
promise, see Lindblom and Engstrand~1989!.# In the second
process, the speaker’s hearing monitors the acoustic environ-
ment and guides relatively rapid adjustments in his or her
postural parameters, such as those underlying average speech
sound level and rate, in order to achieve suprasegmental
goals that are also a compromise between intelligibility and
economy of effort. Those suprasegmental goals include com-

municatively appropriate values of speech sound level and
rate, and inflection ofF0 and SPL contours~Lane et al.,
1997!.

In order to test and refine this theoretical framework, we
have been eliciting speech samples, over periods as long as 5
years, from two groups of subjects who have undergone
long-term changes in hearing status; namely, deafened adults
who have received cochlear prostheses, and patients with
bilateral vestibular schwannomas~neurofibromatosis-2 pa-
tients, NF-2! who experience severe reduction in hearing ca-
pacity after surgery for removal of these ‘‘acoustic neuro-
mas.’’ It is well known that a particularly robust effect of
short-term changes in hearing status is alteration of speech
sound level. The speaker’s average sound level increases
when the perceptible transmission conditions deteriorate
through either an increase in noise level~the Lombard effect!
or a decrease in signal level@i.e., the level of the speaker’s
auditory feedback, Black~1951!#. In complementary fashion,
the speaker’s average sound level decreases with enhanced
signal-to-noise~S/N! ratios: speakers whose auditory feed-
back is amplified speak more softly~Lane et al., 1970;
Fletcheret al., 1918!, possibly to economize on effort; Rus-
sell et al. ~1998! have shown that as SPL rises above a com-
fortable speaking level, speech breathing requires more en-
ergy. These short-term changes in speech sound level are
consistent with the hypothesis that the speaker infers trans-
mission conditions from perceptible signal and noise param-
eters and makes postural adjustments in speech breathing

a!Also at Northeastern University, Boston, MA 02115. Electronic mail:
lane@speech.mit.edu

b!Also at Dept. of Brain and Cognitive Sciences, MIT, Cambridge,
MA 02139.

c!Also at Boston University, Boston, MA 02215.
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and laryngeal parameters that help to maintain adequate lev-
els of intelligibility at minimal expenditure of effort.

In a study of long-term changes in vowel parameters
with deafened adults~who later received cochlear prosthe-
ses!, we found~Perkellet al., 1992! that our speakers read a
vowel inventory with anomalously high SPL, averaging 88
dB across the four speakers@about the mean value for ‘‘loud
voice’’ in normally hearing speakers reported by Holmberg
et al. ~1994!; also see Lederet al. ~1987!#. Those speakers
reduced SPL an average of 9 dB~placing them at the Holm-
berget al.mean for ‘‘normal voice’’! once they had received
their implants and their speech processors were activated.
Thus our speakers seem to have used their hearing to moni-
tor the acoustic environment and to regulate sound level.
What adjustments in postural parameters did they make to
accomplish this?

In a preliminary report on changes in speech breathing
parameters following cochlear prosthesis, with three of the
four speakers who served in our vowel study just cited, we
found that all subjects, following processor activation,
changed their volume of air expended per syllable~LVE/syl!
~and their average flow rate! toward normative values during
readings of the Rainbow Passage.@Those readings were in-
terleaved in the same recording sessions with the readings of
the vowel inventory~Lane et al., 1991!#. We inferred from
these findings that our speakers, while deaf, may have
adopted unsuitable glottal postures that interacted with res-
piratory postures, such as those underlying average inspira-
tory and expiratory levels, in determining air expenditure.
We speculated that glottal posture may be difficult to moni-
tor without hearing. Our subsequent study of vowel param-
eters cited above also reported an indirect index of glottal
aperture~the difference in amplitude between the first and
second harmonics in the acoustic spectrum,H1 –H2, during
vowel production! along with measures of SPL on the same
tokens. The three implant users in the vowel study who re-

duced speech sound level substantially with processor acti-
vation, an average across the speakers of 11.2 dB, increased
H1 –H2 an average of 4.7 dB. Moreover, session means of
H1 –H2 and SPL were correlated longitudinally; the mean
product-moment correlation for the three speakers was
r 520.64. Thus with some hearing restored, some of the
speakers may have achieved SPL reductions, at least in part,
with increases in glottal aperture.

To explore further the pattern of changes in speech
sound level, speech breathing, and glottal aperture under
changes in hearing status, the present study examined
changes in six respiratory parameters and two acoustic pa-
rameters following interventions that provided or, on the
contrary, seriously degraded hearing during speech. Seven of
the 11 subjects were deafened adults who received cochlear
implants.~Three of these had served for a much shorter pe-
riod in the preliminary study of speech breathing with co-
chlear prostheses.! There were also three NF-2 patients
whose hearing was severely reduced following surgery for
removal of vestibular schwannomas and one NF-2 patient
who was hard of hearing and did not undergo any acute
change in hearing status.

I. METHOD

A. Subjects

Subject characteristics are given in Table I. Eleven sub-
jects served in this experiment: seven were deaf adults who
received cochlear implants~‘‘C’’ in the table!. Three of these
had served in the preliminary study~Laneet al., 1991! for a
mean of 11 months after processor activation, but were now
followed for an average of 1.8 years longer and now their
speech sound levels and inferred glottal apertures were ana-
lyzed in conjunction with the respiratory measures. Three
subjects were patients with neurofibromatosis-2~NF-2; des-
ignated ‘‘N’’ !, whose auditory nerves were severed during

TABLE I. Subject characteristics and percent correct scores on tests of vowel and consonant identification pre- and/or post-intervention. Speakers with
cochlear implants are designated by ‘‘C,’’ NF-2 patients who underwent surgery by ‘‘N,’’ females by ‘‘F,’’ males by ‘‘M’’ HMA is a hard-of-hearing male
NF-2 patient who received no intervention.

Speakers

Cochlear implant users NF-2 patients

CFA CFB CFC CMA CMB CMC CMD HMA NFA NFB NMA

Age at onset of
change in hearing

18 21 2 0 4 10 0 33 17 17 27

Age at onset of
profound loss

33 40 47 31 4 56 36 N/A 27 22 32

Age at intervention 51 50 47 35 46 56 36 N/A 27 22 32
Age at last
recording

56 52 49 35 49 59 37 53 31 23 35

Height ~cm.! 158 158 170 185 180 185 178 183 168 165
Weight ~kg.! 50 80 59 91 84 84 84 77 67 53
Smoker N Y N N Y N N N Y N N
Vowel ID Pre
~% correct!

¯ ¯ ¯ ¯ ¯ ¯ ¯ 40 86 94 23

Vowel ID Post
~% correct!

37 80 81 76 50 ¯ 65 58 19 75 13

Consonant ID Pre
~% correct!

¯ ¯ ¯ ¯ ¯ ¯ ¯ 38 89 94 21

Consonant ID Post
~% correct!

48 60 44 49 32 ¯ 49 41 22 44 7
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tumor removal surgery; two of these~NFA and NFB! re-
ceived an auditory brainstem implant~ABI, Brackmanet al.,
1993!. Finally, there was one NF-2 patient who was hard of
hearing ~‘‘H’’ ! and did not undergo any acute change in
hearing status.~Females are labeled ‘‘F,’’ males ‘‘M.’’! Also
shown are subjects’ scores~percent correct! on an identifica-
tion test containing ten vowels and 12 consonants. For co-
chlear implant users, those means are averages over 2–4 test
sessions after processor activation. For NF-2 speakers, mean
identification scores pre-intervention are based on one or two
sessions, post-intervention on 2–4 sessions~except for NFA,
7 sessions!. For HMA, the ‘‘pre’’ scores shown in the table
were obtained during his first visit to the laboratory.

Inspection of the left-hand side of Table I~‘‘Cochlear
implant users’’! shows that hearing loss began in childhood
for four of the seven speakers in this study who received
cochlear implants. Six of the seven had adult onset of pro-
found hearing loss~CMB is the exception!. The period dur-
ing which the speaker was profoundly deaf without a co-
chlear prosthesis varied from a few months to as much as 42
years. After two baseline recording sessions, cochlear im-
plant surgery, and activation of the prosthesis speech proces-
sor, recordings were made over periods from 1 to 5 years.
The table gives the subjects’ age at last recording, as well as
their height, weight and smoker status. At the time of their
last two post-activation recordings, implant users scored an
average of 65% correct on vowel identification and 47% cor-
rect on consonant identification.

The right-hand column of Table I~‘‘NF-2 patients’’!
shows that hearing loss began in adulthood for the hard-of-
hearing speaker and NF-2 speakers. At least two baseline
recordings were made with the NF-2 patients prior to pro-
found loss, which occurred at the time of surgical interven-
tion. These speakers made additional recordings over a pe-
riod of 1–4 years. Examining their vowel and consonant
identification scores in Table I reveals that NFA and NFB
were quite accurate in vowel and consonant identification
pre-intervention. Following tumor removal surgery and im-
plantation of an ABI, NFA and NFB were much less accu-
rate. However, NFB using her ABI, attained scores compa-
rable to those obtained by the cochlear implant users. NMA,
who did not receive an ABI, had low consonant and vowel
identification scores both pre- and post-intervention.

B. Speech elicitation

As the methods for elicitation and measurement of res-
piratory parameters are detailed in Laneet al. ~1991!, and
those for elicitation and measurement of vowel acoustics in
Perkellet al. ~1992!, they will be only summarized here. In
each recording session, the subject read the first paragraph of
the Rainbow Passage~Fairbanks, 1960!, consisting of six
sentences, three times; about 20 min elapsed between each of
the three readings. However, CMA, who had a congenital
hearing loss and limited English literacy, read instead ‘‘A
Trip to the Zoo’’ ~Wilson, 1979!, with seven sentences.
There were at least two pre-intervention baseline recording
sessions and between three and nine post-intervention re-
cordings depending on when the subjects entered the re-
search program and their availability. The median number of

post-intervention recordings was six. Post-intervention re-
cordings with implant users generally were made at intervals
of approximately 0, 4, 12, 24, and 48 weeks, and annually
thereafter. Recordings with NF-2 patients and the hard of
hearing subject were scheduled at intervals of approximately
20, 40, 80, 120, and 160 weeks. The post-intervention re-
cordings began:~1! when the cochlear implant users began to
receive electrical stimulation from their Richards~formerly
Symbion! multichannel cochlear implants~Youngblood and
Robinson, 1988; Eddington, 1983!; ~2! six ~NFB! or 11
~NFA! weeks after the NF-2 patients with ABIs began to
receive electrical stimulation from their implants;~3! 20
weeks following surgery for the NF-2~NMA ! patient who
did not receive an ABI,~4! in his initial visit to the labora-
tory for the hard-of-hearing subject~HMA !. The post-
intervention recordings were scheduled according to a geo-
metric series of time intervals on the evidence from our
earlier studies that speech parameters change more rapidly
shortly after intervention and then often stabilize after a pe-
riod of some months or even years, depending on the subject
and parameter.

C. Data extraction and signal processing

In order to obtain volumetric measures of speech breath-
ing, from which inspiratory and expiratory levels, respiratory
limb volume, and volume of air expended per syllable were
derived, we measured changes in lung volume with an induc-
tive plethysmograph~Respitrace, Ambulatory Monitoring
Inc.!. To compute the change in lung volume resulting from
a respiratory maneuver, the abdominal and rib-cage signals
from the two plethysmograph amplifiers are summed~in
software, after digitizing! after first weighting by a calibra-
tion factor to correct for differences in gain between the two
channels. In order to determine the correct proportion of the
two signals for a given recording session, we had the subject
perform isovolume maneuvers at the beginning and again at
the end of each session. In order to arrive at a scale factor for
converting the summed volume signal to liters, we had each
subject exhale and inhale into a plastic bag that had a cali-
brated volume of 0.8 liters~a ‘‘Spirobag’’!.

Amplified signals from the Respitrace and the micro-
phone were recorded and subsequently low-pass filtered and
digitized simultaneously at two different rates: 10 kHz for
speech and 625 Hz for each of the two respiration signals.
The digitized signals were demultiplexed into two separate
time-aligned files, and the weighted sum of the respiratory
signals was computed and displayed. An operator interac-
tively labeled the beginning and end points of each expira-
tory limb and counted the number of syllables it included,
aided by listening to the synchronized acoustic signal. The
labeled events were accessed for calculating respiratory limb
duration and limb initiation and termination levels in liters
above functional residual capacity~FRC!. The ratio of the
limb excursion to its syllable count is the average volume per
syllable in mL. Articulation rate was estimated as the num-
ber of syllables in the limb divided by the limb duration~any
nonphonated expiratory segments were included in limb du-
ration!. To calculate the average SPL of each respiratory
limb, the average rms value of the recorded, digitized sound-
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pressure signal in each respiratory limb was divided by the
rms value of a calibration tone and the ratio expressed in dB.
This dB value was then added to the metered SPL of the
calibration tone to obtain dB~SPL!.

Three readings of a vowel inventory, comprising eight
English monophthongs spoken in /hVd/ context, were inter-
leaved with those of the Rainbow Passage in each session.
During data extraction from these vowels, the amplitudes of
the first and second harmonics of each vowel token were
determined at vowel midpoint~with a 51.2-ms window!, in
order to obtain a measure of inferred glottal aperture. The
spectral correlates of increased subglottal coupling include
an increase of the relative amplitude of the fundamental and
reduced amplitudes of the higher frequency harmonics~Klatt
and Klatt, 1990!. Thus the amplitude difference between the
first two harmonics in the acoustic spectrum,H1 –H2, is an
indirect index of inferred glottal aperture. There is evidence
thatH1 –H2 is correlated with the open quotient of the glot-
tal waveform and perceived ‘‘breathiness’’ of the voice~cf.
Ladefoged, 1981; Bickley, 1981; Klatt and Klatt, 1990!.
H1 –H2 is corrected for the influence ofF1, but the measure
is invalid when the frequency of the first or second harmonic
in the spectrum is within 150 Hz of the first formant~see
Perkellet al., 1992!.1 ThereforeH1 –H2 results are limited
to the nonhigh vowels.

II. RESULTS: COCHLEAR IMPLANT PATIENTS

Figure 1 presents longitudinal plots of average sound-
pressure level~SPL, left panel!, and average lung volume
expended per syllable~LVE/syl, middle panel! during read-
ings of the Rainbow Passage by each of seven adventitiously
deaf adults before and after receiving cochlear implants.
Also shown for each speaker are average values of the index
of glottal aperture (H1 –H2, third panel! for the nonhigh
vowels measured during readings of a vowel inventory for
English. The vertical line in each graph indicates the refer-
ence week when each speaker’s implant speech processor
was activated. An approximate indication of the range of
normative values is given by the dotted lines, whose separa-
tion equals one standard error around a normative mean. For
SPL, dB means and standard errors for males~77.8, 1.2! and
females~74, 0.9! were taken from Holmberget al. ~1994!.
For LVE/syl, the respective ml means and standard errors
~49, 5; 38, 3! were taken from Hoitet al. ~1990!. Compa-
rable values of LVE/syl were reported for men~48! by Hoit
and Hixon~1987! and for women~35! by Hoit et al. ~1989!.
For H1 –H2, the dB values for women~6.6, 0.9! were taken
from Holmberget al. ~1995!; the mean value for men was set
5.7 dB lower~Klatt and Klatt, 1990!.

The effects of changes in hearing status on speech sound
level, air expenditure, respiratory limb termination levels,
and glottal aperture are considered in turn in the following
four sections.

A. Reductions in speech sound level

Inspection of Fig. 1, left-hand panel, reveals that two of
the deaf speakers~CFC, CMA! read the Rainbow Passage at
mean sound levels within the normative range pre-
intervention and yielded similar values, close to or within the

normative range, in their final two recording sessions with
prosthetic hearing. The remaining five speakers, however,
had a mean baseline speech sound level above the normative
range initially. In each case, an effect of providing prosthetic
hearing was to lower speech sound levels, although CFA and
CMD showed an intermediate rise and CFB and CMC re-
sumed speaking at higher levels after some sessions. In spite
of this considerable fluctuation, the average speech sound
levels in these speakers’ last two recording sessions, with
prosthetic hearing, were reliably lower than in their first two
~baseline! sessions, without prosthetic hearing. Table II con-
trasts average values of speech parameters measured during
the two baseline sessions~pre! with those obtained during
each subject’s last two recording sessions~post!. Also shown
are the differences in the mean parameter values (pre-post
5D), and at test of those differences using matched pairs of
sentences in the Rainbow Passage. The change in mean pa-
rameter values is shown in boldface when statistically sig-
nificant (p,0.05).

Inspection of the first block of data in Table II~labeled
‘‘1’’ ! shows that six of the seven cochlear implant users
significantly reduced SPL, and one significantly increased it.
For all seven cochlear implant users taken together, the mean
change in SPL, during readings of the Rainbow Passage, pre-
to post-processor activation, was a reduction of 2.7 dB@z of
combined t values519.7, p,0.01; cf. Rosenthal~1991!#.
The change in average SPL determined instead from read-
ings of the vowel inventory~Table III, block 1! was some-
what larger: for all implant users pooled, it was a reduction
of 4.3 dB (z56.5, p,0.01). When reading the Rainbow
Passage pre-intervention, all of the deaf speakers but one
~CMA! exceeded the speech sound level normative values in
Holmberget al. ~1994!. The highest female SPL for the pas-
sage in this study was 80 dB~Table II, block 1!. This is the
top of the range for a normal female voice~Holmberget al.,
1994!. CMB had the highest SPL pre-intervention of all the
speakers, 83 dB; the loudest speaker in Holmberget al.
~1994! averaged 85 dB. In summary, these postlingually deaf
speakers tended to speak in an abnormally loud voice and,
when they received prosthetic hearing, characteristically
spoke more softly.

B. Changes in volume of air expended per syllable

In general, implant users’ changes in air expenditure
pre- to post-activation were in the direction of normative
values, although the longitudinal functions show consider-
able fluctuation. Inspection of the middle panel of Fig. 1
reveals that three of the deafened speakers~CMA, CMB,
CMC! initially expended air volumes well above the norma-
tive range while reading the Rainbow Passage. Baseline
measures of LVE/syl pooled over the three speakers aver-
aged 64 ml/syl in the two sessions preceding activation of
their implant speech processors~Table II, block 2!. After
activation, with prosthetic hearing available, these three
speakers rapidly reduced air expenditure and then apparently
stabilized within the normative range. Their pooled average
in the final two sessions was 47 ml/syl.
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Three other deafened speakers, in contrast, initially ex-
pended air volumes well below the normative range. CFA,
CFB, and CMD taken together averaged 29 mL/syl in the
baseline sessions. With some self-hearing restored, they

gradually ~but not monotonically! increased LVE/syl to a
pooled mean of 36 ml/syl. Finally, CFC initially expended
air volumes a little above the normative range and showed
no significant change when comparing baseline and final ses-

FIG. 1. Longitudinal plots of average sound-pressure level~SPL, left panel!, and average lung volume expended per syllable~LVE/syl, middle panel! during
readings of the Rainbow Passage by each of seven adventitiously deaf adults before and after receiving cochlear implants. Also shown for each speaker are
average values of the index of glottal apertureH1 –H2, right panel! for the nonhigh vowels measured during readings of a vowel inventory for English. The
vertical line in each graph indicates the reference week when each speaker’s implant speech processor was activated. An approximate indication of the range
of normative values is given by the dotted lines, whose separation equals one standard error around a normative mean.
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TABLE II. Acoustic and speech breathing parameters during readings of the Rainbow Passage by seven cochlear implant users, three NF-2 patients, and a
hard-of-hearing subject pre- and post-intervention. The change in mean parameter value pre-post~D! is shown in boldface when statistically significant~t test
for matched pairs;p,0.05). (15Volume re: FRC.!

Cochlear implant users NF-2 patients

CFA CFB CFC CMA CMB CMC CMD HMA NFA NFB NMA

Number of sentences N 36 36 36 42 36 36 60 60 54 60 30

Speech sound pre 80 79 76 77 83 82 82 63 73 69 65
level post 71 76 75 76 78 83 80 63 72 65 63

1
SPL ~dB!

D 9 3 1 1 5 21 2 0 1 4 2
t 26 5.5 5.1 2.6 9.5 24.2 9 21.7 1.8 19.8 11

Lung volume per pre 25 30 50 71 63 59 32 35 19 25 26
syllable post 33 36 51 47 48 47 39 33 19 16 37

2
LVE/syl ~ml!1 D 28 26 20.6 21 15 12 27 2 0.4 9 29.7

t 27.4 25.5 20.4 9.2 8.1 5.8 26 3 0.3 12.4 28.5

Lung volume at pre 2.2 77 272 253 2122 2265 262 2184 283 2139 214
limb termination post 8.1 22.8 271 243 225 2231 211 2103 33 29 2132

3
LVT ~ml!1 D 25.9 80 2.5 211 297 233 251 281 295 2130 118

t 20.4 3.3 20.02 20.2 22.5 2.8 22.5 22.5 23.9 26.8 7.2

Lung volume at limb pre 280 478 321 510 402 450 327 337 326 301 216
initiation post 410 450 284 349 442 387 476 412 417 322 229

4
LVI ~ml!1 D 2130 28 37 161 240 63 2149 275 267 221 215

t 23.6 1.1 1.4 2.7 20.9 1.3 25.2 21.9 21.7 20.8 21

Lung volume per pre 94 127 195 183 176 231 136 147 112 142 108
second post 131 162 168 153 149 184 188 141 112 93 135

5
LVE/s ~ml/s!1 D 237 235 27 30 26 48 252 6 20.6 49 217

t 211 27.5 8.7 5.4 5.6 8.3 211 2.2 2.1 14 26.1

Lung volume of pre 278 400 393 563 523 714 389 521 409 440 230
limb post 402 453 355 392 467 618 487 515 384 331 361

6
LVE ~ml!1 D 2124 252 37 171 167 96 298 6 27 110 2133

t 23.8 21.6 1.5 2.8 2 2.6 24.1 0.3 1 5.6 28

Number syllables pre 11.9 13.9 8.2 8.5 9 12.8 12.7 14.8 21.2 17.7 9.4
per limb post 12.1 12.9 7.5 9.1 10.4 13.5 13.5 15.5 21.1 21.3 10.5

7
SYL ~N!

D 20.2 1 0.7 20.6 21.4 20.7 20.7 20.7 0.2 23.6 21.6
t 2.2 1.1 1.4 2.5 22.6 2.8 21.1 21.8 1.3 24.4 22.8

Number syllables Pre 3.9 4.3 4.1 2.7 2.9 4.1 4.4 4.3 6.2 5.7 4.3
per second post 4.1 4.6 3.6 3.4 3.2 4.1 5 4.3 6.1 6.1 3.8

8
~N/s!

D 20.2 20.3 0.5 20.7 20.3 20.1 20.7 20.1 0.1 20.4 0.7

t 21.6 23.5 7 27.9 27.3 20.5 28.2 20.9 0.4 23.5 6.6

TABLE III. Mean sound-pressure level and mean index ofH1 –H2 during readings of the vowel inventory by seven cochlear implant users, three NF-2
patients, and a hard of hearing speaker pre- and post-intervention. The change in mean parameter value pre-post~D! is shown in boldface when statistically
significant~t test for matched pairs;p,0.05).

Cochlear implant users NF-2 patients

CFA CFB CFC CMA CMB CMC CMD HMA NFA NFB NMA

Speech pre 86 85 80 85 94 86 88 82 79 84 73
1 sound post 76 79 78 83 83 89 87 81 81 80 77

level D 10 6 3 2 11 23 1 1 22 4 24

SPL ~dB!
t 20 8 6.7 4.9 10 26.1 4 3.5 28.3 12.1 211.9
N 53 54 50 54 51 53 79 80 80 79 40

Inferred pre 25.2 24.6 2.5 2.1 23.9 23.9 25.4 22.9 24.9 24.0 23.7
2 glottal post 25.2 1.2 2.6 21.6 0.8 25.5 23.7 22.0 27.5 26.6 22.1

aperture D 20.4 25.9 20.4 4.3 24.9 1.4 22 20.9 2.5 2.6 21.4

H1 –H2 ~dB!
t 20.5 211.6 21.1 9.3 26.5 5.1 24.9 22.1 6.9 6.5 22.5

N 25 32 23 24 14 26 49 49 49 50 25
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sions. Her first session after processor activation, however,
showed a rise in air expenditure that was not sustained in
later sessions.

We find evidence, then, that prosthetic hearing provided
to postlingually deafened adults leads to normalization of
their expenditure of air during speech when it was previously
abnormal. We did not undertake to collect normative data
from hearing speakers; however, several such published
studies gave reasonably consistent results. Studying older
males, Solomon and Hixon~1993! found an average air ex-
penditure of 47 ml/syl for the Rainbow Passage and Hoit and
Hixon ~1987! report 48 ml/syl for a different passage. Work-
ing with teenagers, Hoitet al. ~1990! found 49 ml/syl for
males and 38 ml/syl for females; these latter means and their
standard errors demarcate the ranges in the middle panel of
Fig. 1.

C. Changes in limb termination

Five of the seven deaf speakers terminated their respira-
tory limbs below FRC prior to receiving prosthetic hearing;
thus they were encroaching on expiratory reserve. Table II
~block 3! shows the average distance from FRC at limb ter-
mination pre- versus post-processor activation. Congenitally
deaf speakers have also been found to encroach on expira-
tory reserve~Forner and Hixon, 1977; Itoh and Horii, 1985;
Whitehead, 1983!. CFA’s limb termination levels were very
close to FRC while deaf and remained so with prosthetic
hearing. All the remaining speakers after receiving prosthetic
hearing terminated respiratory limbs closer to FRC. Al-
though those changes, considered individually, are reliable
for only three of the six speakers, the combined value of the
sevent tests gives a statistically significant result (z53.3,
p,0.01).

D. Changes in H1 – H2

Inspection of Fig. 1, right-hand panel, reveals that
speakers CFB, CMB, and CMD increased values ofH1 –H2
with prosthetic hearing, moving up toward the normative
range~with some fluctuation in CMD’s case!, indicating that
they had adopted a relatively pressed glottal configuration
while deaf and assumed a more open posture with stimula-
tion from their implants. Their significant increases in
H1 –H2 ~Table III, block 2! were 6, 5, and 2 dB, respec-
tively. Were it not for a drop inH1 –H2 in their last session,
this measure would also have increased significantly for
CFA and CFC. Finally, two speakersreduced H1 –H2 after
processor activation, indicating that they assumed a more
pressed glottal posture: CMA moved from slightly above the
normative range to slightly below it, while CMC reduced a
low value ofH1 –H2 even further.

For the implant users who increasedH1 –H2 signifi-
cantly ~CFB, CMB, CMD!, session means forH1 –H2 were
inversely correlated with those for SPL in readings of the
vowel inventory (r 520.83, 20.93, 20.72; N58, 7, 8, re-
spectively;p,0.05).

III. RESULTS: HARD-OF-HEARING SPEAKER AND
NF-2 PATIENTS

Figure 2 presents longitudinal plots of speech sound
level, lung volume expended per syllable, andH1 –H2 for
the hard-of-hearing male speaker~HMA ! and the three NF-2
patients who had surgery; the format is comparable to Fig. 1,
except for the plots of SPL, where the starting level of they
axis has been lowered to 50 dB to accommodate the lower
speaking levels of the NF-2 subjects. The vertical line in
each graph indicates the reference week when each NF-2
patient had severe reduction in hearing status and, for NFA
and NFB, when each received an auditory brain-stem im-
plant.~For HMA, the vertical line indicates the initial visit to
the laboratory.! In the following, we consider first findings
for the three parameters for the hard of hearing speaker, then
turn to the NF-2 patients and their measures of SPL, LVE/
syl, andH1 –H2.

The hard of hearing subject, HMA, who did not undergo
any acute intervention, maintained SPL, LVE/syl, and
H1 –H2 relatively constant over the three years of recording
sessions~Fig. 2!. Table II ~blocks 1 and 2! shows that he did
not change speaking level from his first two to his last two
sessions, while his LVE/syl dropped 2 ml. This speaker’s
H1 –H2 ~Table III! increased less than 1 dB. However, since
there was little within-session variation of LVE/syl and of
H1 –H2, the small average increases in these parameters
were statistically reliable.

If speakers who regain some hearing reduce SPL, as our
implant users generally did, then speakers like our NF-2 pa-
tients who undergo severe reduction in hearing may be ex-
pected to raise SPL. Considering all 11 speakers, the deaf
speakers had the highest SPL pre-intervention~80 dB aver-
aged across speakers!, whereas the hard of hearing subject
and the NF-2 speakers, who had hearing pre-intervention,
had the lowest SPL means~68 dB!. A comparison of these
NF-2 speakers’ baseline and final two sessions, showed, con-
trary to expectation, that mean speech sound levels werere-
ducedby 1, 2, and 4 dB; however, these averages obscure
considerable variability in speech sound level from session
to session. All three speakers showed an initial rise in speech
sound level in the session immediately after intervention, as
expected~Fig. 2!. NFA’s average SPL then fell for several
sessions, and finally rose again, leaving a comparison of the
first and last two sessions with no significant change. NMA’s
speech sound level also rose initially but then returned to
near baseline values. NFB’s rise in level post-intervention
was attributable to a peculiarly low value just before inter-
vention; final values average 4 dB below baseline. It is dif-
ficult to interpret the findings for NFA and NFB in relation to
the control of speech sound level by hearing because there is
no independent comparison of their perception of the relative
loudness of speech before and after receiving their ABIs.
NFA achieved stress perception scores as high as 90% cor-
rect with her ABI, NFB 80% correct~MTS test; Erber and
Alencewicz, 1976!. Thus it is possible that these speakers,
because of their ABIs, actually perceived their speech to be
louder than pre-intervention. NMA, who had a severe reduc-
tion in hearing capacity and did not receive an ABI, de-
creased SPL in the Rainbow Passage by 2 dB~Table II!,
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contrary to expectation, but he increased it by 4 dB when
reading the vowel inventory~Table III!.

Our finding that six of the seven implant users ap-
proached normative values of air expenditure during reading
once they received some prosthetic hearing leads us to ex-
pect that speakers who lose their hearing will deviate from
normative values and expend either too little or too much air.
Figure 2 shows that all three NF-2 patients had anomalously
low LVE/syl while reading prior to their surgery. Following
surgery, one speaker maintained low LVE/syl~NFA!, one
lowered it further~NFB!, and one moved toward normative
values~NMA !. NFA’s continued low air expenditure was not
the result of particularly shallow speech breathing~Table II,
block 4! and may have been due to a pressed glottal posture;
the index of her inferred glottal aperture averaged27.5 dB
~Table III, block 2!; the female norm reported by Holmberg
et al. ~1995! was16.6 dB. NFB’s further reduction of LVE/
syl post-intervention may have been the result of her adopt-
ing a more pressed voice~the index of inferred glottal aper-
ture fell to26.6 dB! and making less incursions below FRC
~Table II, block 3!. NMA, following severe hearing loss,
terminated respiratory limbs well below FRC; this substan-
tially increased the size of his respiratory limbs and hence
LVE/syl ~block 2!. Thus NMA’s air expenditure moved to-

wards normative values following hearing loss but it did so
because of an anomalous mechanism, he now encroached on
expiratory reserve air. Three cochlear implant users also in-
creased LVE/syl but the mechanism they employed was
quite different from NMA’s use of reserve air: with hearing
provided, the CI users who expended more air did so by
taking deeper breaths~CFA, CMD! or by extending limbs
toward FRC~CFB!.

Our finding that five of the seven deaf speakers en-
croached on expiratory reserve when reading~before receiv-
ing prosthetic hearing! leads us to expect that, in general,
speakers who become deaf will make greater incursions into
expiratory reserve, as did NMA. However, NFA and NFB
reduced incursions into reserve air post-intervention~Table
II, block 3!. This may be related to their receiving ABIs
since NMA, who did not receive one, did significantly in-
crease incursions into expiratory reserve after severe hearing
loss, as expected. It is unclear, however, what information
the ABIs provided that made the difference.

Table III ~block 2! shows that the two ABI recipients,
NFA and NFB, decreasedH1 –H2. We infer that they as-
sumed more pressed glottal posture.~Although comparison
of baseline and final sessions yielded a significant reduction,
the time courses for both speakers showed substantial fluc-

FIG. 2. Longitudinal plots of SPL, LVE/syl, andH1 –H2 for the hard of hearing male and NF-2 patients; the format is comparable to Fig. 1, except for the
plots of SPL, where the starting level of they axis has been lowered to 50 dB to accommodate the lower speaking levels of the NF-2 subjects. The vertical
line in each graph indicates the reference week when each NF-2 patient had severe reduction in hearing status and, for NFA and NFB, received an auditory
brain-stem implant.
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tuation; cf. Fig. 2.! It may be that their very low rates of air
expenditure post-intervention reflected in part a substantially
reduced subglottal pressure, and their pressed glottal pos-
tures were required to sustain phonation. NMA had much
higher rates of air expenditure post-intervention than NFA
and NFB and did not decrease his index of inferred glottal
aperture, indeed, he increasedH1 –H2 by 1.4 dB~Table III,
block 2!.

All three subjects who were able to hear speech to some
extent beforeand after intervention, NFA and NFB because
of their ABIs, HMA because he was hard of hearing, read at
the highest rates in this study~Table II, block 8: averaging
across speakers, their pre-intervention speaking rate was 5.4
syl/s, post-intervention, 5.5 syl/s!. They also took the fewest
breath pauses, and thus had the largest number of syllables
per limb~Table II, block 7!: an average of 17.9 and 19.3 pre-
and post-intervention, respectively. Perhaps influenced by
their ability to hear speech, these speakers frequently uttered
an entire sentence, or more than one sentence, in each breath
group, which led them to draw on reserve air and may have
contributed to their low lung volumes expended per syllable.
Finally, the patients who received ABIs reduced these incur-
sions into expiratory reserve significantly from baseline to
the final two sessions. High rate, infrequent breath pauses,
low levels of air expenditure, and low SPL; this pattern of
results is consistent with a strategy of speaking fluently and
intelligibly while minimizing energy expenditure.

IV. GENERAL DISCUSSION

In spite of considerable fluctuation in session means for
speech sound level, air expenditure, and inferred glottal ap-
erture, a generally coherent picture emerges from these re-
sults. Of the 11 speakers in this study, the seven who were

deaf pre-intervention had the highest SPL pre-intervention
and six of the seven lowered their SPL when the processors
of their implants were activated.

Consistent with these results, the dual-process theory
leads to the prediction that speakers will increase their sound
level if they undergo severe hearing reduction since, follow-
ing hearing loss, transmission conditions appear to the
speaker to be degraded, the perceived signal level goes to
zero while other indices of a communication breakdown
arise from listener behaviors. In complementary fashion,
when an adventitiously deaf speaker receives prosthetic hear-
ing, apparent signal level increases and that speaker will
speak more softly when compatible with the current commu-
nicative demands.

With some hearing restored, each of the speakers came
closer, on the average, to terminating respiratory limbs near
FRC ~except for CFA who terminated limbs close to FRC
while deaf and continued to do so with prosthesis!. This
result is also consistent with the dual-process theory: under
changing conditions for speech transmission, the speaker
seeks to ensure adequate speech sound level for intelligibility
while minimizing effort. Although we do not measure effort
directly, we hypothesize that more effort is expended when
the speaker sustains phonation below FRC than above. In
order to sustain subglottal pressure below FRC, the speaker
must work against the recoil pressures of the respiratory sys-
tem which are inspiratory. Russellet al. ~1998! conclude
from their study of ventilatory responses during passage
reading that ‘‘the respiratory system is controlled during
speech to minimize energy expenditure’’~p. 246! and Forner
and Hixon ~1977! have suggested that when their congeni-
tally deaf speakers were encroaching on reserve air, they
were using excessive muscle pressure.

Table IV shows patterns of change in acoustic and aero-
dynamic measures of the speech of implant users and NF-2

TABLE IV. Patterns of change in acoustic and aerodynamic measures following change in hearing status.~A check mark indicates the pattern described at
the left was found, while ‘‘No’’ indicates a result contrary to the pattern. ns5no significant change or correlation. An asterisk indicates a result that, taken
individually, followed the pattern but was not reliable; however, combining the probabilities of a type I error across speakers showed that pattern to be
statistically significant.!

Speakers:

Cochlear implant users NF-2 patients

CFA CFB CFC CMA CMB CMC CMD HMA NFA NFB NMA

Decreased A A A A A No A ns ns A A
speech

A sound level

Approached A A ns A A A A ns ns No A
normative

B air
expenditure

Limb ns A A* A* A A* A ns A A No
termination
approached
FRC

C

Increased A* A ns No A No A A No No A
inferred

D glottal
aperture
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patients following intervention.~A check mark indicates the
pattern described at the left was found, while ‘‘No’’ indicates
a result contrary to the pattern. ns5no significant change or
correlation; an asterisk indicates a result that, taken individu-
ally, followed the pattern but was not reliable; however,
combining the probabilities of a type I error across speakers
showed that pattern to be statistically significant.! Six of the
seven implant users decreased speech sound level~row A!.
The same number modified their air expenditure in the direc-
tion of normative values~B!. Six of the speakers also termi-
nated respiratory limbs closer to FRC~C!. Four of the speak-
ers increasedH1 –H2 ~D!.

The pattern of individual results for the implant users
~Table IV! indicates that, in several cases, SPL reductions
were most likely achieved by increasing glottal aperture,
thereby increasing coupling to the trachea, which acts like an
antiresonance in the vocal-tract transfer function and attenu-
ates the first formant of low vowels~Perkell et al., 1992!.
This idea is supported by the observation reported above that
three of the four implant users with the largest SPL reduc-
tions post-intervention also showed increasedH1 –H2 and
reliable longitudinal correlations of SPL andH1 –H2; the
fourth speaker fits this pattern except for her most recent
recording. All the speakers who received prosthetic hearing,
both cochlear prostheses and ABIs, terminated respiratory
limbs closer to FRC post-intervention, by hypothesis to
economize on effort. Conversely, the NF-2 patient who had
severe hearing loss and did not receive an ABI subsequently
read with substantial incursions into expiratory reserve ca-
pacity.

Finally, inference from our findings suggests that the
implant users’ increases and decreases in air expenditure to-
ward normative values with prosthetic hearing were not di-
rectly regulated by hearing but were rather a by-product of
changes in respiratory and glottal posture made to achieve
reductions in SPL~which were directly regulated by hearing!
and reductions in the effort expended to initiate expiratory
limbs and sustain them with reserve air.

The findings concerning changes in rate of speaking
with changes in hearing status are also reasonably consistent
with the dual process theory. All of the seven adults with
adventitious deafness read the Rainbow Passage initially at
articulation rates below the normative range found with 14
hearing males reading the Rainbow Passage~Solomon and
Hixon, 1993!: 4.9 syl/s1/2 0.3, see Table II, block 8.@Lane
and Grosjean~1973! reported a similar average articulation
rate of 4.8 syl/s for 12 hearing speakers reading a different
passage.# Slower reading rates are associated with ‘‘clear
speech’’@e.g., Pichenyet al. ~1986!# and with greater intel-
ligibility @e.g., Pichenyet al. ~1985!#. When prosthetic hear-
ing was provided to those speakers, five of the seven implant
users increased articulation rate~four of them reliably!, one
did not change, and one decreased.~The prosthesis effect
may be confounded with a practice effect, although the hard
of hearing subject who received no intervention did not alter
speaking rate significantly over five sessions spanning more
than three years.! The slower articulation rates associated
with deafness and with clear speech may come with a greater
cost in effort. Following this line of reasoning, speakers

chose to reduce that effort once transmission conditions ap-
pear to have improved. Thus like the findings for speaking
level, those for articulation rate support the view that speak-
ers use self-hearing to monitor transmission conditions and
regulate speech parameters in order to achieve a compromise
between intelligibility and effort.

ACKNOWLEDGMENTS

Syltinsy Jenkins and Erik Strand assisted with data
analysis. We are grateful for assistance to Lorraine Delhorne
and Dr. William Rabinowitz, Research Laboratory of Elec-
tronics, Massachusetts Institute of Technology; Dr. Donald
Eddington, Massachusetts Eye and Ear Infirmary; Dr.
Priscilla Short, Massachusetts General Hospital; and Dr.
Steven Otto, House Ear Institute. This work was supported
by the following N.I.D.C.D. grants: DC00361 to the Massa-
chusetts Eye and Ear Infirmary, Dr. Joseph B. Nadol, Jr.,
Principal Investigator; DC 01291 and 03007 to the Massa-
chusetts Institute of Technology, Dr. Joseph Perkell, Princi-
pal Investigator.

1The correction for the influence ofF1 in dB subtracted from the first and
second harmonic amplitudes was 20* log10„1/(12( f H1 / f F1)2)… ~wheref H1

is the frequency of the harmonic andf F1 is the frequency of the first
formant!.

Bickley, C. ~1981!. ‘‘Acoustic analysis and perception of breathy vowels,’’
MIT Speech Communication Laboratory Working Papers1, 71–80.

Black, J. ~1951!. ‘‘The effect of noise-induced temporary deafness upon
vocal intensity,’’ Sp. Monogr.18, 74–77.

Brackmann, D. E., Hitselberger, W. E., Nelson, R. A., Moore, J., Waring,
M. D., Portillo, F., Shannon, R. V., and Telischi, F. F.~1993!. ‘‘Auditory
brainstem implant I. Issues in surgical implantation,’’ Otolaryngol.-Head
Neck Surg.108, 624–633.

Eddington, D.~1983!. ‘‘Speech recognition in deaf subjects with multichan-
nel intracochlear electrodes,’’ Ann.~N.Y.! Acad. Sci.405, 241–258.

Erber, N., and Alencewicz, C.~1976!. ‘‘Audiologic evaluation of deaf chil-
dren,’’ J. Speech Hear. Dis.41, 256–267.

Fairbanks, G.~1960!. Voice and Articulation Drill Book~Holt, Rinehart and
Winston, New York!.

Fletcher, H., Raff, G. M., and Parmley, F.~1918!. ‘‘Study of the effects of
different amounts of sidetone in the telephone set,’’ Western Electric
Company Report No. 19412, Case Number 120622.

Forner, L., and Hixon, T. J.~1977!. ‘‘Respiratory kinematics in profoundly
hearing impaired speakers,’’ J. Speech Hear. Res.20, 373–408.

Hoit, J. D., and Hixon, T. J.~1987!. ‘‘Age and speech breathing,’’ J. Speech
Hear. Res.30, 351–366.

Hoit, J. D., Hixon, T. J., Altman, M. E., and Morgan, W. J.~1989!. ‘‘Speech
breathing in women,’’ J. Speech Hear. Res.32, 353–365.

Hoit, J. D., Hixon, T. J., Watson, P. J., and Morgan, W. J.~1990!. ‘‘Speech
breathing in children and adolescents,’’ J. Speech Hear. Res.33, 51–69.

Holmberg, E., Hillman, R., Perkell, J. S., and Gress, C.~1994!. ‘‘Relation-
ships between intra-speaker variation in aerodynamic measures of voice
production and variation in SPL across repeated recordings,’’ J. Speech
Hear. Res.37, 484–495.

Holmberg, E. B., Hillman, R. E., Perkell, J. S., Guiod, P. C., and Goldman,
S. L. ~1995!. ‘‘Comparisons among aerodynamic, electroglottographic,
and acoustic spectral measures of female voice,’’ J. Speech Hear. Res.38,
1212–1223.

Itoh, M., and Horii, Y.~1985!. ‘‘Airflow, volume, and durational character-
istics of oral reading by the hearing-impaired,’’ J. Commun. Disorders18,
393–407.

Klatt, D. H., and Klatt, L. C.~1990!. ‘‘Analysis, synthesis, and perception of
voice quality variations among female and male talkers,’’ J. Acoust. Soc.
Am. 87, 820–57.

Ladefoged, P.~1981!. ‘‘The relative nature of voice quality,’’ J. Acoust.
Soc. Am.69, S67~A!.

3068 3068J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 Lane et al.: Effects of changes in hearing status on speech



Lane, H., and Grosjean, F.~1973!. ‘‘Perception of reading rate by speakers
and listeners,’’ J. Exp. Psychol.97, 141–147.

Lane, H. L., Perkell, J., Svirsky, M., and Webster, J.~1991!. ‘‘Changes in
speech breathing following cochlear implant in postlingually deafened
adults,’’ J. Speech Hear. Res.34, 526–533.

Lane, H., Tranel, B., and Sisson, C.~1970!. ‘‘Regulation of voice commu-
nication by sensory dynamics,’’ J. Acoust. Soc. Am.47, 618–624.

Lane, H., Wozniak, J., Matthies, M., Svirsky, M., Perkell, J., O’Connell, M.,
and Manzella, J.~1997!. ‘‘Changes in sound pressure and fundamental
frequency contours following changes in hearing status,’’ J. Acoust. Soc.
Am. 101, 2244–2252.

Leder, S. B., Spitzer, J. B., Milner, P., Flevaris-Phillips, C., Kirchner, J. C.,
and Richardson, F.~1987!. ‘‘Voice intensity of prospective cochlear-
implant candidates and normal-hearing adult males,’’ Laryngoscope97,
224–227.

Lindblom, B., and Engstrand, O.~1989!. ‘‘In what sense is speech quan-
tal?’’ J. Phonetics17, 107–121.

Perkell, J., Lane, H., Svirsky, M., and Webster, J.~1992!. ‘‘Speech of co-
chlear implant patients: A longitudinal study of vowel production,’’ J.
Acoust. Soc. Am.91, 2961–2978.

Perkell, J. S., Matthies, M. L., Lane, H., Guenther, F. H., Wilhelms-
Tricarico, R., Wozniak, J., and Guiod, P.~1997!. ‘‘Speech motor control:
Acoustic goals, saturation effects, auditory feedback and internal mod-
els,’’ Speech Commun.22, 227–250.

Picheny, M. A., Durlach, N. I., and Braida, L. D.~1985!. ‘‘Speaking clearly
for the hard of hearing I: Intelligibility differences between clear and
conversational speech,’’ J. Speech Hear. Res.28, 96–103.

Picheny, M. A., Durlach, N. I., and Braida, L. D.~1986!. ‘‘Speaking clearly
for the hard-of-hearing II: Acoustic characteristics of clear and conversa-
tional speech,’’ J. Speech Hear. Res.29, 434–446.

Rosenthal, R.~1991!. Meta-analytic Procedures for Social Research~Sage,
Newbury Park!.

Russell, B. A., Cerny, F. J., and Stathopoulos, E. T.~1998!. ‘‘Effects of
varied vocal intensity on ventilation and energy expenditure in women and
men,’’ J. Speech Lang. Hear. Res.41, 239–248.

Solomon, N., and Hixon, T.~1993!. ‘‘Speech breathing in Parkinson’s dis-
ease,’’ J. Speech Hear. Res.36, 294–310.

Whitehead, R. L.~1983!. ‘‘Some respiratory and aerodynamic patterns in
the speech of the hearing impaired,’’ inSpeech of the Hearing Impaired,
edited by I. Hochberg, H. Levitt, and M. J. Osberger~University Park
Press, Baltimore, MD!, pp. 97–116.

Wilson, K. ~1979!. Voice Problems of Children~Williams and Wilkins,
Baltimore!.

Youngblood, J., and Robinson, S.~1988!. ‘‘Ineraid ~Utah! multichannel co-
chlear implants,’’ Laryngoscope98, 5–10.

3069 3069J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 Lane et al.: Effects of changes in hearing status on speech



A geometrical fuzzy clustering-based solution to glottal
wave estimation
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Accurate estimation of the glottal waveform~GW! is required for purposes such as natural speech
synthesis, speaker recognition, physiological speech processing, etc. Most methods available for
GW estimation are based on inverse filtering of the speech signal through the vocal tract, and they
all suffer from inaccuracies due to incorrect assumptions. The method for GW estimation developed
in the present study is based on fuzzy clustering of quasi-linear geometrical substructures,
represented within the signal shifts hyperspace. Algorithms for estimation of the driving function to
the vocal tract are presented and evaluated on simulated and real data. Comparison of the fuzzy
clustering-based method with the PSIAIF and Wong’s closed-phase algorithms shows that the
present method is superior with respect to both the GW estimation and determination of GW event
time instants. ©1998 Acoustical Society of America.@S0001-4966~98!04411-7#

PACS numbers: 43.72.Ar, 43.70.Aj@JLH#

INTRODUCTION

The glottal waveform~GW! is the volume velocity flow
of air through the vocal folds and into the vocal tract. The
GW serves as the driving function of the speech production
apparatus, the vocal tract filter. There is great significance in
accurately estimating the GW, in particular for purposes such
as data reduction, natural speech synthesis, speaker recogni-
tion, physiological speech processing, pathological speech
production, etc.

Accurate estimation of the GW encounters certain diffi-
culties. Sondhi~1975! suggested a method for GW estima-
tion based on reduction of the effects of the vocal tract on the
GW by speaking into a reflectionless uniform tube. How-
ever, most of the common methods are based on inverse
filtering of the speech signal through the vocal tract filter,
requiring knowledge of the vocal tract filter parameters. The
vocal tract filter in vowels is usually modeled by an all-pole
filter, and is therefore estimated using AR estimators. How-
ever, AR algorithms assume a white innovation, which the
GW does not satisfy.

One way to overcome this difficulty is simply to ignore
it. Analog nets were proposed by Miller~1959! for inverse
filtering of the first formants and the lip radiation, and later
developed to digital filters. These methods often result in an
estimation which bears no resemblance to a glottal wave-
form.

Algorithms such as the closed-phase inverse filtering
~Wong, 1979! make use of the typical shape of the GW. In
low pitch speakers, the vocal folds are closed for a relatively
long time interval, manifested as the flat segment in the GW.
During this segment~the closed phase! the GW can be re-
garded as a white signal. In order to use these algorithms a
knowledge of closed-phase timing is required. However, the
assumption that during the closed phase the glottis is really
closed is not accurate. Glottal models~Hedelin, 1986; Fant
et al., 1985! suggest a mild slope in the signal during the
so-called closed phase. In addition, the closed phase in high
pitch voices is usually very short or even miss-

ing, and thus the estimators’ statistical properties are not
constant, due to the variability in the closed-phase length.

Other methods, such as IAIF~Alku et al., 1990! or the
later PSIAIF~Alku, 1992!, iterate between glottal envelope
estimation and vocal tract estimation. These methods esti-
mate the glottal envelope using a low order AR estimator,
and inverse filter the speech signal through the glottal enve-
lope, to get a pure vocal tract AR signal. These methods
suffer from a ripple caused by inaccurate estimation of the
vocal tract coefficients. In vowels such as /É/ or /{/ the results
are often very poor.

Parametric methods, such as Hedelin’s~1986!, assume a
modeled GW, which does not always fit the real GW. These
algorithms involve numerical optimization and are computa-
tionally expensive.

Fuzzy clustering has been shown to be useful in signal
and image processing, and may be used to solve the GW
estimation problem as well. The method described here is
based on fuzzy clustering of the quasi-linear geometrical
structures, generated by the speech signal in signal shifts’
hyperspace. Linear structures in this hyperspace are regarded
as AR filtered signals, generated by a constant driving func-
tion. Hence, the clustering algorithm estimates the vocal tract
filter on noncontinuous analysis windows.

The advantages of the suggested algorithm are:~a!
There is no need to rigidly define the analysis window as
with the closed-phase and PSIAIF methods.~b! The whole
data set may be employed in the estimation, including both
the opening and the closing phases.~c! The algorithm is
nonparametric.~d! As a byproduct, events in the GW can be
easily detected.~e! The average slope of the segment can be
derived from the linear cluster.

Section I introduces the methods developed and used in
the present study. The geometrical framework and the fuzzy
hyperplane clustering algorithm are presented, and the meth-
ods employed to estimate the GW and its events are ex-
plained. In Sec. II the performance of the new methods is
evaluated on simulated and real data and compared to the
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performance of other algorithms, by means of precision as
well as computational complexity. Section III contains con-
clusions.

I. METHODS

A. The geometrical framework

This paper proposes a new approach to the GW estima-
tion problem, based on fuzzy clustering of hyperplanes in
signal shifts’ hyperspace. The rationale behind the suggested
method is that the glottal waveform can be approximated to
first order by three segments with constant slopes: opening,
closing, and closed phases. The derivative of these segments
constitutes a piecewise constant driving function to the vocal
tract. Assuming this rough approximation and a constant AR
vocal tract filter, the shift vectors should form three hyper-
planes reflecting the three phases of the GW. The normal
vectors to these hyperplanes are the AR coefficients of the
vocal tract filter.

The vocal tract is assumed to be an all-pole filter of
order N, with a coefficient vectora5(a1 ,a2 ,...,aN). The
filter’s driving function is referred to as the combination of
the GW and lip radiation, i.e., the glottal derivativeq5g8.
The relation between subsequent samples of the speech sig-
nal is therefore:

xn5qn1(
i 51

N

aixn2 i ,

xn2(
i 51

N

aixn2 i5qn ,

~1!

(
i 50

N

r ixn2 i5qn ,

r–xn
T5qn ,

where xn , the signal shifts vector, is defined byxn

5(xn ,xn21 ,...,xn2N), and the vectorr is defined byr i

52ai r 051. In segments whereq is constant~denoted by
ck!, the pointsxn in the N-dimensional signal shifts hyper-
space satisfy a hyperplane equation:

r–xn
T5ck . ~2!

B. Fuzzy K hyperplanes

The method suggested involves an algorithm for cluster-
ing a pool of vectors in theN-dimensional signal shifts’ hy-
perspace intoK hyperplanes. Given a pool ofM points as a
matrix XN3M , the aim is to findK hyperplanes which best fit
the data. One solution is given by the fuzzy-C-varieties
~FCV! algorithm ~Bezdeket al., 1981a, 1981b!. The FCV
clusters points into hyperellipsoids, and linear varieties of
dimensionr are fitted to these hyperellipsoids. The linear
varieties pass through the centroids of the hyperellipsoids,
and the dominant~with the highest eigenvalues! eigenvec-
tors, being equivalent to the longest hyperellipsoid axes, are

their spanning vectors. This algorithm suffers from instabil-
ity and initial condition problems. A more geometrical intui-
tive approach, based on multivariate linear regression, is sug-
gested. The classical statistical approach is here modified by
using weighted regression, where the weights are the fuzzy
membership functions.

The objective function to be optimized,J, is a weighted
sum of the squared distances between a hyperplane and its
related points:

J~U,R;c!5 (
k51

K

(
m51

M

uk,mdk,m
2 , ~3!

whereUK3M is the membership matrix anduk,m is the de-
gree of membership of themth point in thekth cluster. The
rows of RK3N consist of the normal vectorsr k to the K
hyperplane clusters.c is a column vector of lengthK, whose
elements areck @Eq. ~2!#. dk,m is the distance between the
mth point and thekth hyperplane.

The intuitive geometrical error is the metric of the Eu-
clidean distance between a pointx and a hyperplane@see Eq.
~2!#:

d~x,r ,c!5
ur–xT2cu

ir i ,

~4!

dk,m5
ur k–xm

T 2cku
ir ki ,

wherei•i is the Euclidean norm.
The algorithm iterates between updating the member-

ship matrix, and updating the normal vectors to the hyper-
planes.

The normal equations for the membership functions are
similar to those of the fuzzyK-means algorithm~Bezdek,
1981!, and therefore yield a similar updating formula:

uk,m5F(
l 51

K
dk,m

dl ,m
G21

. ~5!

In order to optimize the objective function by updating
the normal vectorsR, Eq. ~3! is differentiated obtaining the
normal equation:
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whereck is the column vector of lengthN, whose elements
are all ck . And in a matrix notation, the weighted linear
regression formula is derived:

XUkX
Tr k5XUkck ,

~6!

r k
T5@XUkX

T#21XUkck ,

whereUk is defined by the diagonalM3M matrix

uki , j
5H uk, j , i 5 j

0, iÞj
.

In the general case the vectorsxn are linearly independent,
and therefore the matrixX is regular~and so isXT!. SinceUk

is a diagonal matrix:uUku5Pm51
M uk,m . In order for the ma-

trix XUkX
T to be invertible,uk,mÞ0 ;k,m is required.

The hyperplane equation@Eq. ~2!# holds a redundancy.
A specific hyperplane can be given by an infinite number of
equations, differing only by a multiplication factor. There is
no need forN11 ~r is of lengthN, andc! variables in order
to specify a hyperplane.Almost all hyperplanes can be de-
scribed by an equation ofN-variables, while holding theN
11 variable equal to 1. For instance, the equation
(1,r 2 ,r 3 ,...,r N)–xT5c, cÞ0 describes all hyperplanes
which arenot parallel to thex1 axis. The equation:

r–xT51 ~7!

describes all hyperplanes whichdo not crossthe origin. Nev-
ertheless, hyperplanes whichdo crossthe origin can arbi-
trarily be approximated using such an equation. This latter
choice will be used here and subsequently, so that;1,k
,K: ck51.

Figure 1 demonstrates two linear planes in a three-
dimensional space, using the ‘‘2 fences data’’~Bezdeket al.,

1981b!. These planes were estimated using the fuzzy-K-
hyperplanes algorithm, from the 20 marked data points. The
initial conditions were chosen randomly. The points distrib-
uted on the intersection line between the two planes acquire
a degree of membership of 0.5 in each plane cluster, and
belong therefore equally to both clusters.

C. The triangular glottal approximation

The GW is approximated to first order by a triangular
pulse, where the three slopes reflect the opening, closing, and
closed phase of the GW. As mentioned above, the corre-
sponding driving function to the AR vocal tract filter is
piecewise constant. Using this rough approximation, the
points in theN-dimensional signal shifts hyperspace will be
distributed across three hyperplanes.

As long as the closed phase in the triangular approxima-
tion has the slightest positive slope, the driving function is
not 0. Hence, the fuzzy-K-hyperplanes algorithm can esti-
mate the corresponding hyperplanes.

The matrixX, of the points to be clustered, is a Toeplitz
matrix, containing the signal shifts vectors:

X5S xN21 xN xN11 ¯ xM22 xM21 xM

xN22 xN21 xN � xM22 xM21

A � � � A

x0 x1 x2 ¯ xM2N11

D
5~xN21

T , xN
T , xN11

T ,...,xM
T !. ~8!

The GW estimate is derived from Eq.~1! by projecting
the K normal vectors on theX matrix. The final GW is cho-
sen from theK estimates, as explained in Sec. I D.

The single interval algorithm is summarized as follows:

FIG. 1. ‘‘Two fences’’ data~Bezdek
et al., 1981b!. Twenty data points ar-
ranged in two orthogonal two-
dimensional planes. Results of cluster-
ing with the fuzzy K-hyperplanes
algorithm. ‘‘0’’ and ‘‘ 1’’ denote data
points belonging to different planes.
Three of the data points are distributed
along the intersection line between the
two planes, and acquire, therefore, a
degree of membership of 0.5 in each
of the planes.
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Algorithm 1:

1. Fix parameters:
1a. Fix termination criterion,e.
1b. Choose arbitrary initial conditionsR.

2. Generate the Toeplitz matrixX from the speech
signal using Eq.~8!.

3. For everyk,m calculate the distance
dk,m5ur k–xm

T 21u/ir ki @Eqs.~4!, ~7!#.
4. Calculate the membershipuk,m for every k, m,

from Eq. ~5!.
5. If the change inU is smaller thane goto 8.
6. For everyk estimater k

T5@XUkX
T#21XUkck @Eq.

~6!#, wherec is a vector of 1’s.
7. Goto 3.
8. The GW estimated by thekth cluster is:qk5r k–X

@from Eq. ~1!#.

Figure 2 demonstrates estimation of a synthetic GW
using a first order AR filter. A signal was synthesized by
passing a piecewise constant driving function@Fig. 2~a!# re-

sembling two periods of the glottal derivative triangular ap-
proximation, through a first order AR filter:xn

520.9xn211un . The temporal filtered signal is depicted in
Fig. 2~b!. Figure 2~c! shows the signal in its two-dimensional
shifts space. As stated, the points cluster along three linear
structures~lines!. The fuzzy-K-hyperplanes algorithm easily
identifies these three lines. The three different membership
functions, calculated by the algorithm and depicted in Fig.
2~d!, accurately segment the signal into the various corre-
sponding phases of the driving function.

D. Estimation of the real driving function

The constant slope assumption is only an approximation
of the true nature of the GW, and hence the shift vectors are
not distributed across the hyperplanes but close to them. The
further a point is from a hyperplane, the smaller its degree of
membership in this hyperplane, and in turn its contribution to
the estimation of the hyperplane@see Eqs.~5!, ~6!#. Hence,
the estimation of the vocal tract filter coefficients uses a flex-
ible weighted analysis window, which may even be noncon-
tinuous.

After estimating the three normal vectors to the three

FIG. 2. Estimation of a synthetic GW using a 1st order AR filter.~a! The piecewise constant driving function resembling two periods of the glottal derivative
triangular approximation.~b! The temporal filtered signal after passing the driving function in~a! through a first order AR filter.~c! The signal in its
two-dimensional shifts space, the points cluster along three linear structures~lines!. ~d! The three different membership functions~continuous, dashed and
dotted lines!, calculated by the fuzzy-K-hyperplanes algorithm, accurately segment the signal into the three corresponding phases of the driving function.
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hyperplane clusters, these vectors are employed to estimate
the true driving function. A moving average~MA ! filter, the
coefficients of which are the elements of the normal vectors,
is assumed to be the inverse filter to the vocal tract AR filter.
Thereforeqn5r k–Xn

T , as stated in Eq.~1!, and theK whole-
length excitation waves can be estimated by the projection of
the normal vectors onX:

qk5r k–X. ~9!

However, due to the true nature of the GW, the driving
function in the opening and closing phases is not necessarily
constant as modeled. In addition, the GW may even include
AR elements of itself and these AR elements are strong
enough for algorithms like the IAIF~Alku et al., 1990! to
make use of them. The autoregressive elements cause the
normal vectors to be the convolution of both the vocal tract
filter and the GW AR elements, and to deviate from the
original r . Of all three GW components, the closed-phase
shift vectors are nearest to the closed-phase hyperplane, and
its normal vector resembles mostly the true vocal tract in-
verse filter. The closed phase is usually modeled by a slight
positive constant slope, equivalent to a low positive constant
driving function.

A closed-phase cluster isvery seldomobtained when
clustering a high order AR filtered signal into three hyper-
planes. Instead of obtaining the three components of the tri-
angular glottal approximation, the signal is usually seg-
mented into:~a! opening;~b! GW peak;~c! closing, while the
closed phase is generated from a mixture of these three clus-
ters. It was thus found that clustering withK52 ~two clus-
ters! results in a more accurate description of the opening
and closing phases of the GW.

In order to achieve a better estimate ofall threecompo-
nents of the GW, a second step is suggested, following
the K52 clustering. In this step the signal is clustered
with K53. The initial guess is derived from the pre-
vious two-clusters step. The closed-phase slope was em-
pirically found to be;1/20 of the opening phase slope:
gclosed8 >gopening8 /20⇒qclosed>qopening/20. In order to satisfy
Eq. ~9!, the normal vector of the closed phase must therefore
be ;20 times larger than the normal vector of the opening
phase:r closed>20–ropening. The initial R matrix for the sec-
ond step is therefore:

R5F ropening

r closing

20–ropening

G . ~10!

Running this second step yields a new cluster. The
points having a high value of the membership function in
this third cluster belong usually to the closed phase, and
sometimes to the GW peak as well. The GW estimated using
the third cluster normal vector is usually smoother than the
GW estimated using the opening cluster or the closing clus-
ter. Figure 3 demonstrates estimation of the GW employing
the suggested two steps algorithm. An /~/ vowel was synthe-
sized by passing a synthetic GW@Fig. 3~a!# through a six
order AR filter~three formants!. The synthesized vowel@Fig.
3~b!# was processed by the suggested two steps algorithm.
The first step yielded a rippled estimation@Fig. 3~c!#. The
K52 membership functions can be crisped~converted to

hard rather than the fuzzy partition! to segment the signal
into the opening~op! and closing~cl! phases@Fig. 3~d!#. In
the second step a smooth GW was obtained@Fig. 3~e!#. The
results of the crisped clustering@Fig. 3~f!# are very precise,
and accurately segment the signal into opening~op!, closing
~cl!, and closed~cd! phases.

E. Estimation of the driving function of a long signal
segment

When dealing with a long speech signal~more than a
few pitch periods!, the assumption of a constant vocal tract
filter is very rough, and the hyperplanes are corrupted. The
computational resources needed to implement the algorithm
on a long stretch of signal as a single interval are excessive.
The solution to these problems is cutting the signal into
analysis intervals of reasonable length~2–3 pitch periods!.
The GW is estimated in each interval, and all the GWs are
concatenated to a fully estimated glottal waveform.

Other methods of GW estimation~Wong et al., 1979;
Alku, 1992! demand synchronization of the analysis inter-
vals to specific events in the excitation wave, and this re-
quirement is critical to the consistency and accuracy of the
estimation. Due to the flexible analysis window, used in the
present method, the algorithm is not sensitive to these tim-
ings, assuming that subsequent intervals have similar vocal
tract filters.

This last assumption can also be used to reduce the com-
putational load. There is no need to rerun the first step (K
52) in order to obtain a rough estimation. The normal vec-
tors from the last analysis interval can be used as an initial
guess for the next interval. The first step should, therefore, be
computed only once, on the first analysis interval. The algo-
rithm is summarized as follows:

Algorithm 2:

1. ChooseDT, the interval length~2–3 pitch periods!.
Fix the timing of the beginning of the first interval,
T05N21. Fix i 50.

2. X5$xTi
,xTi11 ,...,xTi1DT%, i, the index of current

interval.
3. If i 51 then estimateR on X with K52 and

random initial conditions, using algorithm 1.
Generate initial guess for the three-clusters esti-
mation, using Eq.~10!.

4. EstimateR and g on X with K53, using algo-
rithm 1. Initial conditions are the last estimated
R.

5. Concatenateg to obtain the estimated GW.
6. If end of signal has not been reached, then

Ti 115Ti1DT11, i 5 i 11, go to 2.
Else end.

F. Tracking events in the GW

As mentioned, the membership function, utilized as a
weighting function for the regression, can also be used for
tracking events—glottal opening, maximal opening, and
closing. The membership of a sample is a measure of its
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affinity to the different clusters, and a phase should therefore
consist of a sequence of samples which all have their highest
membership in the same cluster.

In order to find these sequences, the membership func-
tion should be first crisped. This is carried out by utilizing
the criterion of maximal membership. In addition, a crisping
threshold can be used, so that fuzzy samples are crisped to a
noise cluster:

ũk,m5H 1, k5arg max
1<k<K

~uk,m! and max
1<k<K

~uk,m!>th

0, otherwise
,

~11!

whereth is a given threshold.
Sequences of samples, which belong to the same cluster,

are marked using a heuristic approach. Only sequences
longer than a predefined length threshold~smaller than thea
priori phase length! are considered. A tolerance factor,
which serves as a noise rejecting filter, can be added, by
ignoring in each sequence up to two samples that have their
maximal degree of membership in the wrong cluster. A con-
dition of minimal time interval between sequences of the
same cluster may also be used.

The acoustic events are at the boundaries of these se-
quences. Some additional heuristic considerations must be
made to ignore event timings. It has been found that segmen-
tation of real data withK52 is often simpler than withK
53. The two clusters, opening and closing, exactly match
the acoustic phases, while the closed phase does not contain
sequences of either clusters. The opening event is, therefore,
the beginning of the opening cluster sequence, maximal
opening is obtained at the junction between opening and
closing cluster sequences, and the closing event is the end of
the closing cluster sequence.

II. PERFORMANCE EVALUATION

A. Simulations

Signals of various voiced phonemes~vowels and conso-
nants! were synthesized with a sampling rate of 11 kHz. All
signals were 100 pitch periods long~;1 s!. The pitch was
normally distributed withN(100,2.5). Hedelin’s parametric
GW ~Hedelin, 1986! was synthesized. The vocal tract was
modeled by three formants and the formant frequencies were
adapted from Witten~1987!. The filtered signal was differ-
entiated using a first order differentiator.

The signals were processed using the fuzzy hyperplane
approach, withK53. The best GW estimate was the one
obtained by the closed-phase cluster. The membership func-
tion was crisped using a crisping threshold of 0.5. Sequences
of 12 samples or more in the same cluster were detected, and
employed for event estimation.

For comparison, the GW was also estimated using
Alku’s PSIAIF method~Alku, 1992!, which was found to
give the best waveform estimation. Events were estimated by
Wong’s closed-phase method~Wonget al., 1979!, which ex-
hibited the best results.

Estimation errors were calculated for both event timing
and waveform estimation. Computed timing of the opening

and closing events was compared to that given by the simu-
lation parameters and a vector of errors was saved for the
opening and closing events in Wong’s method and in the
fuzzy clustering-based method.

The computed glottal waveform itself was compared to
the simulated GW by means of MSE. The dc component of
the estimated GW was subtracted for each frame of compari-
son ~200 samples!, so that a residue with a zero baseline
would be calculated. The residue vector was squared and
averaged to obtain the MSE.

Performance of the three methods was compared using
the following criteria:

1. The errors’bias was estimated using the error median in
order to reduce the effect of outliers. A small bias is sat-
isfactory, as long as the dispersion is small.

2. Thesuccess rateis the proportion of the GW events suc-
cessfully detected using the algorithm. Outliers are dis-
carded in this criterion. The success rates achieved by the
present method and by Wong’s closed-phase method were
compared using the Welch test.

3. As a measure ofdispersionthe standard deviation of the
events error was calculated in order to determine the con-
sistency of the estimation. The vector of errors is often
non-Gaussian, and therefore, a nonparametric test is indi-
cated. The Siegel–Tuckey sum of ranks test~Siegel and
Castellan, 1988! for dispersion differences was utilized.

4. Theapproximation accuracywas measured by the MSE
between the estimated waveform and the synthesized
waveform. As mentioned, the dc error was subtracted in
short time frames. The MSE achieved by the PSIAIF
method was compared to that of the fuzzy clustering-
based method, using the one-tailt-test.

Table I summarizes the numberical results of the above-
mentioned criteria and tests. The following findings can be
discerned:

1. Bias—The closing event is estimated with no bias using
the fuzzy clustering-based method, and with a very small
bias using Wong’s closed-phase algorithm. The timing of
the opening event is estimated by the present algorithm
with a small constant bias, whereas the closed-phase
method fails to identify this event and identifies instead
the closing event~some 37 samples away!.

2. Success proportion—The fuzzy clustering method identi-
fies the opening and closing events with 100% and more
than 90% success, respectively. Wong’s algorithm identi-
fies the closing event, but totally fails in the opening
events.

3. Dispersion—The closing event is estimated by both meth-
ods with a very low dispersion. For some phones the tim-
ings are extremely accurate and no dispersion is wit-
nessed. Events in other phones are estimated by the fuzzy
clustering method with a significantly smaller dispersion.
The dispersion in the opening event, estimated by the
present method, is much larger, but still satisfactory.

4. MSE—The fuzzy clustering-based algorithm estimates the
waveform significantly more accurately than the PSIAIF
algorithm. Errors in the fuzzy estimation rarely occur, and
are very small. No ripple is observed. The PSIAIF gener-
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ates a very mild ripple, due to nonaccurate estimation of
the vocal tract filter. The PSIAIF also suffers from a mild
distortion due to a lack of initial conditions at the start of
the signal.

B. Real data

Speech and electrolaryngographic~ELG! signals were
recorded simultaneously using an ACO4165 microphone for
the speech and Laryngograph’s portable laryngograph for the
ELG. The signals were sampled at 11 kHz, 16 bps, using a
Turtle-Beach Tahiti A/D card.

A male speaker was asked to pronounce the phones
/~/, /|/, /Ç/, /(/, /&/, /'/, /./ for at least 5 s. The speaker
was asked to try and retain a constant pitch and amplitude,
and not to move his head.

The signals were processed using the fuzzy hyperplanes
approach, withK52 for event tracking, and with the two
step approach for waveform estimation. The membership
function was crisped using 0.7 as crisping threshold. Se-

quences of 16 samples or more in 1 cluster were detected,
and the GW events estimated. The GW events were also
estimated by Wong’s closed-phase method.

The ELG served as a reference signal for the event tim-
ings. The timings of the closing and opening events were
computed from the maximum derivative of the ELG signal.
The events, estimated by both methods, were compared with
the ELG reference. Errors were measured between an esti-
mated event and the closest corresponding ELG event. Error
vectors were calculated for the opening and closing events
separately.

The error vectors were found to be non-Gaussian for
most recordings, and therefore, nonparametric statistics was
used for statistical testing. Success rate for both GW estima-
tion methods was computed and statistically compared, using
the Welch test. The bias was calculated from the errors me-
dian. A constant bias~12 samples[1 ms[30 cm! was sub-
tracted, to compensate for the acoustic delay from the glottal
generator to the microphone. The 30-cm acoustic distance is
only a rough estimation, and a further constant delay may be

FIG. 3. Estimation of the GW employing the two steps fuzzy clustering algorithm.~a! A synthetic GW.~b! The synthesized vowel, /~/, obtained by passing
the driving function in~a! through a six order AR filter~three formants!. ~c! Processing of the synthesized vowel in~b! by the two steps algorithm. The first
step withK52 clusters yields a rippled estimation.~d! The membership functions are crisped in order to segment the signal into the opening~op! and closing
~cl! phases.~e! A second step withK53 clusters yields a smoother GW.~f! Accurate segmentation of the signal into opening~op!, closing~cl!, and closed
~cd! phases is obtained by the second step, after crisping the membership functions.
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found. Standard deviations were calculated, and the disper-
sions were compared using the nonparametric Siegel–
Tuckey test. The numerical results are summarized in Table
II.

The opening event estimate is often biased in both meth-
ods. The closing event is usually estimated almost unbiased.
The success rate exhibited by the fuzzy clustering-based
method is usually higher than Wong’s. The success in esti-
mating the closing event is higher, in both methods, than
estimating the opening event. Dispersion is usually of the
same order of magnitude in both algorithms and is satisfac-
tory for most phones. According to dispersion as well, the
closing event is estimated better than the opening event.

Figure 4 shows an example of a recorded /(/ @Fig. 4~a!#,
with its corresponding ELG. The GW and its events, esti-
mated by the fuzzy clustering-based method, are compared
to results obtained from Wong and the PSIAIF algorithms.
The closed-phase method of Wong fails in detecting two of
the opening events@Fig. 4~b!#. The fuzzy clustering-based
method, on the other hand, accurately detectsall opening and
closing events with reference to the ELG signal@Fig. 4~c!#.
The PSIAIF algorithm suffers from excessive ripple@Fig.
4~d!# compared to the fuzzy clustering-based method, and
detection of GW events cannot be achieved.

C. Computational complexity

The computational complexity of the current method is a
function of M, the length of the analysis window. The algo-
rithm’s bottleneck is stage 6 in algorithm 1@Eq. ~6!#. The
multiplication of the matrixX, which is anM3M matrix, is
an orderO(M3) computation. So is also the inversion of the
matrix (XUkX

T).
The one-frame algorithm is repeatedN/M times. The

algorithm’s complexity is, therefore, linear inN, the total
signal length. The total complexity order isO(M2N). The
estimation of the GW in low pitch voices, where a long
analysis window is indicated, suffers, therefore, from rela-
tively high computational resource consumption.

A simulation experiment was executed to compare the
computational complexity between the three algorithms, as

well as to check the analytic complexity. The results are
summarized in Table III.

III. CONCLUSIONS

Estimating the glottal waveform and event timing from
the speech signal is a difficult task, solved only partially
under assumptions, such as the existence of a closed phase, a
low order AR driving function, or a parametric GW. These
assumptions are often not met, with the consequence of a
poor estimated GW.

TABLE I. Comparison of the performance of the three methods of glottal waveform and event estimation, Fuzzy clustering, PSIAIF, and Wong’s closed
phase. Simulated data. ‘‘1’’ and ‘‘ 2’’ indicate statistically significant, and not significant, respectively.

Phone /~/ /Ç/ /&/ /'/ /./
Event Cl. Op. Cl. Op. Cl. Op. Cl. Op. Cl. Op.

Bias @samples# Fuzzy 0 4 0 3 0 0 0 0 0 4
Wong 0 237 21 237 21 233 0 237 21 237

Success rate@%# Fuzzy 92 100 86 100 92 100 100 100 99 100
Wong 67 0 91 0 79 0 100 0 100 0
Sig. 1 1 2 1 1 1 1 2 1

Dispersion@Std# Fuzzy 0 2.7 0 4.1 0 2.2 0 1.9 0.2 1.4
@samples# Wong 0 2 0.4 2 0 2 0 2 0.5 2

Sig. 1 1

MSE Fuzzy 3.331028 2.431028 4.131026 7.531028 5.031028

PSIAIF 2.531023 1.431022 7.631022 5.031023 2.331022

Sig. 1 1 1 1 1

TABLE II. Comparison of the performance of the two methods of GW
event estimation, Fuzzy clustering, and Wong’s closed phase. Real data.
‘‘ 1’’ and ‘‘ 2’’ indicate statistically significant, and not significant, respec-
tively.

Phone Method

Bias @samples# Success rate@%# Dispersion@samples#

Op. Cl. Op. Cl. Op. Cl.

/~/ Fuzzy 22 2 67% 74% 2.8 0.8
Wong 10 1 62% 71% 4.9 0.3
Sig. 1 1 1 2

/Ç/ Fuzzy 2 2 16% 90% 1.8 0.8
Wong 10 1 62% 71% 2.7 1.5
Sig. 2 1

/|/ Fuzzy 214 7 45% 86% 2.2 1.3
Wong 2 0 59% 61% 2.9 1.1
Sig. 2 1 2 1

/(/ Fuzzy 27 6 73% 88% 4.8 2.3
Wong 2 6 47% 89% 5.4 1.5
Sig. 1 2 2

/&/ Fuzzy 214 6 100% 87% 4.0 2.2
Wong 215 213 100% 86% 4.0 3.8
Sig. 1 2 1

/'/ Fuzzy 24 8 48% 86% 4.4 2.2
Wong 211 6 48% 37% 4.0 3.7
Sig. 2 1 2

/./ Fuzzy 1 3 31% 70% 6.1 5.0
Wong 5 3 30% 43% 5.1 2.0
Sig. 1 1 2
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Regarding the speech signal in its shifts hyperspace, a
typical three hyperplanes structure is displayed, and each hy-
perplane corresponds to a specific phase in the driving func-
tion. The sequence of distances from the shift vectors to the
hyperplane is equivalent to inverse filtering the signal
through an AR filter, the coefficients of which are the hyper-
plane’s normal vector coefficients.

The hyperplanes are detected using a new fuzzy linear
regression approach, where the distances from the hyper-
planes determine the corresponding membership function.
The membership function can then be regarded as the weight
of an AR estimator, and used for event tracking.

The GW estimation method obtained utilizes a flexible
and sometimes also noncontinuous analysis window. There
is no need to segment the signal into phases, nor to use all
data samples. The unsupervised clustering serves as a seg-
menting, weighting, and filtering engine, and a joint optimi-
zation of the analysis window and filter is accomplished.

The suggested method was tested on simulated and real
data. In simulations, the fuzzy clustering approach exhibited
an extraordinary performance, both on vowels and on voiced

consonants. The glottal waveform and event timing were es-
timated with a very high precision.

On real data, GW events were compared to those de-
rived from an ELG reference. The fuzzy clustering approach
was usually superior to the closed-phase algorithm in event
pointing, in particular for voiced consonants. The real acous-
tic glottal waveform could not be measured, as no reference
signal exists. However, the glottal waveform estimated by
the present algorithm was very similar to that obtained by the
PSIAIF algorithm, although much smoother.

FIG. 4. Example of GW estimation from real data by the fuzzy clustering-based algorithm.~a! The time signal of the consonant /(/. ~b! Its corresponding ELG.
The GW time events, obtained by utilizing the closed-phase method of Wong, are displayed by vertical dashed line.~c! The glottal waveform and its events,
estimated by the fuzzy clustering-based method. The opening, peak, and closing time instants are marked with dotted lines. Cluster affinity for the opening
and closing phases is displayed by horizontal bars.~d! Glottal waveform estimation by the PSIAIF algorithm. The estimated waveform is corrupted by
excessive ripple.

TABLE III. Comparison between the computational resource consumption
of the three algorithms, measured in Matlab mega-flops.

N M Fuzzy PSIAIF Wong

60 16
1000 120 33 5 20

240 143

60 29
2000 120 83 11 42

240 196
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The suggested algorithm was found to be very robust
and accurate. The computational resources needed are rela-
tively high, but can be reduced using nonrandom initial con-
ditions.
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When resolving errors with interactive systems, people sometimeshyperarticulate—or adopt a
clarified style of speech that has been associated with increased recognition errors. The primary
goals of the present study were:~1! to provide a comprehensive analysis of acoustic, prosodic, and
phonological adaptations to speech during human–computer error resolution after different types of
recognition error; and~2! to examine changes in speech during bothglobal and focal utterance
repairs. A semi-automatic simulation method with a novel error-generation capability was used to
compare speech immediately before and after system recognition errors. Matched original-repeat
utterance pairs then were analyzed for type and magnitude of linguistic adaptation during global and
focal repairs. Results indicated that the primary hyperarticulate changes in speech following all error
types were durational, with increases in number and length of pauses most noteworthy. Speech also
was adapted toward a more deliberate and hyperclear articulatory style. During focal error repairs,
large durational effects functioned together with pitch and amplitude to provide selective
prominence marking of the repair region. These results corroborate and generalize the
computer-elicited hyperarticulate adaptation model~CHAM!. Implications are discussed for
improved error handling in next-generation spoken language and multimodal systems. ©1998
Acoustical Society of America.@S0001-4966~98!04511-1#

PACS numbers: 43.72.Kb, 43.70.Fq@JLH#

INTRODUCTION

User acceptance of speech technology is influenced
strongly by the error rate, the ease of error resolution, the
cost of errors, and their relation to users’ ability to complete
a task~Kamm, 1994; Frankishet al., 1995; Rhyne and Wolf,
1993!. As a result, future spoken language systems will need
to be designed to handle recognition errors effectively if they
are to perform in a reliable manner and succeed commer-
cially. Although ‘‘designing for error’’ has been advocated
widely for conventional interfaces~Lewis and Norman,
1986!, to date this concept has not been applied effectively to
the design of recognition-based technology.

A. Hyperarticulation and the cycle of recognition
failure

When speaking to interactive systems, recent research
has demonstrated that people typically adapt their language
during attempts to resolve system recognition errors~Oviatt
et al., 1996, 1998!. This change in speaking style toward
hyperarticulate speechinvolves a stylized and clarified form
of pronunciation that speakers routinely use when accommo-
dating what they perceive to be ‘‘at risk’’ listeners, adverse
communication environments, or interactions involving mis-
communication~Lindblom et al., 1992; Oviattet al., 1998!.

Unfortunately, hyperarticulate speech introduces difficult
sources of variability into the task of spoken language pro-
cessing, which has been associated with elevated rates of
system recognition failure~Shriberget al., 1992!.

When people hyperarticulate to spoken language sys-
tems in an effort to correct recognition errors, recognition
rates would be expected to degrade as hyperarticulated
speech departs from the training data upon which a recog-
nizer was developed. This problem arises because the basic
principle of automatic speech recognition is pattern matching
of human speech with relatively static stored representations
of subword units. Although current recognition algorithms
typically model phonemes and coarticulation effects, they do
not tend to model dynamic stylistic changes in the speech
signal that are elicited by environmental factors, such as the
hyperarticulate speech adaptations that speakers make during
miscommunication, or the ‘‘Lombard speech’’ adaptations
that occur in a noisy environment~Lombard, 1911!. With
respect to training, current speech recognizers tend to be
trained on original error-free input, typically collected under
unnatural and constrained task conditions. Realistic interac-
tive speech usually is not collected or used for training pur-
poses, which means that training is omitted on hyperarticu-
late speech during system error handling. As a result, the
signal variability posed by hyperarticulate speech represents
a hard-to-process source of variability that threatens to de-
grade recognizer performance. Since hyperarticulate speech
can be both areaction to system recognition failure, and a
potential fuel for precipitating a higher error rate, the net
effect is that it has the potential to generate acycle of rec-
ognition failure.

a!Electronic mail: oviatt@cse.ogi.edu;http://www.cse.ogi.edu/;oviatt/
b!Currently at Artificial Intelligence Laboratory, MIT, Boston, MA.
c!Currently at Linguistics Department, University of Massachusetts, Am-
herst, MA.

d!Currently at Linguistics Department, University of Pittsburgh, Pittsburgh,
PA.
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The design of recognition technology also can contribute
to this cycle of recognition failure, and toclusteringof rec-
ognition errors. For example, the design of Hidden Markov
Models can propagate recognition errors, since a misrecog-
nized word can cause others in its vicinity to be misrecog-
nized ~Rhyne and Wolf, 1993!. Language models based on
conditional probabilities also can propagate recognition er-
rors, because an error can force the language model into an
incorrect state and increase the likelihood of an error on sub-
sequent words~Jelinek, 1985!. In short, once a recognition
error has occurred, both the properties of spoken language
technology and users’ reactive hyperarticulation can lead to
perpetuation of the error in a way that complicates graceful
recovery.

To design for both avoidance and resolution of errors,
one research strategy is to analyze human–computer interac-
tion specifically during system recognition errors. Such work
could include modeling of users’ hyperarticulated speech
during interactive error handling, and the design of spoken
language interfaces that aim to manage these strongly en-
grained speech patterns.

B. The CHAM model

Human speech to computers varies along a spectrum of
hyperarticulation, such that its basic signal properties change
dynamically and sometimes abruptly~Oviatt et al., 1996,
1998!. When a system makes a recognition error, the mis-
communication that occurs can be a particularly forceful
elicitor of hyperarticulate speech from users. Furthermore,
the presence, form, and degree of hyperarticulation in users’
speech to computers is a predictable phenomenon, which is
transformed in principled ways during human–computer in-
teraction. Compared with speech to a human partner during
expected or actual miscommunication, users’ hyperarticulate
speech to a computer is in some ways unique, and the pattern
of adaptation is consistent with their perception of the com-
puter as a kind of ‘‘at risk’’ listener~Oviatt et al., 1998!.

During system error resolution, speech primarily shifts
to become lengthier and more clearly articulated. In recent
research, uniform increases in utterance duration were dem-
onstrated during both low and high error-rate conditions~i.e.,
6.5% versus 20% rate of utterances containing an error!, with
no significant difference in elongation between conditions.
On average, a112% relative increase was found in clonga-
tion of speech during error repair, whereas192% more
pauses were interjected, and the relative increase in pause
duration was175% ~Oviatt et al., 1996, 1998!. That is, the
most salient change in speech during error handling was al-
teration of pause structure.

During a high error rate, the phonological features of
repeated speech also adapt toward an audibly clearer articu-
lation pattern, with frequent changes including fortition of
alveolar flaps to coronal plosives, such as|(T|(# changing to
|(#3|(#, and shifts to unreducednt sequences, such as#4}T̃{
changing to#4}'#{ ~Oviatt et al., 1996, 1998!. Users’ speech
basically becomes more deliberate and well specified in its
signal cues to phonetic identity. This shift toward hyperclear
speech has also been shown to correspond with a drop in
spoken disfluencies during a high error rate~Oviatt et al.,

1996, 1998!. In contrast, during a low system error rate nei-
ther of these articulatory phenomena were observed to
change significantly.

With respect to intonation and fundamental frequency,
during a high error rate, speakers also adopt a final falling
intonation contour when repairing error subdialogues. This
shift in intonation is also related to a slight decrease in fun-
damental frequency, which is reflected as a22% average
drop in minimum pitch ~Oviatt et al., 1998!. Basically,
speakers use final falling tones and a drop in pitch as cues to
mark their repair subdialogues during human–computer dia-
logue interaction. However, neither of these changes are evi-
dent during a low system error rate, nor have reliable in-
creases been reported in previous work in maximum pitch,
pitch range, or amplitude~Oviatt et al., 1996, 1998!.

The two-stage branching computer-elicited hyperarticu-
late adaptation model~CHAM!, illustrated in Fig. 1 and
originally introduced in Oviattet al. ~1998!, has been pro-
posed as a unifying framework to account for these system-
atic changes in users’ speech during interactive error han-
dling. According to the empirically derived CHAM model,
Stage I adaptations entail a singular change in durational
characteristics. This stage is associated with a moderate de-
gree of hyperarticulation during a low rate of system errors.
Stage IIentails multiple changes in durational, articulatory,
and fundamental frequency characteristics. This stage is as-
sociated with a more extreme degree of hyperarticulation
during a high rate of system errors. The two-stage CHAM
model basically summarizes an unfolding of hyperarticulate
speech adaptations that is consistent with the literature out-
lined above. In brief, it predicts that:~1! users’ speech will
adapt toward the linguistically specified hyperarticulation
profile discussed above, including the type and magnitude of
changes in articulatory, durational, and fundamental fre-
quency features that has been outlined in previous empirical
findings; ~2! systems characterized by a low versus high er-
ror rate will elicit different types of hyperarticulate linguistic
features, as illustrated in Stage I and II of the model shown
in Fig. 1; and~3! abrupt rather than gradual transitions will
occur in the signal profile of users’ speech from one moment
to the next as they begin and end episodes of error handling.
Implications of the CHAM model for designing interactive

FIG. 1. Computer-elicited hyperarticulate adaptation model~CHAM!.
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systems with improved error handling have been discussed
elsewhere~Oviatt et al., 1998!.

C. The hyperarticulation spectrum: When and why
speech is adapted

Based on experimental phonetics data involving inter-
personal speech, Lindblom and colleagues have argued that
speakers make a moment-by-moment assessment of their lis-
tener’s need for explicit signal information, and they adapt
their speech production to the perceived needs of their lis-
tener in a given communicative context~Lindblom, 1990,
1996; Lindblomet al., 1992!. According to Lindblom’s H &
H theory, this adaptation varies actively along a continuum
from hypo- to hyperclear speech. Hypoclear speech is rela-
tively relaxed, and contains phonological reductions. A hy-
poclear speech style involves minimal expenditure of articu-
latory effort by the speaker, and instead relies more on the
listener’s ability to fill in missing signal information from
knowledge. In contrast, hyperclear articulation is a clarified
style that requires more speaker effort in order to achieve
ideal target values for the acoustic form of vowels and con-
sonants, thereby relying less on listener knowledge. Essen-
tially, Lindblom and colleagues maintain that the relation
between the speech signal and intended phonemes is a highly
variable one, which is neither captured entirely by mapping
phonemes to physical acoustic or phonetic characterizations,
nor by factoring in local coarticulation effects~Lindblom,
1996!. During human interaction, speaking style also can
range from hypo- to hyperclear in a way that contributes
substantial variability to the speech signal.

Lindblom and colleagues believe that speakers operate
on the principle of supplyingsufficient discriminatory infor-
mation for a listener to comprehend their intended meaning,
while at the same time striving for articulatory economy.
When a speaker perceives no particular threat to their listen-
er’s ability to comprehend them, articulatory effort typically
is relaxed~Lindblom, 1996!. The result is hypoclear speech,
which represents the default speaking style. When a threat to
comprehension is anticipated, as in a noisy environment or
when a listener’s hearing is impaired, the speaker will adapt
their speech toward hyperclear to deliver more explicit signal
information. In this sense, phonetic signals are dynamically
modulated by the speaker to complement their listener’s per-
ceived speech processing ability and world knowledge. The
effect of these speaker adaptations is to assist the listener in
identifying a signal’s intended lexical content.

In accord with these theoretical notions, there is evi-
dence from a variety of studies that adaptation toward hyper-
articulate speech does improve intelligibility by both normal
and impaired listeners~Bond and Moore, 1994; Chen, 1980;
Cutler and Buttertield, 1990; Gordon-Salant, 1987; Lively
et al., 1993; Moon, 1991; Paytonet al., 1994; Pichenyet al.,
1985; Uchanskiet al., 1996!. There is also linguistic and
psychological literature indicating that people routinely
adapt their speech during interpersonal exchanges when they
expect or experience a comprehension failure from their lis-
tener. For example, modifications have been documented in
parents’ speech to infants and young children~Ferguson,
1977; Fernaldet al., 1989; Garnica, 1977!, in speech to the

hearing impaired~Picheny et al., 1986!, and in speech to
nonnative speakers~Ferguson, 1975; Freed, 1978!. System-
atic changes also have been observed in speech during noise
~Hanley and Steer, 1949; Junqua, 1993; Schulman, 1989;
Summerset al., 1988!, during heavy workload or in stressful
environments~Brenner et al., 1985; Lively et al., 1993;
Tolkmitt and Scherer, 1986; Williams and Stevens, 1969!,
and when speakers are asked to ‘‘speak clearly’’ in labora-
tory settings ~Cutler and Butterfield, 1990, 1991; Moon,
1991; Moon and Lindblom, 1994!.

The specific hyperarticulate adaptations observed in
these cases have differed depending on the target population
and communicative context. For example, speech adapta-
tions to infants often include elevated pitch, expanded pitch
range, and stress on new vocabulary content—features that
assist in gaining and maintaining infants’ attention and in
subserving teaching functions~Ferguson, 1977; Fernald
et al., 1989; Garnica, 1977!. With hearing-impaired indi-
viduals, speech reportedly is higher in amplitude and funda-
mental frequency, longer in duration, and contains hyper-
clear phonological features~Picheny et al., 1986!. Speech
adaptation in a noisy environment, characterized by the
‘‘Lombard effect’’ ~Lombard, 1911!, involves an increase in
vocal effort that manifests itself as more than simple ampli-
fication of the speech signal. Among other features, it in-
cludes change in articulation of consonants, and increased
duration and pitch of vowels~Junqua, 1993; Schulman,
1989!. Lombard speech is analogous to hyperarticulate
speech in the abruptness of signal change that often occurs.
That is, Lombard and hyperarticulate speech both are char-
acterized by episodic signal variability, which is a more chal-
lenging form of variability for recognizers to process than
continuous signal deformation, as in the accented speech of a
nonnative speaker.

To summarize, the interpersonal dynamics associated
with different populations and circumstances clearly vary,
even though all of them can be viewed as high risk commu-
nications. While they share features in common, the
acoustic-prosodic and phonological features observed in
these different cases nonetheless are defined by distinct hy-
perarticulation profiles. Recent research has begun to outline
users’ beliefs about the cause of communication failure as
well as effective repair strategies when interacting with a
computer~Oviatt et al., 1998!. Due to the error-prone nature
of current recognition systems, speakers likewise may view
the computer as a kind of ‘‘at risk’’ listener.

D. The concept of focal hyperarticulation

Recent research on hyperarticulate speech during
human–computer error resolution has presented an analysis
based on failure-to-understand errors, in which the system
indicates its inability to recognize what the speaker said
~Oviatt et al., 1996, 1998!. However, substitution errors con-
stitute the majority of speech recognition errors~Brown and
Vosburgh, 1989!. During substitution errors, the system mis-
recognizes the user’s speech and substitutes wrong lexical
content. During some substitution errors, the speaker may
not need to make a global repair of the entire utterance, but
rather may selectively repair one focal part it—as in ‘‘July
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twenty-first , nineteen ninety-seven.’’ There currently is a
lack of research on how speakers adapt their speech to a
computer when making focal repairs, or whether these adap-
tations share hyperarticulate features in common with those
observed during global repairs. If both focal and global ut-
terance repairs involve similar hyperarticulate change to the
speech signal, then focal repairs may be viewed as a brief
and highly selective form of hyperarticulate adaptation, one
in which signal transition is particularly abrupt.

Although speech adaptations during focal error repairs
with a computer are poorly understood, in linguistic theory
the concept of stress is relevant.Stressinvolves assignment
of prosodic prominence to one element or part of an utter-
ance, and it can occur during interpersonal communication
when an error is repaired in part of an utterance. Stress has
several known acoustic and phonological correlates, includ-
ing increased pitch, increased amplitude, longer duration,
and greater differentiation of vowel formant structure~de
Jong, 1995; Fry, 1955, 1958!. The acoustic-phonetic features
of linguistic stress are believed to enhance the overall promi-
nence and perceptual clarity of the stressed region, which in
the case of an error must serve as the critical repair region.
Stress sometimes has been described as involving assign-
ment of a pitch accent~Bolinger, 1958; Fry, 1958!, or as a
local shift toward hyperarticulate speech with greater phone-
mic contrast~de Jong, 1995!.

Empirical research has analyzed cases in which people
were disfluent and then spontaneously self-corrected. For ex-
ample, a person might say ‘‘Her name is Sara, no... uh,Su-
san Collins.’’ In the literature on spontaneous self-
corrections, acoustic-prosodic changes have been reported
between error and repair segments, which indicate that the
self-repair tends to be accented, or rendered more prominent
intonationally ~Levelt and Cutler, 1983!. However, promi-
nence marking on content self-repairs occurs only
intermittently—usually in less than half of the self-repairs
observed ~Levelt and Cutler, 1983; Howell and Young,
1991!. Furthermore, self-repairs that do not involve the re-
placement of wrong content~e.g., disfluent repetitions! usu-
ally do not receive prominence marking, or else receive neg-
ligible marking ~Howell and Young, 1991; Levelt and
Cutler, 1983; O’Shaughnessy, 1992!.

During human–computer interaction, there also is
prominence marking when a speaker spontaneously corrects
a disfluency. This marking involves longer duration, in-
creased pitch, and increased amplitude of the repair segment
~Nakatani and Hirschberg, 1994; O’Shaughnessy, 1992!, al-
though the reported increases in pitch and amplitude have
been extremely small~Nakatani and Hirschberg, 1994!. It
currently is not known whether these changes during self-
corrected disfluencies bear any similarity to hyperarticulate
change elicited by system recognition errors. Among other
differences, the latter type of repair occurs in the context of a
highly interactive spoken exchange, and in direct response to
a computer partner’s failure. Another difference is that
analyses of repairs following system error have compared
identical lexical content before and after system failure,
whereas analyses of self-corrected disfluencies have involved

comparison of different lexical content before and during the
repair.

E. Goals and predictions of the study

The general goal of the present study was to examine the
type and magnitude of linguistic adaptations that occur dur-
ing human–computer error resolution. A further general aim
was to develop a user-centered predictive model of hyperar-
ticulate change during system error handling. The specific
goals of this study were:~1! to provide a comprehensive
analysis of acoustic, prosodic, amd phonological adaptations
in speech during error resolution;~2! to test the generality of
the CHAM model~computer-elicited hyperarticulate adapta-
tion model! in response to qualitatively different types of
system recognition error;~3! to examine changes in the
speech signal during bothglobal repair of an entire utterance
and duringfocal repair of a syllable or word within an utter-
ance;~4! to assess the relation between users’ nonverbal re-
action to system errors and change in the acoustic-prosodic
features of their speech signal; and~5! to summarize impli-
cations of these findings for the development of improved
error handling in next-generation spoken language and mul-
timodal systems.

It was hypothesized that users’ repetitions following sys-
tem error would be adapted toward hyperclear acoustic-
phonetic features, including higher amplitude, higher maxi-
mum pitch, lower minimum pitch, greater pitch range, longer
duration of speech and pauses, more hyperclear phonological
features, and fewer disfluencies. To make these assessments,
within-subject data were examined for matched utterance
pairs in which speakers repeated the same lexical content
immediately before and after a simulated recognition error.
Speech data were analyzed following qualitatively different
types of error, including failures-to-understand, related sub-
stitutions, and unrelated substitutions.1 Results for these dif-
ferent error types were compared to evaluate whether the
magnitude of hyperarticulate change would be greater when
the computer substituted wrong lexical content, rather than
simply failing to guess it, or when users responded to unin-
tuitive system errors with visible emotional reactivity.

In addition to investigating hyperarticulation during glo-
bal utterance repairs, it was hypothesized that speakers
would mark focal repairs as more prominent acoustically
than neighboring speech within an utterance. Increased am-
plitude, fundamental frequency, and durational effects were
all explored as potential markers of prominence during focal
repairs. Although pitch and amplitude are relatively inactive
during error resolution involving global utterance repairs, it
was predicted that they would exhibit more change during
prominence marking in focal repairs. To calibrate durational
effects and the selectivity of their placement, the magnitude
of change for speech segments and pauses in the immediate
focal repair region was compared with that in surrounding
nonfocal areas.

A further aim of this study was to explore users’ non-
verbal reactivity to different types of recognition error. In
particular, an assessment was made of whether users react
more strongly when wrong content is introduced, especially
during substitution errors perceived to be unrelated semanti-
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cally and acoustically to their original input~e.g., ‘‘Nancy
Green’’ misrecognized as ‘‘Sport coupe’’!. If users are vis-
ibly more reactive to substitution errors, or to unrelated sub-
stitutions involving uninterpretable misrecognitions, then
this greater degree of arousal may influence the signal char-
acteristics of their repair speech. For example, volume and
fundamental frequency may increase as a by-product of
greater arousal.

I. METHOD

A. Subjects, tasks, and procedure

Twenty native English speakers, half male and half fe-
male, participated as paid volunteers. Their occupational
backgrounds were varied, but excluded computer scientists.

A ‘‘Service Transaction System’’ was simulated that
could assist users with conference registration and car rental
transactions. Compared with an earlier study reported by
Oviatt and colleagues~Oviatt et al., 1996, 1998!, in this
study the corpus was designed to permit collection of a wider
variety of articulated phonemes and three-fold more data
than previously, in order to probe the generality of the
CHAM Model. After a general orientation, people were
shown how to enter information using a stylus to click-to-
speak on active areas of a form displayed on a Wacom LCD
tablet.

As input was received, the system interactively con-
firmed the propositional content of requests by displaying
typed feedback in the appropriate input slot. For example, if
the system prompted withCar pickup location:——— and
a person spoke ‘‘San Francisco airport,’’ then ‘‘ SFO’’ was
displayed immediately after the utterance was completed. In
the case of simulatedfailure-to-understanderrors, the sys-
tem responded with ‘‘????’’ feedback to indicate its failure
to recognize lexical content. During these errors, the system
basically informed the user of its inability to recognize what
the user’s input meant, so it was not necessary for the user to
detect the error. In the case ofsubstitutionerrors, illustrated
in Figs. 2 and 3, the system instead responded with misrec-

ognized or wrong content, such as ‘‘International Graph-
ics’’ instead of ‘‘National Oceanographic’’ ~i.e., acousti-
cally and semanticallyrelatedsubstitution!, or with ‘‘Sport
Coupe’’ instead of ‘‘Nancy Green’’ ~i.e., unrelatedsubsti-
tution!.

Following all errors, participants were instructed to try
again by re-entering their information in the same slot until
system feedback was correct. A form-based interface was
used during data collection so that the locus of system errors
would be clear to users. To successfully resolve a simulated
error, the simulation was programmed so that the participant
had to repeat their input once or twice, although analyses
focused on the users’ original input and first repetition.

Users were told that the system was a well-developed
one with an extensive vocabulary and processing capabili-
ties, so they could express things as they liked and not worry
about what they could and could not say. They were advised
that they could speak normally, work at their own pace, and
just concentrate on completing their transaction. They also
were told that if for any reason the computer did not under-
stand them, they always would have the opportunity to re-
enter their input. Following their session, all users were in-
terviewed and then debriefed about the nature of the
research. All participants reported that they had believed
they were interacting with a fully functional system.

B. Semi-automatic simulation method

A flexible simulation method was devised for supporting
varied studies on user responding during system recognition
errors. The simulation developed for this purpose was an
adapted version of a method previously outlined by Oviatt
and colleagues~1992!. Using this technique, people’s spoken
input was received by an informed assistant, who performed
the role of responding as a fully functional system. The
simulation software provided support for rapid subject-paced
interactions, which averaged a 0.4-s delay between a sub-
ject’s input and system response. Rapid simulation response
was emphasized during software design, since it was judged
to be an important prerequisite for collecting high quality
data on human speech to computers.

FIG. 2. A user speaks her organization’s name as ‘‘National Oceano-
graphic’’ but it is misrecognized as ‘‘International Graphics’’ during a re-
lated substitution error.

FIG. 3. A user speaks her name as ‘‘Nancy Green’’ and laughs when it is
misrecognized as ‘‘Sport Coupe’’ during an unrelated substitution error.
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To support research specifically on errors, a random er-
ror generation capability was developed that could simulate
different types of system recognition error, different error
baserates, and different realistic properties of speech recog-
nition errors. This error generation capability was designed
to be preprogrammed and controlled automatically so that,
for example, errors could be distributed randomly across all
task content. For the present study, the error-generation soft-
ware was adapted to deliver qualitatively different types of
system recognition errors, including:~1! failures to under-
stand; ~2! related substitutions; and~3! unrelated
substitutions.2 The simulated word error rate was held con-
stant at 15%, and approximately one error occurred every
five input slots.

C. Research design

The research design was a within-subject factorial that
included the following independent variables:~1! Error sta-
tus of speech~Original input; Repeat input!; ~2! Type of
simulated error~Failure to understand; Related substitution;
Unrelated substitution!. All 20 subjects completed 6 tasks.
Within each task, six simulated errors were delivered—two
failures to understand, two related substitutions, and two un-
related substitutions. This represents a 20% rate of utterances
containing an error, which is comparable to that associated
with the CHAM model’s Stage II changes in previous re-
ports. In total, data were collected on 36 simulated errors per
subject, or 720 simulated errors in the study. For all matched
utterance pairs in which the lexical content was the same,
original input provided a baseline for quantifying change
during the first repetition. In total, this included approxi-
mately 638 utterance pairs, with over 200 representing each
error type.

D. Data coding and analysis

Speech input was collected using a Crown microphone,
and all human–computer interaction was videotaped and
transcribed. The speech segments of matched utterance pairs
involving original input and first repetitions were digitized,
and software was used to align word boundaries automati-
cally and label each utterance. Most automatic alignments
then were hand-adjusted further by an expert phonetic tran-
scriber. The ESPS Waves1 signal analysis package was
used to analyze amplitude and frequency, and the OGI
Speech Tools were used for duration.

1. Global linguistic adaptations

In these analyses, global spoken adaptations that oc-
curred within the entire utterance were assessed.

a. Duration. The following were summarized:~1! total
utterance duration;~2! total speech segment duration~i.e.,
total duration minus pause duration!; ~3! total pause duration
for multi-word utterances in which at least one pause was
present; and~4! average number of pauses per subject for
multi-word utterances. No attempt was made to code pauses
less than 10 ms in duration. Due to difficulty locating their
onset, utterance-initial voiceless stops and affricates were ar-
bitrarily assigned a 20-ms closure, and no pauses were coded

as occurring immediately before utterance-medial voiceless
stops and affricates. Further details of durational scoring
conventions are outlined elsewhere~Moreton, 1996!.

b. Amplitude. Maximum intensity was computed at the
loudest point of each utterance using ESPS Waves1, and
then was converted to decibels~dBs!. Values judged to be
extraneous nonspeech sounds were excluded.

c. Fundamental frequency.Spoken input was coded for
maximum F0, minimum F0, and F0 range. A pitch-
smoothing filter was applied to the data to remove or mini-
mize: ~1! glottalized regions;~2! spurious doubling and halv-
ing; ~3! points below an amplitude threshold of 400 rms; and
~4! 1- to 2-point pitch value outliers~e.g., due to hissing
sound in ‘‘s’’!. The fundamental frequency tracking software
in ESPS Waves1 was used to calculate values for voiced
regions of the digitized speech signal. Pitch minima and
maxima were calculated automatically by program software,
and then adjusted further to correct for pitch tracker errors
such as spurious doubling and halving, interjected nonspeech
sounds, and extreme glottalization affecting<5 tracking
points.

d. Intonation contour. The final rise/fall intonation con-
tour of subjects’ input was judged to involve a rise, fall, or
no clear change. Each matched original-repeat utterance pair
then was classified as:~1! rise/rise;~2! rise/fall; ~3! fall/fall;
~4! fall/rise; or ~5! unscorable. The likelihood of switching
final intonation contour from original input to first repetition
~categories 2 and 4! versus holding it the same~categories 1
and 3! then was analyzed. In the case of a shifting contour
from original to repeated input, the likelihood of changing
from a rising to falling contour versus a falling to rising one
also was evaluated. Finally, the percentage of all original
versus repeated utterances that contained a final falling con-
tour was compared.

e. Phonological alternations. Phonological changes
within original-repeat utterance pairs that could be coded re-
liably by ear without a spectrogram were categorized as ei-
ther representing a shift from conversational-to-clear speech
style, or vice versa. The following contrasting categories
were coded:~1! released and unreleased plosives;~2! unlen-
ited coronal plosives and alveolar flaps; and~3! presence
versus absence of segments. Alveolar flaps, deleted seg-
ments, and unreleased stops were considered characteristic of
conversational speech, whereas unlenited coronal plosives,
undeleted segments, and audibly released stops were indices
of clear speech. A focus was placed on identifying uncontro-
versial phonological changes with respect to the
conversational-to-clear speech continuum, and those that
could be coded reliably by ear without access to a spectro-
gram. For example, cases of glottalization and glottal stop
insertion were not included due to known difficulty with re-
liable coding~Eisenet al., 1992!.

f. Disfluencies. Spoken disfluencies were totaled for
each subject and condition during original spoken input as
well as repeats during errors, and then were converted to a
rate per 100 words. The following types of disfluencies were
coded:~1! content self-corrections;~2! false starts;~3! rep-
etitions; and~4! filled pauses. For further classification and
coding details, see Oviatt~1995!.
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g. Nonverbal responding.To assess users’ subjective
reaction to different types of recognition error, the following
categories of nonverbal responding were coded from video-
tapes for each subject and error condition:~1! smiling—lips
fully retracted upward in an unambiguous smile;~2!
laughter—open-mouth smile accompanied by one or more
breathy nonarticulated bursts of noise;~3! raised brows—
eyebrows lifted upward, as if in surprise; and~4! knit
brows—eyebrows moved together, with forehead wrinkled
as muscles contract. These nonverbal facial changes, which
were considered indices of emotional reactivity and height-
ened arousal, were assessed for possible correspondence with
speech signal changes.

h. Self-reported perception of recognition errors.The
percentage of subjects reporting specific beliefs about the
causal basis of errors, as well as effective ways to resolve
errors, was summarized from post-experimental interviews.

2. Focal linguistic adaptations

These analyses concentrated on focal error repairs in-
volving one syllable or word within a longer multi-word ut-
terance. In total, 96 original-repeat utterance pairs were
available for analysis of focal error repairs, which constituted
a subset of the related substitution errors. Examples of focal
repairs during related substitution errors weretwo seven
seven Frill Street→‘‘two seven sevenHill Street,’’ Septem-
ber seven, 1996→‘‘Septembereleven, 1996.’’ The goal of
these analyses was to assess whether and to what extent the
focal repair region received selective emphasis via acoustic
cues during system error resolution.

a. Duration. ~1! Focal Speech Duration—The total
duration of the focal speech segment@FOC#, which repre-
sented the repair region, was evaluated for original and re-
peat input.

~2! Nonfocal Speech Duration—The total duration of
the surrounding nonfocal speech segments@NFOC# ~i.e., to-
tal utterance duration minus focal speech duration minus to-
tal pause duration! was computed.

~3! FOC/NFOC Speech Duration Ratio—The ratio of
focal to surrounding speech segment durations was com-
puted to assess whether the focal region was relatively more
elongated during repetition than surrounding speech.

~4! Pause Duration Adjacent to Repair—For all utter-
ances with one or more pauses, total pause duration was
computed both immediately before and after the repair re-
gion in original and repeated input.

~5! Pause Duration Nonadjacent to Repair—Total
pause duration also was assessed for pauses not adjacent to a
focal repair region in original and repeat utterances.

~6! Number of Pauses Adjacent to Repair—For all mul-
tiword utterances, the total number of pauses immediately
before and after a focal repair region were scored for original
and repeat utterances.

b. Amplitude. ~1! Focal Maximum Amplitude—
Maximum amplitude was computed from the loudest point
during the focal repair region, and was summarized for both
original and repeat utterances.

~2! Nonfocal Maximum Amplitude—The average maxi-

mum amplitude of spoken words not in the focal repair re-
gion also was calculated.

~3! FOC/NFOC Amplitude Ratio—The ratio of focal to
nonfocal speech segment amplitudes was computed to assess
whether the focal repair region had a relatively higher am-
plitude during repetition.

c. Fundamental frequency. ~1! Focal Pitch
Maximum—MaximumF0 during the focal repair was scored
for original and repeat utterances, and analyzed separately
when the repair was in sentence-final versus initial or medial
position.

~2! Nonfocal Pitch Maximum—The average maximum
F0 of nonfocal spoken words also was calculated, excluding
words in sentence-final position.

~3! Focal Pitch Minimum—Minimum F0 during the fo-
cal repair was scored for original and repeat utterances, and
analyzed separately when the repair was in sentence-final
versus initial or medial position.

~4! Nonfocal Pitch Minimum—The average minimum
F0 of nonfocal spoken words also was calculated, excluding
words in sentence-final position.

~5! Focal Pitch Range—The F0 range (F0 maximum
minus F0 minimum! was scored for focal repair segments
occurring in all sentence positions, and then compared for
original and repeat utterances.

~6! Nonfocal Pitch Range—The averageF0 range of
nonfocal spoken words also was scored, and compared for
original and repeat input.

d. Reliability. For all measures reported except ampli-
tude, 10%–100% of the data were second scored. For dis-
crete classifications, such as number of pauses, disfluencies,
phonological alternations, nonverbal responding, and intona-
tion contour, all inter-rater reliabilities exceeded 88%. For
phonological alternations, only cases agreed upon by both
scorers were analyzed. For fundamental frequency, the inter-
rater reliability for minimumF0 was an 80% match with less
than 3-Hz departure, and for maximumF0 an 80% match
with less than 9-Hz departure. For duration, pause length was
an 80% match with less than 65-ms departure, and total ut-
terance duration an 80% match with less than 59-ms depar-
ture.

II. RESULTS

Speech data were available for analysis on approxi-
mately 638 scorable utterance pairs for which the lexical
content was identical during original and repeated input. Of
these, over 200 utterance pairs representing each of the three
error types were analysed. Spoken utterances in this corpus
tended to be brief fragments averaging two to three words,
and ranging from 1 to 13 words in length.

A. Overview of global linguistic adaptations

Table I presents a summary of all the significant global
linguistic changes identified during human–computer error
resolution. The magnitude of relative change shown for each
linguistic dimension is an average across the three different
error types. Specific results on each type of linguistic change
are detailed in the following sections.
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Table I clarifies that change in pause structure domi-
nated hyperarticulate adaptation during error resolution, with
durational increase in the speech segment also noteworthy
but smaller in magnitude. Articulatory changes were a sec-
ond prominent characteristic of global hyperarticulate adap-
tation, including both a drop in spoken disfluencies and an
increase in hyperclear phonological features. With respect to
prosody, speakers shifted to a final falling intonation contour
during repetitions, which was associated with small de-
creases in fundamental frequency measures. While amplitude
increases were reliably present, they were negligible.~Figure
7 illustrates that the overall profile of hyperarticulate adapta-
tions was replicated across all three of the different error
types.!

1. Duration

Total utterance duration averaged 1567 ms and 1786 ms
in original and repeat input during failure-to-understand er-
rors, 1677 ms and 1845 ms during related substitutions, and
1659 ms and 1815 ms during unrelated substitutions. The
average gain in total utterance duration from original to re-
peated speech across all error types was111%. A repeated
measures ANOVA on log transformed data revealed that the
main effect of original versus repeat speech was a significant
one, F5166.05 ~df51, 165!, p,0.001, although the main
effect of type of recognition error was not significant,F
,1, nor was the interaction between error type and original-
repeat speech,F52.30 ~df52, 330!, N.S. Having ruled out
significant variation in utterance duration due to type of rec-
ognition error,a priori pairedt tests then were conducted on
the prediction that duration would be elongated during rep-
etition following all three types of error. These analyses con-
firmed a significant increase in utterance length for failure-
to-understand errors, pairedt54.58 ~df5197!, p,0.001,
one-tailed, for related substitution errors, pairedt58.93 ~df
5205!, p,0.001, one-tailed, and for unrelated substitution
errors, pairedt56.63 ~df5219!, p,0.001, one-tailed.

a. Speech segment duration.Analyses revealed an in-
crease in the total speech segment from an average of 1446
ms during original input to 1591 ms during repetitions fol-
lowing failure-to-understand errors, 1525 ms and 1662 ms
following related substitutions, and 1513 ms and 1613 ms
following unrelated substitutions, as illustrated in Fig. 4. The
average relative gain in speech segment duration from origi-
nal to repeated speech across all error types was18.5%. A

repeated measures ANOVA on log transformed data re-
vealed that the main effect of original versus repeat speech
was significant,F5142.46~df51, 165!, p,0.001, although
error type was not,F,1, nor was the interaction between
error type and original-repeat speech,F52.85 ~df52, 330!,
N.S. Having ruled out significant variation due to type of
recognition error,a priori paired t-tests were conducted on
the prediction that repeated speech segments would be sig-
nificantly elongated following all three types of recognition
error. These analyses confirmed a significant increase in
speech segment duration following failure-to-understand er-
rors, pairedt56.88 ~df5197!, p,0.001, one-tailed, related
substitutions, pairedt58.95~df5205!, p,0.001, one-tailed,
and unrelated substitutions, pairedt55.69 ~df5219!, p
,0.001, one-tailed.

b. Pause duration. The total pause duration of multi-
word utterances also increased from an average of 192–295
ms between original and repeat input after failure to under-
stand errors, from 207 ms to 248 ms after related substitu-
tions, and 193 ms to 283 ms after unrelated substitutions.
The average gain in total pause duration from original to
repeated speech across all error types was140%. A repeated
measures ANOVA on log transformed data revealed that the
main effect of original versus repeat speech significantly in-
fluenced total pause duration,F557.68 ~df51, 56!, p
,0.001, although type of error did not,F,1, nor did the
interaction between error type and original-repeat speech,F
51.93 ~df52, 112!, N.S. Having ruled out significant varia-
tion due to type of error,a priori paired t-tests were con-
ducted on the prediction that pause duration would be elon-
gated significantly in response to all three types of
recognition error. These analyses confirmed a significant in-
crease in pause duration following failure-to-understand er-
rors, pairedt55.59 ~df577!, p,0.001, one-tailed, related
substitutions, pairedt55.74 ~df593!, p,0.001, one-tailed,
and unrelated substitutions, pairedt54.59 ~df584!, p
,0.001, one-tailed.

Figure 4 illustrates the average increase in pause dura-
tion for all three types of error, and its relation to increases in
speech segment duration. Figure 5 also shows the increasing

TABLE I. Overview of relative change in linguistic dimensions of hyper-
articulation during global utterance repairs.

Type of change
Percentage change
during repetition

Pause interjection 144.0%
Pause elongation 140.0%
Disfluencies 238.5%
Intonation—final fall 120.0%
Speech elongation 18.5%
Hyperclear phonology 16.0%
Pitch minimum 22.0%
Amplitude 10.5%

FIG. 4. Elongation of the speech segment and pauses in repeated utterances
for three types of recognition error. Original speechh; repeat speech�;
original pauseh– ; repeat pausej.
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ratio of pause to speech duration in repeated speech for all
three types of error, which averaged113% during original
input but increased to117% during repetitions. That is, the
gain in pause duration during repetitions was relatively
greater than for speech, a comparison that was statistically
reliable across subjects by Wilcoxon Signed Ranks test,z
53.24 (N519), p,0.001, two-tailed.

To test for elongation of individual matched pauses~i.e.,
independent of interjecting new ones that may have been
brief!, original and repeat utterance pairs matched on total
number of pauses were compared for total pause length. This
analysis confirmed that pauses were elongated significantly
more in repeat utterances following all three types of errors,
including failure-to-understand errors, pairedt52.37 ~df
534!, p,0.02, one-tailed, related substitutions, pairedt
52.02 ~df549!, p,0.025, one-tailed, and unrelated substi-
tutions, pairedt53.60 ~df545!, p,0.001, one-tailed.

c. Number of pauses.Approximately 63% of multi-
word utterances contained one or more pauses during error
resolution, even though utterances in the corpus tended to be
brief. Figure 6 reveals that the average number of pauses per
subject for multi-word utterances increased during repeat

speech for all three error types. For failure-to-understand er-
rors, the number of pauses increased from an average of 0.69
to 1.08 between original and repeated utterances, significant
by Wilcoxon Signed Ranks test,z53.32 (N517), p
,0.001, one-tailed. For related substitutions, the number of
pauses increased from 0.71 to 1.06 during repeat utterances,
again significant by Wilcoxon,z53.62 (N517), p,0.001,
one-tailed. Finally, for unrelated substitutions, pauses in-
creased from 0.83 to 1.04 during repeat utterances, signifi-
cant by Wilcoxon,z52.12 (N516), p,0.02, one-tailed.
Overall, the net increase in average number of pauses during
repeated speech was144%.

2. Amplitude

The maximum amplitude averaged 70.3 dB and 70.6 dB
in original and repeat utterances during failures to under-
stand, 70.8 dB and 71.1 dB during related substitutions, and
70.6 dB and 71.0 dB during unrelated substitutions. A re-
peated measures ANOVA revealed that the main effect of
original-repeat speech had a significant impact on amplitude,
F523.76~df51, 163!, p,0.001, but there was no difference
between error types,F51.45 ~df52, 326!, N.S., and no sig-
nificant interaction,F51.40 ~df52, 326!, N.S. Having ruled
out significant variation due to type of error, the prediction
was tested that repeated speech would be increased in ampli-
tude. Analyses using plannedt tests confirmed a significant
increase in amplitude on repeat speech for failures to under-
stand,t52.45~df5204!, p,0.01, one-tailed, for related sub-
stitutions,t53.00 ~df5208!, p,0.0015, one-tailed, and for
unrelated substitutions,t53.57 ~df5223!, p,0.001, one-
tailed. However, these increases were very neglible, averag-
ing less than10.5%.

3. Fundamental frequency

a. Pitch maximum. Maximum F0 averaged 190.8 and
190.2 for original and repeat speech during failures to under-
stand, 188.8 and 189.6 for original and repeat speech during
related substitutions, and 193.0 and 192.9 for original and
repeat speech during unrelated substitutions. Repeated mea-
sure ANOVAs conducted on the whole sample and then re-
analyzed separately by gender all revealed no significant ef-
fect of original versus repeat speech, error type, or their
interaction on pitch maximum values~Fs,1!.

b. Pitch minimum. Minimum F0 averaged 129.5 and
126.8 on original and repeat speech during failures to under-
stand, 129.9 and 127.4 during related substitutions, and
129.1 and 127.6 during unrelated substitutions. A repeated
measures ANOVA conducted on the whole sample revealed
a significant main effect of original versus repeat speech,F
54.68~df51, 158!, p,0.035, but no difference due to error
type, F,1, or their interaction,F51.90 ~df52, 316!, p
.0.15. Since a decrease was predicted in minimumF0 dur-
ing repetitions,a priori pairedt-tests were conducted to as-
sess predicted drops during different error types. Significant
decreases were confirmed for failure to understand errors,t
52.42~df5189!, p,0.01, one-tailed, for related substitution
errors,t52.16 ~df5190!, p,0.02, one-tailed, and for unre-

FIG. 5. Increasing ratio of pause to speech duration in repeated utterances
for three types of recognition error.

FIG. 6. Increase in number of pauses in repeated utterances for three types
of recognition error.
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lated substitution errors,t51.76 ~df5216!, p,0.04, one-
tailed. These decreases in minimumF0 averaged less than
22%.

c. Pitch range. F0 range averaged 61.9 and 63.2 for
original and repeat speech during failures to understand, 62.7
and 62.8 during related substitutions, and 63.9 and 65.4 dur-
ing unrelated substitutions. Repeated measures ANOVAs
conducted on the whole sample and then reanalyzed sepa-
rately by gender all revealed no significant main effect of
original versus repeat speech, error type, or their interaction
on overall pitch range values for the utterance~Fs,1!.

4. Intonation contour

The probability ofshifting final intonation contour from
rise to fall, or vice versa, averaged only 11.5% between
original and repeated input. More specifically, speakers
maintained the same final contour 89% of the time during
failure to understand errors, 87% of the time during related
substitutions, and 89% during unrelated substitutions, with
no significant differences apparent between error types. Wil-
coxon Signed Ranks analysis confirmed that speakers were
significantly more likely to hold their intonation the same
between original input and first repetition than to change it,
z53.88 (N520), p,0.001, one-tailed. In this sense, it ap-
pears that whatever intonation contour originally is applied
to the utterance tends to persist during verbatim correction.

Of the cases in which a change was evident in final
intonation contour during repetition, 88% of the time the
shift was from rising to falling, rather than the reverse. This
difference was significant by Wilcoxon test,T15110 (N
515), p,0.003, two-tailed. Analyses of all three error types
reconfirmed this pattern of significantly more final falls than
rises during repetitions. Overall, the likelihood of a final fall-
ing contour was 45% during original input, increasing to
54% during repetitions—for a net relative increase in final
falling contours of120%.

5. Phonological Alternations

Approximately 6% of repetitions in this corpus con-
tained a phonological alternation that could be classified
along the hyperarticulation spectrum. Table II summarizes
the number and type of alternations observed for each sub-
ject by the direction of shift toward conversational versus
hyperclear speech.

The majority of subjects, or 79% of those who had at
least one spoken adaptation classifiable according to hyper-
articulation, shifted more often from a conversational to clear
speech style, rather than the reverse, a significant difference
by Wilcoxon Signed Ranks test,T1580 (N513), p
,0.007, one-tailed. The rate of hyperclear alternations aver-
aged 6% of repetitions during failures to understand, 4% of
repetitions during related substitutions, and 5% during unre-
lated substitutions, with no significant difference among er-
ror types~see Fig. 7!.

When one or more clear-speech phonological changes
were present during repetitions, the number of pauses corre-
spondingly increased167% from baseline input~i.e., from
0.90 to 1.50 pauses between original and repeat input!, com-

pared with a gain of only144% for the whole corpus. Like-
wise, total pause length increased161% from baseline input
to repetitions when a phonological change was present~i.e.,
from 191 ms to 307 ms!, although the gain only averaged
140% for the whole corpus. Total speech duration averaged
1891 ms and 2126 ms during utterances with a phonological
alteration, a112% increase over baseline input, compared
with 18.5% increase for the whole corpus. In short, dura-
tional change averaged about 49% greater during repetitions
involving a phonological alternation than during those with-
out one. When original-repeat utterance pairs containing a
conversational-to-clear-speech phonological change were

TABLE II. Number and type of phonological alternations involving a shift
toward clear speech~a–f! versus toward conversational speech~g–h!, listed
by subject.

Clear to
conversational

Conversational
to Clear

Phonological
alternations

0 3 c, d, d
0 6 a, a, a, c, e, e
2 2 g, g / a, d
0 1 a
0 0 ¯

0 0 ¯

0 5 a, a, a, c, c
0 3 a, c, d
0 1 f
0 0 ¯

0 3 a, b, c
0 1 a
2 0 g, h
0 0 ¯

0 1 d
0 3 a, a, c
0 3 a, a, c
0 0 ¯

1 0 g
0 0 ¯

Total—5 32

aUnreleasedt.releasedt.
bAlveolar flap.coronal plosive.
cn/alveolar nasal flap.nt sequence.
dSegment insertion.
eNasal flap.n.
fschwa.I altered vowel quality.
gSegment deletion.
hnt sequence.nasal flap.

FIG. 7. Similarity of hyperarticulation profile for different error types.
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compared with utterances from the corpus at large that did
not contain any phonological change~i.e., that were matched
on speaker and lexical content!, it was confirmed that utter-
ances with phonological change contained significantly more
pauses than those in the corpus at large,T1555 (N510),
p,0.001 one-tailed, and also significantly longer pauses,
T1579 (N513), p,0.01, one-tailed. These data clarify
that the degree of hyperarticulate adaptation varied along a
spectrum, and also that durational and phonological changes
during hyperarticulation were correlated within individual
utterances.

6. Disfluencies

The disfluency rate during baseline speech~i.e., through-
out the interaction when no errors were occurring! averaged
0.65 disfluencies per 100 words. However, this rate dropped
to 0.40 during repeated input following system errors, a sig-
nificant decrease by Wilcoxon Signed Ranks test,T15103
(N515), p,0.01, one-tailed. The rate of disfluencies per
100 words averaged 0.43 during failures to understand, 0.46
during related substitutions, and 0.30 during unrelated sub-
stitutions, which did not differ significantly.

7. Nonverbal responding

Users frequently reacted emotionally to system recogni-
tion failures. They smiled in response to 9% of errors,
laughed after another 6%, raised their eyebrows after 4%,
and knit their brows after 3% of errors. In total, 22% of
system errors elicited a nonverbal response.

Participants were significantly more likely to smile after
an unrelated substitution than after a failure to understand
error, z52.73 (N511), p,0.003, one-tailed, or after a re-
lated substitution error,z51.69 (N511), p,0.05, one-
tailed. Users also were significantly more likely to laugh af-
ter unrelated substitutions than after a failure to understand
error,z52.40 (N59), p,0.01, one-tailed, or after a related
substitution,z52.45 (N59), p,0.007, one-tailed. Finally,
although raised eyebrows were not expressed more often af-
ter any particular error type, users also knit their brows sig-
nificantly more often after unrelated substitutions than failure
to understand errors,z51.81 (N57), p,0.04, one-tailed,
and related substitutions,z51.62 (N57), p,0.053, one-
tailed. In summary, participants were most reactive to the
unrelated substitution errors.

8. Self-reported perception of recognition errors

Post-experimental interviews revealed that users typi-
cally posited a cause for errors that involved self-attribution
of blame and a linguistically based cause of system failure
~e.g., ‘‘I just needed to speak more slowly and clearly’’!.
Although the delivery of simulated recognition errors was
not contingent at all on users’ input, 70% of interviewees
stated that altering the linguistic characteristics of their own
language was effective in repairing system errors success-
fully. Another 15% said they had no idea why system errors
occurred, and the remaining 15% cited mechanical reasons
for recognition failure~e.g., ‘‘My pen wasn’t inside the input
box, so it didn’t get the last few digits’’!.

With respect to linguistic repair mechanisms, the follow-
ing specific ones were cited most frequently as being effec-
tive: ~a! speaking more clearly—mentioned by 45% of par-
ticipants who maintained a linguistic theory; and~b!
speaking more slowly—40% of participants. A small minor-
ity of people said they believed that speaking more loudly to
the computer was effective in resolving errors~10%!, or
changing voice inflection~5%!. In short, participants’ self-
reports regarding error repair strategies were consistent with
the major changes observed in hyperarticulate speech.

B. Overview of focal linguistic adaptations

Table III presents a summary of all the significant focal
linguistic adaptations that were identified during human–
computer error resolution. It summarizes changes that oc-
curred when users selectively emphasized a focal repair re-
gion in a related substitution error. Specific results on each
type of linguistic adaptation are detailed in the following
sections.

Table III clarifies that change in pause structure still
dominated focal hyperarticulate adaptation, although it was
three- to four-fold greater than that observed during global
utterance repair. Changes in pause interjection and elonga-
tion also were selectively placed adjacent to the focal repair
region. In fact, these pause changes were twelve-to sixteen-
fold more pronounced immediately before and after the re-
pair region than in other sentence positions. The focal speech
region also was substantially elongated, approximately two-
fold more than speech in surrounding nonfocal regions or
during global utterance repairs.

Although relatively smaller in magnitude of change, the
focal repair region also was selectively marked with a mod-
erate increase in pitch range that was derived from an in-
crease in maximum pitch in sentence-initial and medial po-
sitions and a decrease in minimum pitch in sentence-final
position. Finally, the focal repair region was selectively
marked with a small increase in amplitude. These data
clarify how duration, fundamental frequency, and amplitude
work together in a finely tuned manner to mark a highly
specific repair region as acoustically more prominent than
surrounding ones during human–computer error resolution.

TABLE III. Overview of relative change in linguistic dimensions of hyper-
articulation during focal repairs.

Type of change
Percentage change
during repetition

Focal repair region:
Pause duration next to repair 1149%
Number of pauses next to repair 1113%
Duration of speech repair 118%
Pitch range of speech repair 111%
Pitch maximum of speech repaira 13%
Pitch minimum of speech repairb 23%
Amplitude of speech repair 11%

Nonfocal region:
Pause duration nonadjacent to repair 19%
Duration of nonfocal speech 19%

aChange for all focal repairs, except those in sentence-final position.
bChange for focal repairs in sentence-final position only.
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1. Duration

a. Focal speech duration.The total duration of the fo-
cal speech segment increased from an average of 400 ms
during original input to 473 ms during repetition, a gain of
118%. This increase was significant by pairedt test on log
transformed data,t56.02 ~df595!, p,0.001, one-tailed.

b. Nonfocal speech duration.The total duration of the
surrounding speech segments also increased from an average
of 745 ms during original input to 811 ms during repetition,
a gain of19%. This increase also was significant by paired
t-test on log transformed data,t55.11 ~df595!, p,0.001,
one-tailed.

c. FOC/NFOC speech duration ratio.The ratio of focal
to nonfocal speech duration increased significantly during
repetition, pairedt52.13 ~df595!, p,0.02, one-tailed. That
is, the focal speech region was demonstrated to increase sig-
nificantly more than other surrounding speech segments.

d. Pause duration adjacent to repair.Approximately
47% of all multi-word utterances contained one or two
pauses adjacent to the focal speech repair during error reso-
lution. The total duration of such pauses averaged 72 ms
during original input, increasing to 179 ms during repetition,
which was significant by pairedt test on log transformed
data,t55.60 ~df535!, p,0.001, one-tailed. That is, a sub-

stantial 1149% increase was discovered in average pause
duration immediately next to the focal repair region during
repetitions. This increase in total pause duration was compa-
rable in size for pauses positioned immediately before versus
after the repair region~i.e., averaging 178.5 vs, 180.0 ms,
respectively!.

Further analysis confirmed that both interjection of new
pauses and elongation of existing ones contributed indepen-
dently to observed increases in total pause duration immedi-
ately around the focal region. In original-repeat utterance
pairs for which the number of pauses was matched, pause
elongation still was significant by pairedt test, t52.96 ~df
513!, p,0.01, one-tailed.

e. Pause duration nonadjacent to repair.Pause dura-
tion for positions nonadjacent to the repair region averaged
128 ms during original input and 140 ms during repetitions,
a 19% increase. This increase also was significant by paired
t test,t52.02 ~df513!, p,0.04.

f. Number of pauses adjacent to repair.The number of
pauses immediately adjacent to a repair region averaged 0.80
during original input, increasing to 1.70 during repetitions, a

FIG. 8. During repair of a related substitution error, elongation of the focal
speech region~box with wavy lines! and selective pause interjection and
elongation next to the focal repair~j!, compared with nonfocal utterance
regions~h!.

FIG. 9. Amplitude change on focal repair region versus nonfocal segments
during related substitutions.

FIG. 10. Change in pitch maximum on focal repair region versus nonfocal
segments, for focal repairs in sentence initial and medial position.

FIG. 11. Change in pitch maximum and minimum on focal repairs as a
function of sentence position.
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1113% gain. This increase in average number of pauses was
significant by Wilcoxon Signed Ranks test,z52.49 (N
512), p,0.01, one-tailed. Analysis of the position of these
pauses indicated an equal split between those located imme-
diately before versus after the repair.

Figure 8 illustrates selective pause interjection and elon-
gation immediately around the focal repair region, as well as
elongation of the spoken repair region itself, during focal
repair of a typical related substitution error from the present
corpus.

2. Amplitude
a. Focal maximum amplitude.Maximum amplitude of

the focal region averaged 69.4 dB during original input, in-
creasing to 70.1 dB during repetition, which represented a
11% gain. This increase on the focal segment was signifi-
cant by pairedt test,t53.15 ~df595!, p,0.001, one-tailed.

b. Nonfocal maximum amplitude.Average maximum
amplitude of the nonfocal repair region was 69.3 dB during
original input and 69.1 dB during repetitions, which was not
a significant change,t,1.

c. FOC/NFOC amplitude ratio.The ratio of maximum
amplitude gain on focal versus nonfocal regions increased
from 1.00 during original input to 1.01 during repetition, a
significant relative change by pairedt test,t52.71 ~df595!,
p,0.004, one-tailed. Figure 9 illustrates the amplitude in-
crease on focal repair regions during repeated utterances,
compared with nonfocal segments.

3. Fundamental frequency

a. Focal pitch maximum. Maximum F0 on focal
speech segments averaged 165.5 during original input and
increased to 170.0 during repetition of the focal repair when
it occurred in sentence initial and medial positions. This
change represented a12.7% increase in maximumF0 on
the target repair region, which was significant by pairedt
test, t52.86 ~df550!, p,0.003, one-tailed. However, when
the focal repair was in sentence-final position maximumF0
averaged 191.5 and 189.7 during original and repeated input,
which did not represent a significant change,t,1.

b. Nonfocal pitch maximum.The average maximumF0
on nonfocal speech segments~i.e., excluding those occurring
in sentence-final position! was 167.4 and 166.8 during origi-
nal and repeated input, which was not a significant increase,
t,1.

Figure 10 illustrates the increase in maximumF0 during
repetition of a focal repair segment, compared with sur-
rounding nonfocal ones. Figure 11~top! illustrates that this
increase occurred when the repair region was in any position
except final.

c. Focal pitch minimum.Minimum F0 on focal speech
segments averaged 143.6 and 143.5 on original input and
repetitions when the focal repair was in sentence-initial or
medial position, which did not represent a significant change,
t,1. However, when the focal repair was in sentence-final
position, minimumF0 averaged 141.3 on original input and
dropped to 137.5 during repetitions, which was a22.7%
decrease and significant by pairedt test, t51.72 ~df541!,
p,0.05. Figure 11~bottom! illustrates that this decrease in
minimum pitch only occurred in sentence-final position.

d. Nonfocal pitch minimum.The minimumF0 on non-
focal speech segments occurring in sentence-final position
averaged 135.6 and 133.3 during original input and repeti-
tion, which did not represent a significant difference,t,1.
That is, sentence-final speech segments that were not the
focus of repair showed no reliable drop in minimumF0
during repetitions.

e. Focal pitch range. The F0 range on focal repair
segments occurring in all sentence positions averaged 34.0
for original input, increasing to 37.8 for repetitions. This was
an 111.2% gain, and a significant expansion of pitch range,
t52.11 ~df595!, p,0.02, one-tailed.

f. Nonfocal pitch range. The F0 range averaged a
lower 28.8 and 27.4 for original and repeated input for
speech segments throughout the sentence that were not the
focus of repair, which did not represent a significant differ-
ence,t51.09 ~df592!, N.S.

Figure 12 illustrates the increase in pitch range during
repetition of focal repair segments, compared with surround-
ing nonfocal ones. Figure 13 illustrates that this pitch range

FIG. 12. Change in pitch range on focal repair region versus nonfocal seg-
ments during related substitutions.

FIG. 13. Change in pitch range on focal repairs as a function of sentence
position.
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expansion on focal repairs occurred uniformly in all sentence
positions.

III. DISCUSSION

Human speech to computers varies along a spectrum of
hyperarticulation, such that its basic signal properties change
dynamically and sometimes abruptly. The present data dem-
onstrate that system recognition errors can be a forceful elici-
tor of hyperarticulate speech from users. Furthermore, the
presence, form, and degree of hyperarticulation in users’
speech to computers is a highly predictable phenomenon. It
has a specific constellation of linguistic features, and it oc-
curs as a generalized response to different types of system
recognition error. In addition, hyperarticulate adaptation can
occur during global utterance repairs, and also during focal
repairs involving one isolated region within a longer utter-
ance. These research findings raise concerns with current al-
gorithmic approaches to recognizing spoken language, which
generally fail to model dynamic stylistic changes in the
speech signal that are elicited during natural interactions,
such as hyperarticulation during miscommunication, or Lom-
bard speech during noise.

A. Global hyperarticulation to computers

During global utterance repairs, speech predominantly
shifted to become lengthier and more clearly articulated, as
summarized in Table I. Comparable durational changes were
observed following all three types of system error, including
18.5% average elongation of the speech segment,140%
elongation of pause duration, and interjection of144% more
pauses. The most salient relative changes in repeated speech
involved altered pause structure. Perhaps ironically, users’
speech became somewhat more discrete during hyperarticu-
lation, departing from the pattern of continuous speech upon
which most current recognizers typically are trained. How-
ever, the changes observed in pause structure in no sense
approached regularized discrete pausing between every
word, as would be required by a discrete word recognizer.
Instead, it often was highly targeted, as in selective pause
interjection and elongation around focal repair regions.

The large durational increases obtained in this study are
similar to those documented in hyperclear speech to the hear-
ing impaired~Uchanskiet al., 1996!. Previous literature on
interpersonal speech also has reported increases in the num-
ber and length of pauses in hyperclear speech between
people without hearing impairments~Cutler and Butterfield,
1990, 1991!. In general, such changes in pause structure ap-
pear to play an important role in assisting listeners with
marking word boundaries and segmenting a continuous
stream of speech~Cutler and Butterfield, 1990, 1991;
Maasen, 1986!.

Articulatory changes also were a prominent characteris-
tic of global hyperarticulate adaptation. The phonological
features of repeat speech adapted toward an audibly clearer
articulation pattern on 6% of repetitions, with frequently ob-
served changes including the insertion of previously deleted
segments~e.g.,’levenchanging toeleven!, fortition of alveo-
lar flaps to coronal plosives~e.g.,|(T|(# changing toeItEeIt),
and shifts to unreducednt sequences~e.g.,#4}T̃{ to #4}'#{!.

This shift also corresponded with a 38.5% decrease in spo-
ken disfluencies, which may have occurred in part because
rearticulated utterances involve a reduced planning load
~Oviatt, 1995!. Essentially, users’ speech became more de-
liberate and better specified in its signal cues to phonetic
identity. These findings are consistent with the linguistic lit-
erature on hyperclear speech between people, which has re-
ported change in both vowel and consonant quality includ-
ing, for example, more audibly released word-final stops
~Chen, 1980; Cutler and Butterfield, 1991; Moon, 1991;
Pichenyet al., 1986!. In future research, more detailed quan-
titative modeling will be needed on the major durational and
articulatory changes observed during hyperarticulation to
computers, as well as on their interrelation.

During global utterance repairs, an error correction sub-
dialogue was initiated that also led to prosodic changes. Re-
peat utterances were 9% more likely to be closed with a final
falling contour than were original utterances. Pitch minima
also decreased significantly during global utterance repairs,
although only by22% overall. Both this increased rate of
final falling tones on error correction subdialogues, and the
small decline in pitch, apparently were used by speakers as
cues to mark the close of a repair with their computer part-
ner. These findings are consistent with previous research
demonstrating that a final falling contour and reduction in
pitch are the strongest cues used during interpersonal speech
to produce finality judgements~Swertset al., 1994!.

While amplitude increases were present during global
utterance repairs, they nonetheless were negligible—
averaging just10.5%. In a previous study, no amplitude
increases were found at all in speech during error resolution
~Oviatt et al., 1996, 1998!. The statistically reliable ampli-
tude effect in this study most likely was discernable because
the data set was three fold larger, and the present experimen-
tal design afforded greater precision. In any event, the am-
plitude change observed in speech to computers was ex-
tremely small. This stands in contrast to the sizable increases
often found in hyperarticulated speech between humans—for
example, in speech to the hearing impaired and in a noisy
environment. In summary, adaptation in both amplitude and
fundamental frequency were relatively attenuated during er-
ror resolution with a computer partner, compared with the
effects typically observed between humans during miscom-
munication.

The hyperarticulation profile described above was strik-
ingly similar following all three types of system recognition
error. Irrespective of the fact that users view substitution
errors as interjectingwrong content, hyperarticulate change
following both types of substitution error replicated the pat-
tern found for failure to understand errors. Likewise, unre-
lated substitution errors were unintuitive, comical, and
unique in their ability to evoke emotional reactions 22% of
the time ~e.g., ‘‘Nancy Alston’’ recognized as ‘‘Dodge
City’’ !. Although one might assume that this emotional
arousal would be associated with a larger magnitude of hy-
perarticulate change, including heightened pitch and ampli-
tude changes, this was not the case. In spite of their evoca-
tive nature, the speech signal adapted nearly identically for
unrelated substitution errors as the other two types. This
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striking similarity in the hyperarticulation profile for differ-
ent types of system error is illustrated in Fig. 7.

Compared with interpersonal speech during expected or
actual miscommunication, the overall pattern of hyperarticu-
lation to a computer is somewhat unique. This partly was
evident in users’ minimal amplitude and pitch changes,
which was consistent with self-reports indicating that speak-
ers generally did not believe that volume or pitch were key
factors in eliminating recognition errors. Instead, users re-
ported that controlling rate and articulatory clarity caused
computer errors to resolve—comments that corresponded
with dominant changes observed in their speech at the signal
level. In this sense, speakers’ beliefs about rate and articula-
tory clarity appear to apply more broadly to resolving mis-
communications with both computers and varied human lis-
teners. The present evidence supports the view that speakers
view error-prone computers as a unique kind of ‘‘at risk’’
listener—one involving communication dynamics and
sources of fallibility distinct from other at risk groups such
as children, the hearing impaired, or nonnative speakers.

The hyperarticulate signal changes reported in this study
represent a strong and persistent predilection by speakers.
They may underestimate changes during interaction with
some challenging application domains that are known to
have high word error rates, such as the DARPA Switchboard
corpus~Martin et al., 1997!. The Switchboard corpus con-
tains speech from spontaneous telephone dialogues, and the
best systems currently are generating word error rates two- to
three fold higher on this corpus than that in the present study.
For systems or application domains known to have such high
error rates, previous research indicates that speech is likely to
involve a substantial intensification of hyperarticulate effects
~Oviatt et al., 1998!.

B. Focal hyperarticulation to computers

Since the majority of speech recognition errors are sub-
stitutions, sometimes cases arise in which the user selectively
repairs one focal part of an utterance, as in ‘‘July twenty-
first nineteen ninety-seven.’’ There is a sense in which these
focal repairs may be viewed as a highly targeted, brief, and
fine-tuned form of hyperarticulate adaptation in which dura-
tional, fundamental frequency, and amplitude cues function
together to demarcate and highlight the repair region. Results
from the present study clarify the nature and orchestration of
hyperarticulate change during error resolution involving fo-
cal repairs.

Changes in pause structure still were dominant during
focal hyperarticulate adaptation, as summarized in Table
III—with a 1149% increase in pause duration, and a
1113% increase in pause interjection next to the repair re-
gion. However, the magnitude of these changes was three- to
fourfold larger than during global utterance repair. Changes
in pause interjection and elongation also were highly selec-
tive in their placement immediately before and after the focal
repair region. In fact, these pause changes were twelve- to
sixteen-fold greater next to the repair region than in other
sentence positions. The function of this selective interjection
and lengthening of pauses was most plausibly to demarcate
the repair region clearly. However, there was no evidence

that such pauses were placed in advance of the repair region
more often than after it, for example as a way to signal
upcoming repair. The focal speech region also was elongated
by 18%, which was twofold more than speech elongation in
surrounding nonfocal regions or speech elongation during
global utterance repairs.

Although relatively smaller in magnitude of change, the
focal repair region also was selectively marked with an
111% increase in pitch range, which derived from increases
in maximum pitch in sentence-initial and medial positions,
and decreases in minimum pitch in sentence-final position.
Variation in absolute pitch levels were revealed to be highly
sensitive to the location of a repair in the sentence. However,
the net effect of this orchestration of maximum and mini-
mum pitch changes was a uniform expansion of pitch range
on focal repairs occurring anywhere in a sentence. As in the
case of durational effects, pitch changes observed during fo-
cal repairs were highly targeted at the repair region. On av-
erage, there was a138% greater expansion of pitch range on
the focal speech repair than on surrounding nonfocal speech
segments.

Expanded pitch range is known to mark linguistic seg-
ments as salient~Pierrehumbert, 1980!, or as content that the
listener should pay particular attention to in the moment-by-
moment delivery of spoken information. Pitch range also is
known to play an important role in conveying the hierarchi-
cal segmentation of discourse, generally being expanded at
the beginning of new topics~Brown, 1983; Hirschberg and
Grosz, 1992; Lehiste, 1975!. In spontaneous conversations,
pitch range expansion generally has been shown to mark the
start of a new unit, whether a new topic, a new speaker turn,
or a self-correction of disfluencies or content errors~Ayers,
1994; French and Local, 1986!. During focal error repairs
with a computer partner, both elevated pitch and expanded
pitch range provided cues for identifying the precise bound-
aries of the correction region within a longer continuous ut-
terance, which could facilitate linguistic processing of its
lexical content. As a tool for demarcating focal repair re-
gions, pitch clearly functioned more actively than during glo-
bal utterance repairs.

The focal repair region also was selectively marked with
small increases in amplitude, averaging less than a 1% gain.
Although change in amplitude co-occurred with durational
effects, increases in duration far exceeded the relative gains
for amplitude. This finding is consistent with Turk and
Sawusch’s~1996! demonstration that, while duration and
amplitude generally interact to yield judgements of promi-
nence~Fry, 1955!, the primary factor that gives rise to per-
ceived prominence is increased duration. Their research
demonstrates that the impact of durational and amplitude in-
creases on the perceived salience of a speech segment are not
equivalent or symmetric. At some level, speakers may be
aware of this greater impact of durational increase on the
intelligibility of speech, which may account for their simi-
larly strong reliance on durational cues when resolving sys-
tem recognition errors.
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C. The CHAM model

These results corroborate and generalize the computer-
elicited hyperarticulate adaptation model~CHAM!, which is
summarized schematically in Fig. 1 and elaborated quantita-
tively in the accompanying Table IV. The CHAM model
predicts that specific features in users’ speech will adapt dur-
ing human–computer error resolution, and that the type and
magnitude of adaptation will depend on a system’s overall
error rate~Oviatt et al., 1998!. In the present study, the hy-
perarticulate changes that were replicated across all three er-
ror types would be considered Stage II adaptations, and in
fact the predicted multiple effects involving durational, ar-
ticulatory, fundamental frequency, and amplitude changes all
were evident~i.e., see Table IV values in bold font!. Al-
though no change in amplitude was reported in earlier find-
ings by Oviattet al. ~1998!, in the present study which was
threefold larger and more carefully controlled, a significant
but very small amplitude effect did emerge. As clarified by
Table IV, the magnitude of adaptations for specific linguistic
features in the present study was extremely close to previous
reports. In addition to the above, the CHAM model predicts
abrupt transitions in the signal profile from one moment to
the next, which was observed continually in this study when
brief episodes of hyperarticulation punctuated repetitions in
juxtaposed original-repeat utterances.

Table IV summarizes the type and magnitude of abso-
lute hyperarticulate changes during Stage I and II based on
cumulative evidence from past research reported in Oviatt

et al. ~1998! ~i.e., shown in plain font! and from the present
findings ~i.e., shown in bold font!. Results from the earlier
study by Oviattet al. ~1998! included data on Stage I and II
hyperarticulation elicited by rejections errors. In contrast, the
larger and more extensive present study included data on
three common types of system recognition error, as well as
on focal and global utterance repairs, although these latter
comparative data all assessed Stage II hyperarticulation. The
Stage I hyperarticulation data listed in Table IV were pre-
cipitated by a low error rate~i.e., 6.5%!, whereas Stage II
data were associated with a high error rate~i.e., 20%!. The
hyperarticulation values from the present study that are listed
in Table IV tend to mark the lower bound on Stage II esti-
mates, with Stage II values based on previous research rang-
ing slightly but consistently higher because they involved
spiral errors that could recur between one and six times.
These spiral errors effectively would have compounded the
error rate, which could account for the correspondingly
greater changes in hyperarticulate features and would be con-
sistent with the CHAM model.

With respect to hyperarticulate change during focal re-
pairs, the acoustic dimensions that were examined—
including duration, pitch, and amplitude—all adapted as pre-
dicted by the CHAM model. Furthermore, the relative degree
of change in these three dimensions~i.e., large changes in
duration, moderate ones in pitch, and minimal ones in am-
plitude! are similar to those observed during global error
repairs. However, the absolute magnitude of durational and
pitch range changes during focal repairs was larger than that
found during global repairs. In addition, shifting to and from
a hyperarticulate speech style was more abrupt and highly
targeted than that during global utterance repairs. While con-
sistent with the CHAM model, these characteristics of hyper-
articulation during focal repairs may prove more difficult to
accommodate in the design of future systems, as will be
discussed further in the next section.

In brief, the present results confirm and further general-
ize the two-stage CHAM model, which was motivated by
linguistic theory~Lindblom, 1990! and the specifics of which
were derived from recent empirical research~Oviatt et al.,
1998!. From cumulative research conducted to date, it is
clear that Stage I and II of the CHAM model accurately
predict the type and magnitude of hyperarticulate adaptations
for a variety of linguistic features during human–computer
error resolution, which vary according to a system’s overall
error rate. As demonstrated in the present study, the CHAM
model’s basic predictions apply to qualitatively different
types of recognition error, and to both global and focal ut-
terance repairs.

D. Designing interactive systems to handle
hyperarticulation

The hyperarticulate speech documented in this research
presents a potentially difficult source of variability that can
degrade the performance of current speech recognizers and
complicate their ability to resolve errors gracefully. One
question raised by viewing the CHAM model in Fig. 1 is
whether an utterance spoken during baseline conditions can
be recognized as identical to its counterpart during Stage II

TABLE IV. Summary of absolute change in linguistic features of Stage I
and II hyperarticulation,a based on past and present research.b

Linguistic feature Stage I changec Stage II change

Duration:
Pause interjection 10.57 pauses 10.32 —10.38 pausesd

Pause elongation 197 ms 178 — 1102 ms
Speech elongation 1190 ms 1127 —1171 ms

Articulation:
Hyper-clear phonology N.S. 16 — 19%e

Disfluencies N.S. 20.25 —20.25f

Pitch:
Intonation—final fall N.S. 19 — 19%g

Pitch minmum N.S. 22.2 —22.7 Hz

Amplitude:
Amplitude maximum N.S. N.S./10.3 dB

aValues listed represent absolute change from original to repeat input for
statistically significant changes~N.S.5not significant!.

bCumulative data included from past and present research are indicated in
regular and bold font, respectively. Values based on the present research
are averages across all error types. Values based on past findings are taken
from Oviatt et al. ~1998!.

cStage I changes were associated with a 6.5% overall error rate per utter-
ances input, and Stage II changes with a 20% rate~upper bounds of the
Stage II range based on spiral errors that repeated 1–6 times!.

dData represent change in average number of pauses per utterance in multi-
word utterances.

eData represent change in percent of utterances with a phonological alterna-
tion involving a hyperarticulate shift.

fData represent change in rate of disfluencies per 100 words.
gData represent change in percent of utterances with a final falling intonation
contour.
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conditions. Like Lombard speech, hyperarticulate speech in-
volves episodic and often abrupt signal variability that may
pose a more substantial challenge to current recognition
technology than chronic forms of variability, such as ac-
cented speech. The relatively static algorithmic approaches
that currently dominate the field of speech recognition, in-
cluding techniques like hidden Markov modeling, appear
particularly ill suited to processing the dynamic stylistic vari-
ability typical of hyperarticulate speech. The present research
therefore should provide a stimulus for developing funda-
mentally more dynamic, adaptive, and user-centered ap-
proaches to speech recognition.

There are several possible avenues for improving the
performance of current spoken language systems on hyper-
articulate speech. One is to train recognizers on more natural
samples of users’ interactive speech to systems, including
error resolution with the type and baserate of errors expected
in the target system. However, this alternative may be asso-
ciated with trade-offs in accuracy, and it does not address the
problematic issue of abrupt signal transitions in hyperarticu-
late speech.

Another approach is to design a recognizer specialized
for error handling, which could function as part of a coordi-
nated suite of multiple recognizers that are swapped in and
out at appropriate points during system interaction. Such an
alternative would be viable within a form-based interface
with input slots, as was used in the present simulation, since
in such an arrangement it is reasonable to assume that re-
entry into the same slot involves a correction. This approach
would require data collection and recognizer training on a
corpus of hyperarticulate speech. One advantage of this ap-
proach is that it is capable of handling abrupt shifts in hy-
perarticulation. However, not all applications may be ame-
nable to identifying the start and end of error correction,
which would be necessary to swap in the appropriate recog-
nizer reliably.

Although hyperarticulate changes during focal error re-
pairs were similar to those during global repair, in some
respects they may be more difficult for systems to accommo-
date. For example, the durational and pitch range changes
during focal repairs were more pronounced in magnitude,
and shifts to and from hyperarticulate speech were more
abrupt than during global repairs. One difficult problem
raised by these data on focal repairs is how to identify their
precise boundaries in a continuous utterance. This problem
complicates the prospect of designing systems with special-
ized recognizers, as suggested above. In particular, it may be
implausible in future systems to mark focal repair regions
clearly via simple interface design techniques, for example,
using a form-based interface to swap in a specialized recog-
nizer at appropriate times. However, since strong acoustic
cues naturally demarcate focal repairs, in the future it may be
possible to develop methods for identifying focal repair re-
gions automatically as an aid to advanced interface design.

The development of more adaptive systems likewise
may improve current recognizer’s performance, and is an
option that has been advocated for processing Lombard
speech~Applebaum and Hanson, 1990; Junqua, 1993!. Since
signal adaptations occur abruptly when users enter an error

correction subdialogue, such a system shouldnot be de-
signed to adapt continuously to users’ speech throughout an
interaction. Rather, system adaptation specifically should
avoid adapting across sharp boundaries that divide original
input from error correction speech—instead adapting within
error-correction subdialogues to the specific form and mag-
nitude of a given user’s hyperarticulation. The goal of such
an approach would be to improve recognizer performance on
a user’s hyperarticulation during future correction episodes.
To better assess the prospects and benefits of an adaptive
approach, future research should explore individual differ-
ences in hyperarticulate speech, especially for durational ef-
fects ~for discussion, see Oviattet al., 1998!.

Perhaps the most promising long-term solution to im-
proving current recognizers’ performance is to avoid hyper-
articulate speech by designing a multimodal rather than uni-
modal interface. This option has been discussed in detail
elsewhere~Oviatt and vanGent, 1996; Oviattet al., in press!,
so will only be summarized here. First, when people are free
to interact multimodally and can switch to an alternate input
mode, the likelihood of both avoiding and rapidly resolving
errors is facilitated. In part, this is because users have good
intuitions about when to deploy a given input mode such that
they avoid errors~Oviatt and Olsen, 1994!. In addition, users
naturally increase their alternation of input modes after a
recognition error occurs. Since input modes such as speech
and pen have different confusion matrices associated with
the same propositional content, this switching of input modes
in a multimodal interface can eliminate stubborn spiral errors
effectively. In addition, multimodal system architectures that
unify the propositional content carried in parallel input
modes can result in mutual disambiguation during semantic
interpretation, which then reduces the overall system’s error
rate ~Johnstonet al., 1997; Oviatt, in press; Oviatt, in sub-
mission!.

In the near future, it will become increasingly important
to model speech in natural field environments and while us-
ers are mobile. Due to variable noise levels, movement, col-
laborating groups of users, interruptions, multi-tasking,
stress, and other factors, acoustic-phonetic variability in the
speech signal may be different and substantially magnified
under such conditions. Rates of miscommunication also are
likely to be elevated, in some cases beyond those currently
reported for spontaneous telephone dialogues. Unlike the
laboratory, speech in these settings can be expected to in-
clude a combination of hyperarticulate, Lombard, and other
difficult forms of abrupt signal variation. The present re-
search on user-centered modeling of speech adaptations dur-
ing error begins to provide an empirical foundation for the
design of these more challenging next-generation systems.
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linguistic capabilities, an increasingly greater percentage should become
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A method for the direct estimation of the longitudinal speed of sound in a medium is presented. This
estimator derives the speed of sound through analysis of pulse–echo data received across a single
transducer array following a single transmission, and is analogous to methods used in exploration
seismology. A potential application of this estimator is the dynamic correction of beamforming
errors in medical imaging that result from discrepancy between the assumed and actual biological
tissue velocities. The theoretical basis of this estimator is described and its function demonstrated in
phantom experiments. Using a wire target, sound-speed estimates in water, methanol, ethanol, and
n-butanol are compared to published values. Sound-speed estimates in two speckle-generating
phantoms are also compared to expected values. The mean relative errors of these estimates are all
less than 0.4%, and under the most ideal experimental conditions are less than 0.1%. The relative
errors of estimates based on independent regions of speckle-generating phantoms have a standard
deviation on the order of 0.5%. Simulation results showing the relative significance of potential
sources of estimate error are presented. The impact of sound-speed errors on imaging and the
potential of this estimator for phase aberration correction and tissue characterization are also
discussed. ©1998 Acoustical Society of America.@S0001-4966~98!03711-4#

PACS numbers: 43.80.Ev, 43.80.Vj, 43.58.Dj@FD#

INTRODUCTION

In medical ultrasound imaging, ultrasound scanner per-
formance depends greatly on the scanner’s precision and ac-
curacy in performing beamforming. Two fundamental as-
sumptions underlying the beamforming process as it is
currently practiced are~a! that the medium through which
the sound propagates is homogeneous, and~b! that the speed
of sound through this medium is known. These assumptions
do not reflect the true nature of the tissues of the human
body. While actual tissue velocities can range from 1400 to
1650 m/s,1–3 the speed of soundin vivo is typically assumed
to be 1540 m/s, potentially producing gross sound-speed er-
rors on the order of65%. Intra- and inter-patient variations
in tissue sound speed produce steering and focusing errors
that degrade the spatial and contrast resolutions as well as the
flow velocity estimation performance of the ultrasound sys-
tem. ~Note that all references to sound speed in this paper
refer to the longitudinal wave speed, as opposed to the trans-
verse, or shear, wave speed.!

A number of techniques for estimating sound speed with
pulse–echo ultrasound have been proposed in the literature
and have been recently reviewed.4 In addition, a number of
techniques for correcting phase aberration errors, of which
gross sound-speed errors are a subset, have been proposed
and evaluated.5–12 The impact of sound-speed error on blood
flow velocity measurements has also been investigated and
reviewed.13 Creating tissue sound-speed maps is of interest
in the tissue characterization research community, as certain
variations in sound speed are correlated with pathological
conditions of interest.14,15,3,16 In this paper we describe a
technique for the estimation of sound speed with pulse–echo
ultrasound. Although we developed this technique indepen-
dently, we have since found it to be related to techniques

applied in exploration seismology. To our knowledge, the
application in medical ultrasound of the various methods of
sound-speed estimation commonly used in seismology has
not been investigated.

I. THE SOUND-SPEED ESTIMATOR

In a homogeneous medium, the geometric delay pattern
of echoes returning to an array of transducer elements from a
target or region of interest is unique given the geometry of
the array and target and the longitudinal sound speed of the
medium. It is possible to estimate this speed solely from the
delays in the radio frequency~rf! echo data recorded on in-
dividual elements of the array following a single transmittal.
This technique is based on calculating the best-fit one-way
geometric delay profile for this data set. The origin of the
one-way geometric delay profile is shown schematically in
Fig. 1. The medium sound speed and target coordinates are
expressed in the coefficients in the function of this best-fit
curve, and given reasonable assumptions, all but the target
coordinate in elevation can be unambiguously estimated
from them. Note that in this discussion, ‘‘target’’ can refer to
either a point target or a region of interest in a speckle-
generating medium.

We refer to this approach as a ‘‘direct’’ technique be-
cause the best-fit sound speed is calculated directly, as op-
posed to being inferred through the optimization of some
other quality factor. This distinction may have significance in
gaining regulatory approval of the application of this method
in medical imaging. Ultrasound scanner manufacturers must
demonstrate that their devices are rigorously calibrated to
display geometrically correct images in 1540 m/s media.
This calibration is jeopardized by adaptive imaging tech-
niques based on the manipulation of the beamformer sound-
speed variable either by an algorithm on the basis of signal
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processing or by the clinician on subjective grounds. A
method capable of reliably estimating the sound speedin
vivo could improve image quality while maintaining geomet-
ric calibration.

Consider a Cartesian coordinate space defined relative to
a transducer aperture such thatx, y, and z coordinate axes
correspond to the lateral, elevation, and axial dimensions.
For an array of transducer elements oriented along thex axis,
the observed one-way geometric delay profilet(x) of echoes
from a target located at (xt ,yt ,zt) in a medium with sound
speedc is

t~x!5
A~x2xt!

21yt
21zt

2

c
. ~1!

Initially, only the profilet(x) and the element positions inx
are known. The values ofxt , yt , zt , andc are unknown but
are constant. To fit a polynomial-based curve to the profile,
we take the square of each side:

t2~x!5
~x2xt!

21yt
21zt

2

c2 . ~2!

Equation~2! can be expanded and rearranged:

t2~x!5
x222xtx1xt

21yt
21zt

2
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Equation~3! is of the form f (x)5p1x21p2x1p3 where

p15
1

c2 , p252
2xt

c2 , p35
xt

21yt
21zt

2

c2 . ~4!

Given the one-way geometric delay profilet(x), a second-
order polynomial fit tot2(x) in the least-squares sense can
therefore be used to determinep1 , p2 , andp3 . Observe that
the medium sound-speedc can be determined fromp1 . One
can then solve forxt usingp2 , and estimatezt usingp3 with
the assumption thatyt!zt . Explicitly,

c5
1

Ap1

, xt52
c2p2

2
, zt'Ac2p32xt

2. ~5!

Note that this method is based on the best-fit of a quadratic.
In this light, the method can be applied with as few as three
transducers, or even two transducers through the assumption
of axial symmetry. For such cases in which the estimate is
based on only a few arrival time estimates, knowledge of the
exact position of each transducer would be more critical.
However, a fixed arrangement of transducers could easily be
calibrated in a reference medium.

A. Seismological sound-speed estimation

The estimator described above is seen to be closely re-
lated to several classes of seismological sound-speed estima-
tors. The two most obvious analogues are the classicalX2

2T2 technique andvelocity analysisbased on data acquisi-
tion using the common-midpoint approach~CMP, sometimes
referred to as common-depth-point, or CDP!.17 The source–
receiver geometries of these two methods are shown in
Fig. 2.

Rather than a point target or region of diffuse scatterers,
the targets of interest in exploration seismology are typically
interfaces between strata. These are essentially specular re-
flectors, although some geologic structures can produce dif-
fractive effects.18 As shown in Fig. 2~top!, in X22T2 esti-
mation, a horizontal interface at depthh reflects waves from

FIG. 1. Conceptual diagram of the determination of the one-way geometric
delay profile from pulse–echo data.~Top! The minimum arrival time, rela-
tive to transmittal, of echoes returning from a target corresponds to the
round-trip transit time. One-half of this time is the one-way transit time.
~Bottom! The curve fit to the arrival times of echoes on all elements minus
the one-way transit time is the one-way geometric delay profile. In a homo-
geneous medium, this profile, which is expressed solely in units of time, is
a unique function of the target and array geometry and sound speed. The
sound-speed estimator described in the text estimates this profile to derive
the best-fit sound speed of the medium.

FIG. 2. ~Top! The geometry used to describe theX22T2 technique for
seismological sound-speed estimation. The sourceS transmits sound that is
reflected off the interface at depthh to a receiver at locationR along thex
axis. The interface echoes appear to emanate from a source at image pointI.
~Bottom! The source and receiver locations in a common midpoint~CMP!
seismic mapping, in which sources and receivers are placed symmetrically
about a midpoint to permit coherent summation on receive at a common
reflection pointP.
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a seismic source at surface locationx50 to acoustic receiv-
ers spaced along thex axis.19,20 The acoustic propagation
path and reflection point between the sourceSand a receiver
R are easily defined geometrically by placing an image point
I at depth 2h. The arrival time profilet(x) of echoes re-
corded at the receivers ist(x)5Ax21(2h)2/c, which is
squared to form the relationt2(x)5x2/c214h2/c2. When
t2(x) is plotted versusx2, a line is defined with slope 1/c2,
ideally indicating the velocity. The technique described in
Sec. I is seen to be equivalent to this method once the hori-
zontal reflector is replaced with an actual target at the image
point. The coordinates of this target must also be confined to
the z axis.

The CMP technique in seismology is conceptually re-
lated to coherent focusing in ultrasound.21 In this method a
series of source–receiver pairs are placed symmetrically
about a common midpoint, as shown in Fig. 2~bottom!.
Once appropriate delays are applied~known asnormal mo-
veout correction!, the echoes recorded at these receivers can
be coherently summed, orhorizontally stacked, to focus the
echoes from a single reflection point at depthh. This focus-
ing implies knowledge of the best-fit sound speed, orstack-
ing velocity. Velocity analysisrefers to a class of methods of
estimating the sound speed through some best-fit data pro-
cessing approach in which the optimum alignment of echoes
is chosen using some index of coherence.22–25To our knowl-
edge, the direct calculation of sound speed from echo data
aligned using cross correlation was first proposed and ap-
plied by Schneider and Backus.23 The differences in the sig-
nal processing approach used by Schneider and Backus and
that described in Sec. I can be attributed to the radically
different data acquisition methods, array geometries, and tar-
get characteristics encountered in seismology versus
ultrasound.

II. EXPERIMENTAL METHODS AND DATA ANALYSIS

We applied this sound-speed estimator to pulse–echo
data from a wire target in four different fluids and from two
separate speckle-generating phantoms. These experiments
include media having sound speeds ranging from 1138 to
1547 m/s. All measurements were made with a commercial
7.5-MHz, 60% relative bandwidth linear array of a Siemens
Elegra ultrasound scanner. This array has an active aperture
28.2 mm wide, comprising 128 elements. An ultrasound
acoustic field simulation program indicated that this trans-
ducer has spatial resolutions at the focus of approximately
300mm laterally, 160mm axially, and 2.6 mm in elevation.26

The medium temperature at the time of each trial was also
automatically recorded using a digital thermometer with
0.015 °C accuracy~model HH42 with ON-402-PP probe,
NIST traceable calibration, Omega Engineering, Stamford,
CT!. The atmospheric pressure was assumed to be equal to
the current value as reported hourly by the National Weather
Service~station KRDU, located 13 miles from our facility!.

A. Wire target experiments

We first placed a 94-mm steel wire perpendicular to the
image plane at the apparent transmit focus, set at 30 mm.

Here the term ‘‘apparent’’ reflects that target placement was
guided by the scanner display, which was based on a 1540
m/s sound speed and obviously not correctly calibrated geo-
metrically for most of the media in this study. The radio
frequency echoes returning from 25 pulse–echo acquisitions
of the image line passing through the wire target were cap-
tured and recorded on each of 128 array elements. These
echo data were digitized to 10-bit resolution at a sampling
rate of 36 MHz and were then stored in a computer for sub-
sequent processing.

We performed this procedure in deionized water, metha-
nol ~Mallinkrodt Baker, Paris, KY!, ethanol~EM Science,
Gibbstown, NJ!, and n-butanol ~Mallinkrodt Baker, Paris,
KY !. The alcohols were all anhydrous and reagent grade. All
measurements were made within a short time interval of de-
canting the alcohol to minimize absorption of water vapor.
Although the transducer used is specified by the manufac-
turer to withstand alcohol solutions such as those used for
clinical disinfection, we were uncertain whether the trans-
ducer could be damaged by extended immersion in these
pure alcohols. For this reason we protected the transducer
with a polyethylene transducer cover~25 mm thick, CIVCO
Medical Instruments, Kalona, IA! during measurements in
all the fluids. We coupled the cover to the transducer with
aqueous coupling gel~Aquasonic 100, Parker Labs, Orange,
NJ! and were careful to minimize the thickness of the gel
layer and to remove air bubbles in the gel from the region of
the transducer aperture. We also performed one set of mea-
surements in deionized water with no transducer cover.

All wire target measurements were made in a small tank
lined with r2c rubber, an absorbing material acoustically
matched to water. We placed the temperature probe in the
tank at the depth of the wire, away from the region of insoni-
fication.

Before applying the estimator to the wire target data, we
applied a range gate to the data followed by axial interpola-
tion by a factor of 8, giving an effective sampling rate of 144
MHz. The round-trip transit time was estimated by finding
the arrival time of the peak amplitude of the echo envelope
on the geometrically central element. The envelope of the rf
echo data was calculated using the Hilbert transform.27

After this pre-processing, the geometric delay profiles of
each data set were determined by first estimating the inter-
element delays using a normalized cross-correlation search.6

These interelement delays were cumulatively summed across
the array to form delay profiles relative to the first array
element. These relative delay profiles were then offset in
time to set the delay on the geometrically central element
equal to the one-way transit time, or one-half of the round-
trip transit time. The resulting geometric delay profiles were
of the form of Eq.~1!, from which we derived the corre-
sponding estimates ofc.

B. Speckle-generating target experiments

We also made sound-speed estimates in two speckle-
generating materials. The first of these was a degassed small-
celled sponge in a tank of deionized water, with the trans-
ducer coupled directly through the water. The temperature
probe was placed in the water tank just above the surface of
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the sponge and away from the region of insonification. The
second phantom was composed of agar and graphite in a
10% V/V n-propanol aqueous solution with an acoustic win-
dow composed of 13-mm polyvinylidene chloride film~Sa-
ran Wrap!. Calibrated measurements of the sound speed and
attenuation of this phantom~performed by Dr. Timothy Hall,
Kansas University Medical Center! indicated a sound speed
of 1546.8 m/s and an attenuation of 0.548 dB/cm MHz with
an f 1.04 frequency dependence, wheref is in MHz. The trans-
ducer was coupled to this phantom through a thin layer of a
10% V/V n-propanol aqueous solution with no transducer
cover in place. For this experiment we placed the tempera-
ture probe in this coupling layer, away from the region of
insonification. Between trials, the transducer was translated
laterally relative to the phantoms using a computer-
controlled linear translation stage~Parker Daedal 800000 se-
ries table, Parker Compumotor model SX6 microstep drive!.

For estimator trials in speckle-generating media, it was
necessary to ensure that the speckle regions sampled were
completely independent between trials. For 50 preliminary
acquisitions we used a lateral translation step size of 40mm
between rf acquisitions. We used these data to determine the
transmit-only lateral spatial correlation length of the phan-
tom speckle patterns. Using the rf data on the geometrically
central element, we calculated the correlation coefficientr
between the data from the first acquisition and that of all the
following acquisitions, thus determining the correlation as a
function of lateral translation. For each phantom material this
analysis indicated that a step size of greater than 1.2 mm
between acquisitions would guarantee no correlation (r
50) between subsequent trials. For sound-speed estimation
we captured 25 trials of pulse–echo rf data separated by
2-mm lateral translations in each phantom. On this basis we
expect the trials within these data sets and the sound-speed
estimates derived from them to be statistically independent.

Compared to the wire target data, the speckle-generating
target data required more pre-processing before applying the
estimator. In these cases we applied a 2.81-ms Hanning win-
dow to the rf data from each element, centered at the range
of interest~30 mm! assumingc51540 m/s. Windowing was
necessary to select speckle data at a particular range, and a

Hanning window was used to reduce any bias in the subse-
quent cross-correlation operation due to window edge-
effects. The location of this Hanning window was adjusted
on each channel to follow the conventional receive focusing
delay profile for this range, also assumingc51540 m/s. We
based this windowing of the speckle data on an assumed
sound speed ofc51540 m/s to deny the sound-speed estima-
tor anya priori information regarding the true sound speed.
For rf speckle data, the round-trip transit time was simply the
time corresponding to the center of the Hanning window on
the geometrically central element. Like the wire target data,
we axially interpolated the windowed speckle data by a fac-
tor of 8. Further processing was the same as for the wire
target data as described in Sec. II A.

III. EXPERIMENTAL RESULTS

Results for all experiments are shown in Table I. These
results were calculated by adjusting the sound-speed estima-
tor output to compensate for the transducer’s acoustic lens.
Our analysis treated this lens as an overlying layer of a me-
dium with known thickness and sound speed, using values
specified by the manufacturer. The extent and curvature of
the lens in the elevation dimension was disregarded. For
each of 25 trials in each medium, the lens-compensated es-
timator output was compared to the value of a published
polynomial expression for sound speed in each medium, tak-
ing into account the fluid temperature and atmospheric pres-
sure at the time of each trial.28,29 In Table I the mean output
of the estimator for each target is compared to the mean
literature-based value. The ‘‘mean relative error of estimate’’
results in Table I are the averages of the trial-by-trial relative
errors in each medium.

The mean relative error was less than6 0.4% for all
experiments. For the wire and sponge experiments in water
with no transducer cover in place, the mean relative error
was less than 0.1%. The results for water with and without
the transducer cover suggest that the cover and the associated
layer of coupling gel introduced some estimation bias. The
standard deviation of relative errors was on the order of 0.1%
in all fluids using the wire target and 0.5% for the speckle-

TABLE I. The mean longitudinal sound-speedc compared to predicted published values for a wire target in four fluids and for two speckle-generating
phantoms.

Medium
Mean estimate

of c
Mean predicted

value ofc
Mean

temperature Pressure
Mean relative

error
Standard deviation of

relative error

@m/s# @m/s# @°C# @bar# @%# @%#

Wire target, without transducer cover
dH2O 1480.72 1479.48 19.021 0.9993 0.08 0.07

Wire target, with transducer cover
dH2O 1484.06 1480.00 19.186 0.9993 0.27 0.05
Methanol 1134.71 1138.33 14.889 1.001 20.32 0.07
Ethanol 1167.71 1171.87 17.086 1.001 20.36 0.06
n-Butanol 1259.65 1262.23 18.674 0.9993 20.20 0.07

Phantom materials, without transducer cover
Sponge 1477.41 1478.08 18.581 0.9959 20.05 0.44
Agar–graphite 1544.03 1546.8 18.295 0.9953 20.18 0.52
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generating phantoms. Because the target-array geometry was
constant throughout the wire target experiment in each fluid,
we attribute the variance of these estimates to electronic
noise, which introduces jitter in the cross-correlation prepro-
cessing. This type of estimate error is discussed further in
Sec. IV. We do not know the temperature dependence of
sound velocity in the agar–graphite phantom, and thus some
error in this experiment may be due to a difference in the
phantom temperature between this experiment and the phan-
tom calibration.

The comparatively greater standard deviation in the
speckle-generating phantom experiments is to be expected.
We believe this reflects the characteristics of speckle signals,
in that ~a! the echo-returning volume is larger in spatial ex-
tent than that of a point or wire target, and~b! the spatial
coherence length of these echoes at the array is shorter.
Given the limited spatial coherence of speckle echoes across
the array aperture, the cross-correlation based alignment of rf
segments captured on spatially independent subsections of
the array will be dominated by different bright speckles lo-
cated at slightly different axial positions within the range
gate. We believe that this apparent variation in target range
across the array introduces error into the geometric curve fit.
Further study is required to determine the optimum range
gate window length for sound-speed estimation using
speckle-generating targets.

IV. SOURCES OF ESTIMATE ERROR

The performance of this estimation method will depend
on a number of factors, including the echo data signal-to-
noise ratio, the transducer array geometry, the precision of
transducer positioning, and phase errors introduced by inho-
mogeneities in the medium, as are found in the human body.
We are able to assess the relative significance of these con-
founding factors using simulations in which we provide the
estimator with intentionally degraded geometric delay pro-
files.

Given that the estimator operates on arrival time and
element position data, errors in these quantities will degrade
the estimates. We expect arrival time profiles to be degraded
by jitter errors in the cross-correlation operation and phase
aberration introduced by inhomogeneities in the tissue. Ele-
ment position data will be degraded by manufacturing errors
that reduce the accuracy of element registration. Table II lists
the results of 10 000 simulation trials for examples of each of
these confounding factors for the transducer described in
Sec. II. The table shows the mean sound-speed estimatem ĉ

and its standard deviations ĉ , as well as the standard devia-
tion expressed as a relative percent error (100•s ĉ /c). The
methods applied in these simulations are described in the
Appendix. It is important to note that while these factors
were studied separately in these simulations, they are all
present to a greater or lesser degree during real data acqui-
sition.

Jitter error refers to the variance introduced into the es-
timate of the time delay between two signals by the decor-
relation of those signals. This decorrelation may be due to
electronic noise, window effects, and/or through some other
process~es!, such as the decorrelation of echoes across the

array due to geometric effects or phase aberration. The im-
pact of jitter on sound-speed estimation is shown in Table II
for three signal-to-noise ratios for both point and speckle
targets. The point target echoes were assumed to have perfect
spatial correlation across the array, while the speckle target
echoes were assumed to have spatial correlation predicted by
the Van Cittert–Zernicke theorem. The infinite signal-to-
noise ratio~SNR! case represents a negative control for elec-
tronic noise. Here the point target estimates have insignifi-
cant variance, while some jitter-induced error is present in
the speckle target case due to spatial decorrelation. The
40-dB case is a more typical SNR for ultrasound imaging
several centimeters within the body. It is seen that spatial
decorrelation is still the dominant factor determining the
jitter-induced estimate error. At 0 dB, the electronic noise is
sufficient to raise the estimate error to'1% for both types of
targets. It is important to note that the jitter magnitudes used
were based on the Crame´r–Rao lower bound, which implies
that these results reflect the upper performance bound for the
estimator.30

To simulate severe element position uncertainty, over
many trials the actual lateral coordinates of the array ele-
ments were allowed to randomly vary about their assumed
positions. These position errors were normally distributed
with a standard deviation of 5% of the element pitch. These
errors are seen to have relatively small impact on the esti-
mate variance. We expect this type of error to be of greater
significance for transducer arrays having fewer elements than
the array considered here.

The characterization of the severity and spatial structure
of in vivo phase aberrators is the object of on-going
research.31–41 Currently there is no consensus on how these
types of errors can be realistically modeled. In the simple
analysis presented here, we draw a distinction between two
components of aberration. These are~a! focal errors due to
gross sound-speed error during beamforming, and~b! the

TABLE II. Simulation results showing the impact of various confounding
factors on sound-speed estimate variance~see Sec. IV!. The table shows the
mean sound-speed estimatem ĉ , and its standard deviations ĉ , as well as
the standard deviation expressed as a relative percent error (100•s ĉ /c).

Confounding
factor

m ĉ

@m/s#
s ĉ

@m/s#
100•s ĉ /c

@%#

Jitter-induced error for point target:
` SNR 1540.00 0.00 0.00
40 dB SNR 1540.00 0.13 0.01
0 dB SNR 1539.96 15.86 1.03

Jitter-induced error for speckle target:
` SNR 1540.00 1.15 0.07
40 dB SNR 1540.00 1.16 0.08
0 dB SNR 1540.02 15.91 1.03

65% element position deviation:
1540.00 0.26 0.02

Point target, 20 ms rms aberrator
3 mm FWHM 1539.96 7.77 0.50
6 mm FWHM 1540.17 9.83 0.64

Point target, 50 ns rms aberrator
3 mm FWHM 1539.59 19.71 1.28
6 mm FWHM 1540.35 24.59 1.60
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remaining random phase errors due to tissue nonuniformity.
As the measurement of the first type of error is the object of
sound-speed estimation, we wish to analyze the impact of the
second type of error on such estimation. We model this com-
ponent of aberration as a normally distributed, random phase
error that varies across the array with a particular magnitude
and spatial correlation length. As typical values for these
parameters are subject to debate, we present results for sev-
eral combinations of root-mean-squared~rms! phase error
and correlation length, expressed as the full width at half
maximum~FWHM! of the aberrator’s lateral spatial autoco-
variance function. We consider the 20-ns rms case to repre-
sent mild aberration, and it is on the order of phase errors
that we have observed in echoes from shallow targets in the
breast.41 The 50-ns rms case represents aberration on the
order of that observed in through-transmission measurements
in both the breast36 and breast tissue specimens.39 These re-
sults are presented for a point target, such that the aberration
is reflected only as a phase error on receive and has no im-
pact on the spatial coherence of the target’s echoes. For a
speckle target, phase aberration would also reduce the spatial
coherence of echoes from the region of interest. Thus we
expect that jitter error in the alignment of speckle signals
will increase in the presence of phase aberration. Among the
factors considered and listed in Table II, the 50-ns rms aber-
ration has the greatest impact on estimate variance.

V. SOUND-SPEED ERRORS IN THE CONTEXT OF
PHASE ABERRATION CORRECTION

The range of velocities encountered in the body can pro-
duce significant phase errors across a transducer array, par-
ticularly in low f-number systems. For example, for the array
described in Sec. II, the rms phase error at the focus corre-
sponding to a gross sound-speed error is shown as a function
of relative error and target range in Fig. 3 for both fixed- and
dynamic-receive-focused cases. As this figure reveals, the
impact of sound-speed errors is much more significant in
systems with dynamic receive processing, which includes
most state-of-the-art commercial scanners. Because the re-
ceive beamforming delays applied in a dynamic-receive-
focus system evolve over the receive interval, both the focal
delays for a particular rangeand the time during the receive
interval when these delays are applied are determined by the
assumed sound speed, hence both are in error when a gross
sound-speed error is present. The magnitude of this error is
inversely proportional to the focal range, becoming more se-
vere as the region of interest is moved closer to the trans-
ducer. When gross sound-speed error is the predominant
source of phase error, correction on the basis of a sound-
speed estimate conducted at a single region of interest could
improve not only that region, but the entire ultrasound image
as well, particularly in a dynamic-receive-focus system.

VI. DISCUSSION AND FUTURE WORK

Given that the sound-speed estimator described in this
paper operates on conventional B-modes data, it is possible
to calculate estimates throughout the acquired field of view.

By estimating the sound speed at several ranges along a line,
it may be possible in some tissue geometries to map the
local, or ‘‘interval,’’ sound speed as a function of depth. The
sound-speed estimate could be calculated at several ranges
using data from a single transmit–receive cycle, or over sev-
eral cycles with transmit foci spaced in range, such that on
each cycle the estimate is calculated using a region of inter-
est that coincides with the transmit focus. The accuracy of
this method will depend on the geometry of the layers of
tissue between the transducer and the region of interest. Mea-
suring the local sound speed at a particular range would re-
quire comparing estimates at depths proximal and distal to
that range and solving for the local sound speed that ac-
counts for the difference between them.

Multiple sound-speed maps of this kind could be made
as a function of position over two- or three-dimensional re-
gions of interest. This information could be used for tissue
characterization. In this application the sound-speed map for
a line or region of interest, such as through or around a
suspicious lesion, would be calculated and displayed to dem-
onstrate pathologically correlated sound-speed variation.
Sound-speed maps could also be used to perform higher-
order phase aberration correction, in which the ultrasound
beamforming would be adjusted to compensate for the re-
fractive effects of estimated variations in sound speed
throughout the imaging volume.

Finally, the technique described in this paper is an alter-
native to sound-speed measurements based on through-

FIG. 3. ~Top! The rms phase error resulting from gross sound-speed error as
a function of the relative sound-speed error and thef-number for a fixed-
focus system.~Bottom! The corresponding phase error in a dynamically
focused system. At the focus, sound-speed errors have a greater negative
impact in the dynamically focused system.
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transmission under circumstances in which through-
transmission is inconvenient or impossible. Naturally this
technique could be applied to sound-speed measurements in
contexts other than medical imaging, such as the nondestruc-
tive evaluation of fluids or solids. It could also be imple-
mented with an arbitrary array geometry through a straight-
forward extension of the geometry used in Sec. I.

VII. CONCLUSION

A method capable of making reliable measurements of
sound speedin vivo has many potential applications, most
notably the dynamic reduction of sound-speed errors in
medical imaging and the mapping of tissue sound speed in
one or more dimensions. We have described a technique for
the direct estimation of the longitudinal speed of sound in a
medium using pulse–echo ultrasound and have demonstrated
this technique in basic experiments. Under the best experi-
mental conditions, the estimator is capable of at least 0.1%
mean accuracy for a point target and 0.5% mean accuracy for
a speckle-generating target. In simulations we found the type
of random phase error we expect to be induced by tissue
inhomogeneities to have the greatest impact on estimator
performance among the confounding factors considered.

ACKNOWLEDGMENTS

This work was supported by NIH Grants No. R01-
CA43334 and No. R01-CA76059. Technical support was
provided by the Siemens Medical Systems Ultrasound
Group. We thank Dr. Timothy Hall for his technical assis-
tance.

APPENDIX

All of the error analyses described in Sec. IV had a
number of conditions in common. They were all based on the
transducer described in Sec. II, which had a 128-element
active aperture with 0.22-mm pitch, 7.5-MHz center fre-
quency, and 60% relative bandwidth. The cross-correlation
alignment window used was 2.81ms long. The ideal two-
way geometric delay profile was calculated for this array for
a target located on thez axis at 30-mm range. This profile
was degraded by the methods described below for each con-
founding factor. Sound-speed estimation was then performed
on these corrupted arrival time profiles over 10 000 trials to
produce the results listed in Table II.

The jitter-induced error simulations are based on an ex-
pression for jitter magnitude developed by Walker and Tra-
hey, derived from the Crame´r–Rao lower bound:30

s~Dt2D t̂ !>F 3

2 f 0
3p2T~B3112B!

3S 1

r2 S 11
1

SNR2D 2

21D G1/2

. ~A1!

Here s(Dt2D t̂) represents the standard deviation of nor-
mally distributed errors in the cross-correlation-based esti-
mateD t̂ of the time shiftDt between two signals. These two
signals have center frequencyf 0 , fractional bandwidthB,
signal-to-noise ratio SNR, cross-correlation coefficientr,

and window lengthT. To develop this closed-form expres-
sion these signals are assumed to be bandlimited with flat
power spectra. This expression was evaluated for the three
signal-to-noise ratios investigated. The value ofr was 1 for a
point target and 0.992 for a speckle-generating target. The
speckle targetr value was based on the lateral spatial
transmit–receive covariance function predicted by the Van
Cittert–Zernicke theorem assuming rectangular transmit and
receive apertures.42 This covariance function is triangular,
and for a lag of one element in an aperture of 128 has a value
of 12(1/128).

To simulate the impact of jitter error on the sound-speed
estimator described in Sec. I, for each trial we generated a
vector of 127 uncorrelated, normally distributed numbers
with standard deviation determined by~A1!. These represent
the jitter errors for the 127 neighbor-to-neighbor cross-
correlation operations performed across a 128-element array.
These numbers were cumulatively summed and added to the
ideal geometric delay profile values for elements 2–128. We
then performed sound-speed estimation on this modified geo-
metric delay profile. The cumulative summation of jitter er-
rors reflects the fact that after finding the interelement time
delays indicated by cross correlation, we estimate the delay
profile relative to the first element by summing these time
shifts across the array~described in Sec. II!. In this operation
the jitter errors from neighbor-to-neighbor cross correlation
accumulate across the array.

To simulate the impact of element position variance, for
each trial we generated a vector of uncorrelated, normally
distributed numbers with standard deviation equal to 5% of
the element pitch. We added these errors to the assumed
element positions and calculated the resulting geometric de-
lay profile for each trial. We then performed sound-speed
estimation on each profile assuming that the element posi-
tioning was ideal.

To simulate the impact of aberration as defined in Sec.
IV, for each trial we generated a random aberrator of the
specified magnitude and spatial correlation length. We then
performed sound-speed estimation on the sum of these simu-
lated aberrators and the ideal geometric delay profile. These
aberrators were created through the linear combination of
random Gaussian variables that were scaled to the desired
variance, and then weighted and summed to form the delay
profile with the desired autocovariance FWHM.43 The coef-
ficients used in this weighted sum were determined by the
Cholesky factorization of the desired aberrator spatial auto-
covariance matrix. For an even spatial autocovariance func-
tion represented byaxx(x) we found the Cholesky factoriza-
tion of the Toeplitz matrix formed fromN samples of
axx(t i):

C* C5F axx~0! axx~1! ... axx~N!

axx~1! axx~0! ... axx~N21!

] ] ] ]

axx~N! axx~N21! ... axx~0!

G , ~A2!

where the asterisk represents the matrix transpose andN is
the number of elements for which the delay profile is to be
defined, in this case 128. The functionaxx(x) was assumed
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to be Gaussian and normalized such thataxx(0) equaled the
desired aberrator variance. For each simulated aberrator cre-
ated, one realization of a column vectorX of N independent
unit variance, zero-mean Gaussian variables was generated
and multiplied by the Cholesky matrix transpose:

aberrator5C* X. ~A3!
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In many cases involving Rayleigh wave propagation along the free surface of a solid, the ratio
between the normal and transverse displacement components, i.e., the aspect ratio of the elliptical
particle trajectory on the surface, is of great importance. Surprisingly, this aspect ratio is exactly the
same as the ratio between the vector and scalar displacement potential amplitudes. More
importantly, the aspect ratio is also identically the same as the ratio between the shear and normal
stresses in any plane parallel to the surface at any depth, i.e., exactly the same ratio also shows up
between two fundamental physical quantities. It is shown that the identical amplitude ratio, which
apparently has not been pointed out in the otherwise very comprehensive literature on Rayleigh
wave propagation, is a direct result of the requirement that just below the surface even the
oscillating power, i.e., the imaginary component of the Poynting vector, be parallel to the surface~of
course, the average power, i.e., the real component of the Poynting vector is everywhere parallel to
the surface!. © 1998 Acoustical Society of America.@S0001-4966~98!06211-0#

PACS numbers: 43.20.Jr, 43.20.Mv, 43.20.Bi@DEC#

INTRODUCTION

The classical Rayleigh wave propagating on the free sur-
face of an infinite isotropic, perfectly elastic half-space is
undoubtedly one of the best known canonical problems in
acoustics of solids and it is a familiar example discussed in
great detail in every textbook on the subject. It is very well
known that such a wave causes the particles on the surface of
the infinite half-space to undergo a counterclockwise, ellip-
tically polarized motion, as shown in Fig. 1, with the normal
displacement component being larger that the transverse
one.1–10 The ratio between the two displacement compo-
nents, i.e., the aspect ratio of the elliptical trajectory of the
particle on the surface, is of great practical importance in
many situations. For example, when the solid is immersed in
fluid, the phase velocity slightly increases and the surface
wave becomes strongly attenuated by leaking into the fluid.
The sole source of acoustic loading by an inviscid fluid is the
normal component of the surface vibration. It was recently
shown that the aspect ratio of the elliptical particle trajectory
produced by the dispersive Rayleigh-type surface wave on a
curved surface is lower than that of the nondispersive wave

on a flat surface, which results in a perceivably lower leaky
attenuation.11 Nagy and Kent used the leakage-induced at-
tenuation, which is determined by the ratio between the nor-
mal and transverse vibration amplitudes at the surface of a
rod, to assess its Poisson’s ratio.12 In the case of acoustic
loading by a viscous fluid the tangential surface vibration
causes additional coupling between the solid and the fluid.
The aspect ratio of the surface displacement plays an impor-
tant role in the acoustic loading of both rods and plates im-
mersed in a viscous fluid and can be used to explain the
sharp minimum observed in the viscosity-induced attenua-
tion curves for such configurations.13,14 Another area where
the ratio between the tangential and normal surface displace-
ments plays a significant role is the generation and detection
of Rayleigh waves. Some excitation techniques, e.g., the so-
called ‘‘edge’’ technique,3 take advantage of the stronger
normal displacement component to excite the Rayleigh
wave. Laser interferometric detection is, in general, much
more sensitive to the normal displacement of the surface than
to the tangential component.15–17 This implies that the dis-
placement ratio has a crucial role in the detection of Ray-
leigh waves using laser based ultrasonic techniques.

In the following we briefly review the well-known ana-
lytical results for the relative amplitude of the displacements
and stresses produced by the Rayleigh wave propagating on

a!Current address: Metals, Ceramics, and NDE Division, Wright Laboratory,
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the free surface of an infinite half-space. By comparing these
ratios, we observed an unexpected coincidence which, to the
best of our knowledge, has not been pointed out in the lit-
erature yet and prompted us to write this Letter. These ratios
are routinely presented in textbooks on this subject as unre-
lated parameters so that their identical nature remains hidden
by their different algebraic forms.1–10 We felt that the uni-
form presentation of these ratios could better elucidate the
relationship between potentials, displacements, and stresses
and, in a very modest way, might contribute to the better
understanding of Rayleigh wave propagation.

I. REVIEW OF THE ANALYTICAL RESULTS

Let us consider a harmonic Rayleigh wave propagating
on the free surface of an isotropic, elastic half-space. The
schematic diagram illustrating the deformation in the near-
surface region of the solid as well as the elliptical particle
trajectory at the surface was shown in Fig. 1. The solid half-
space occupies the regionx3>0 and the Rayleigh wave
propagates along thex1 axis. A common technique is to
write the particle displacement vectoru in terms of a scalar
f and a vectorc potentials as follows:

u5“f1“3c. ~1!

In an infinite isotropic solid, this representation of the dis-
placement vector separates the wave equation into uncoupled
shear and dilatational components. In contrast, at the free
surface of a solid half-space the scalar and vector potentials
are coupled by the requirement that together they satisfy the
stress-free boundary conditions:

f5Ae2kdx3ei ~kRx12vt ! ~2!

and

c52 i zAe2ksx3ei ~kRx12vt !, ~3!

whereA is the arbitrary potential amplitude,t denotes time,
v denotes the angular frequency,kR is the wave number of
the Rayleigh wave, andks5AkR

22ks
2 andkd5AkR

22kd
2 are

decay factors related to the shearks and longitudinalkd wave
numbers, respectively. Finally,z5Akd /ks denotes the mag-
nitude of the amplitude ratio between the vector and scalar
potentials, which is a negative pure imaginary number. Like
the characteristic velocity ratioh5cR /cs5ks /kR between

the Rayleigh and shear waves, which can be calculated by
solving the well-known dispersion equation

~ks
21kR

2 !224kskdkR
250, ~4!

and is always cited in textbooks, the amplitude ratioz is also
a function of Poisson’s ratio only. Figure 2 shows the famil-
iar curve for the normalized Rayleigh wave velocity, which
ranges between 0.87 and 0.95, along with the less familiar
amplitude ratio, which ranges between 1.3 and 1.8. For typi-
cal solids of Poisson’s ratio around 0.3, the amplitude ratio is
approximately 1.5.

Of course all this is well known and hardly new to any-
body interested in acoustics. However, the authors were sin-
cerely surprised to find out upon closer inspection that the
amplitude ratioz is identically the same as~i! the ratio be-
tween the normalu3 and tangentialu1 particle displace-
ments, i.e., the aspect ratio of the elliptical particle trajectory,
on the surface as well as~ii ! the ratio between the sheart13

and normalt33 stresses at any depth.
Without the commonei (kRx12vt) term, the normal and

tangential displacement components can be written as fol-
lows:

u15
]f

]x1
2

]c

]x3
5 iA~kRe2kdx32zkse

2ksx3! ~5!

and

u35
]f

]x3
1

]c

]x1
52A~kde2kdx32zkRe2ksx3!. ~6!

By specializing Eqs.~5! and ~6! to the surface (x350) and
utilizing the dispersion equation given in Eq.~4! to simplify
the result, we obtain

u3

u1
U

x350

5 i
kd2zkR

kR2zks
52 i z. ~7!

Unexpectedly, the ratio of the normal and transverse dis-
placement components on the surface turns out to be the
same as the amplitude ratio between the vector and scalar
potentials. Even more surprisingly, the same ratio also shows
up between the sheart13 and normalt3 stresses that can be
written as follows:

t1352 iAm2kRkd~e2kdx32e2ksx3! ~8!

FIG. 1. Schematic diagram illustrating the particle’s motion in a Rayleigh
wave propagating on the free surface of an infinite half-space.

FIG. 2. Rayleigh wave characteristic ratios versus Poisson’s ratio.
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and

t335Am~kR
21ks

2!~e2kdx32e2ksx3!. ~9!

Both t13 and t33 have contributions from both longitudinal
and shear partial wave components decaying with different
rates according toe2kdx3 ande2ksx3, respectively. For both
stresses the amplitudes of the longitudinal and shear compo-
nents must be equal so that the combined stress could be zero
on the free surface. As a result, they must have identical
functional dependence onx3 , i.e., in any plane parallel to the
surface the ratio between the shear and normal stresses is
constant.6 What is more surprising that this ratio turns out to
be again the same as the amplitude ratio between the vector
and scalar potentials:

t13

t33
52

i2kRkd

kR
21ks

2 52 i z. ~10!

It should be mentioned here that a similar but more lim-
ited relationship exists for both symmetric and asymmetric
Lamb waves propagating in a free plate.18 The ratio between
the normal and tangential surface displacements, which is
this time also a function of frequency, is identical to the
amplitude ratio between the vector and scalar potentials on
the surface. However, in the case of a free plate, the stress
ratio is depth dependent and distinctly different from the
displacement ratio on the surface. It is interesting to consider
whether a similar relationship exists in the case of the corre-
sponding Rayleigh-type surface wave propagating on the
free surface of an anisotropic half-space. Generally, three
partial waves are required to satisfy the stress-free boundary
conditions and the particle motion no longer lies in the sag-
ittal plane. Since the stress ratios (t23/t33 andt13/t33! in a
given plane parallel to the surface are depth dependent, they
cannot be related to the displacement ratios (u2 /u3 and
u1 /u3! on the surface. It was also found that the aspect ratio
of the elliptical particle trajectory produced by the dispersive
Rayleigh-type surface wave on a curved surface is different
from that of the nondispersive wave on a flat surface and
does not possess a direct correlation to either the potential
ratio or the stress ratio.11 In other words, the above described
uniform nature of the amplitude ratio appears to be limited to
the classical Rayleigh wave propagating on the free surface
of an isotropic elastic half-space only.

II. DISCUSSION AND CONCLUSION

Although the theory of Rayleigh wave propagation has
been widely investigated and is very well understood, its
behavior still holds some surprises. We showed that the ratio
of the vector potential to the scalar potential is equal to the
ratio of the normal to transverse displacement components
on the surface. Since the vector and scalar potentials are
essentially theoretical abstractions introduced to facilitate the
analysis of the problem but do not directly correspond to any
real physical quantity, this observation by itself is not par-
ticularly important, although it is rather unexpected if we
take into consideration the differentiation process necessary
to calculate the displacement field from its potentials and that
both displacement components depend on both potentials.

Much more important is the observation that the aspect ratio
of the elliptical particle trajectory on the surface is identi-
cally the same as the ratio between the shear and normal
stresses in any plane parallel to the surface at any depth, i.e.,
exactly the same amplitude ratio also shows up between two
fundamental physical quantities.

Of course the identity of the amplitude ratios for dis-
placements at the surface on one side and stresses at any
depth on the other side, which apparently has not been
pointed out in the otherwise very comprehensive literature
on Rayleigh wave propagation, cannot be very well attrib-
uted to pure coincidence only. It is a direct result of the
requirement that just below the surface the energy flow be
parallel to the surface. The acoustic Poynting vector is de-
fined as19

P52
v* t

2
, ~11!

wherev52 ivu is the complex particle velocity vector,t is
the complex stress tensor, and* indicates complex conjuga-
tion. The normal component of the Poynting vector can be
written as follows

P35 1
2iv~u1* t131u3* t33!. ~12!

Since u3 and t33 are pure real whileu1 and t13 are pure
imaginary, P3 is always pure imaginary, i.e., the average
acoustic power transmission is always parallel to the surface.
On the surfaceP3 is identically zero since botht13 andt33

vanish. However, just under the surface even the oscillating
part of the normal acoustic power, i.e., the imaginary part of
P3 must vanish thereforet13/t3352u3* /u1* . As we men-
tioned above,u3 is pure real, thereforeu3* 5u3 , but u1 is
pure imaginary, thereforeu1* 52u1 . Consequently,t13/t33

5u3 /u1 , as we have found by simple inspection of the dis-
placement and stress fields. Further below the surface, the
oscillating part of the normal acoustic power is not necessar-
ily zero therefore the amplitude ratiou3 /u1 , which varies
with depth, is not necessarily equal to the stress ratio
t13/t33, which does not vary with depth.

The same argument also explains why the common am-
plitude ratio does not apply to either dispersive Rayleigh-
type surface waves propagating on a cylindrical surface, non-
dispersive Rayleigh-type surface waves propagating on an
anisotropic substrate in nonsymmetry directions, or to Lamb
waves propagating in flat plates. The main reason is that the
stress ratio in all these cases is depth dependent therefore we
cannot relate the displacement ratio at the surface to the
stress ratio somewhere else. In addition, on a concave cylin-
drical surface, the Rayleigh wave becomes leaky into the
bulk of the solid so that the Poynting vector is definitely not
parallel to the surface.
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A least-squares spectral element method for sound propagation
in acoustic ducts

Wen H. Lin
Rocketdyne Propulsion and Power, The Boeing Company, Canoga Park, California 91309-7922

~Received 30 December 1997, accepted for publication 29 July 1998!

This letter presents a novel numerical method and results for sound waves propagating in
two-dimensional acoustic ducts without a flow. The method is based on a least-squares
finite-element formulation to solve the two-dimensional Helmholtz equation with acoustic boundary
conditions. Numerical calculations were obtained for sound waves propagating in an acoustically
lined duct and in a rigid duct with a 90-deg bend. The exact solution and the boundary element
solution of the acoustically lined duct were also obtained to validate the proposed numerical
algorithm. Sound pressures computed by the present method agree very well with the exact and
BEM solutions. © 1998 Acoustical Society of America.@S0001-4966~98!05511-8#

PACS numbers: 43.20.Mv, 43.55.Rg@DEC#

INTRODUCTION

Sound propagation in an acoustically lined duct is of
theoretical interest and of practical importance for industrial
applications. For instance, determinations of acoustic modes
propagating in a duct with complex wall impedance are very
involved from a theoretical point of view but have lots of
applications in understanding noise characteristics and con-
trol in the duct systems of a jet engine, an internal combus-
tion device, or a gas-cooled reactor. An analytical solution to
the problem of sound propagation in an acoustically treated
duct is difficult because many complicated factors, such as
the flow and its gradients, the duct geometry, and the wall
impedance, involved in governing the interaction of the
sound waves and the medium. In most cases solutions to the
duct acoustic problems are determined by numerical meth-
ods, such as finite difference, finite element, weighted re-
sidual, and boundary element methods. A fairly extensive list
of references of numerical methods for solving duct acoustic
problems can be found in Refs. 1–4.

In this paper a least-squares spectral element method is
investigated for its applicability to calculate the numerical
solutions of sound waves propagating in two-dimensional
acoustic ducts without the effect of a mean flow. An incident
sound wave is prescribed at the entrances of the ducts and
the propagation of this sound wave in these ducts is numeri-
cally solved by the proposed method. The aims of this study
are~1! to investigate the validity and accuracy of the method
in solving the problems of duct acoustic propagation, and~2!
to study the effects of acoustic parameters on the perfor-
mance of the method. Sound propagation in both straight and
curved ducts was treated, and the exit plane of the straight
duct was considered as acoustically reacting with varied im-
pedance. For the straight duct, the exact solution and the
boundary element solution were also obtained for compari-
sons. All numerical results of sound pressures are in excel-
lent agreement with the exact values. This demonstrates that
the proposed algorithm is accurate to treat sound waves
propagating in an acoustically treated duct.

I. SOUND PROPAGATION IN A DUCT

Consider a two-dimensional acoustic duct as shown in
Fig. 1 for sound wave propagation. This duct isL units long
and H units high with the inlet plane atx50, and the exit
plane atx5L. For simple-harmonic pressure waves, the mo-
tion of sound waves in the duct can be described by a Helm-
holtz equation as

F ]2

]x2 1
]2

]y2 1k2Gp~x,y!5s~x,y! ~1!

and boundary conditions. In the equation,k is the free-space
wave number, ands(x,y) represents an internal source func-
tion.

At the inlet plane of the duct the acoustic pressure is
assumed known asps(y), and along the exit plane it is as-
sumed to be locally reacting with acoustic impedance
zexit(y). Therefore, the boundary conditions in thex direc-
tion are

p~0,y!5ps~y! ~2!

and

]p~L,y!

]x
5

2 ikp~L,y!

zexit~y!
, ~3!

wherei 5A21. In they direction the boundary condition is

]p~x,H !

]y
50 ~4!

for the acoustically rigid wall, and

]p~x,0!

]y
5

ikp~x,0!

z~x!
, ~5!

for the locally reacting wall with acoustic impedancez(x).
With these boundary conditions the solution for sound wave
propagation in the duct can be uniquely determined.
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II. LEAST-SQUARES SPECTRAL ELEMENT METHOD

To apply the least-squares spectral element method to
solving Eq.~1! with the boundary conditions, we first trans-
fer Eq. ~1! into a set of first-order partial-differential equa-
tions as

L ~x,y!$u%5$f%, ~6!

where

L ~x,y!5F k2 ]

]x

]

]y

]

]x
21 0

]

]y
0 21

G , $u%5H p
F
G
J ,

$f%5H s
0
0
J , F5

]p

]x
, G5

]p

]y
.

The aim of working with the first-order derivatives is to uti-
lize C0 continuity in field variables at the element interfaces.
Next, we partition the acoustic duct into a finite number of
elements and assume an approximate solution to Eq.~6! for a
typical element can be written as

$u~e!~x,y!%5(
i 51

M

(
j 51

M

$ai j %f i~x!f j~y!. ~7!

In this expressionf i(x) andf j (y) are the one-dimensional,
linearly independent basis functions;$ai j % are the unknown
expansion coefficients forp, F, and G, and M is the total
number of basis functions in each direction of an element.
The basis functions used in the present study are the La-
grangian interpolant based on Legendre polynomials of the
independent variables.

Substituting Eq.~7! into Eq. ~6!, forming the residual,
and then applying theleast-squaresmethod@e.g., Refs. 5 and
6# with respect to the expansion coefficients, one obtains the
least-squares finite element equation as

(
i 51

M

(
j 51

M

Kmni jai j 5Fmn , ~8!

for each element, where

Kmni j5E ~e!

„L ~x,y!fm~x!fn~y!…T

3„L ~x,y!f i~x!f j~y!…dx dy, ~9!

Fmn5E ~e!

„L ~x,y!fm~x!fn~y!…Tf~x,y!dx dy, ~10!

T indicating the transpose of a matrix. To evaluate the above
integrals via the Gauss quadrature rules, we use the follow-
ing relations to transform the coordinates~j,h! of a compu-
tational element onto the coordinates (x,y) of a physical
element:

x5 (
m51

l

xm
~e!fm~j!,

~11!

y5 (
m51

l

ym
~e!fm~h!,

wherexm
(e) andym

(e) are the coordinates of thelth node in the
physical element, andj and h range from21 to 1. The
integrals in Eqs.~9! and ~10! then become

Kmni j5E
21

1 E
21

1

„L ~j,h!fm~j!fn~h!…T

3„L ~j,h!f i~j!f j~h!…J dj dh, ~12!

Fmn5E
21

1 E
21

1

„L ~j,h!fm~j!fn~h!…Tf~j,h!J dj dh,

~13!

whereJ is the Jacobian of the coordinate transformation. Up
to this point, the choices of computational nodes along thej
and h axes are quite arbitrary, and the determinations of
these nodes are the essence of the proposed method.

The nodes along thej and h axes are chosen as the
Legendre–Gauss–Lobatto collocation points7–9 which are
the roots of (12j2)LN8 (j) and (12h2)LN8 (h), respectively,
where the prime indicates the derivative, andLN is the Nth
Legendre polynomial. With the collocation points defined in
this way, the Lagrange interpolation functions in the compu-
tational element can be expressed in terms of Legendre poly-
nomials and the above two integrals can be integrated ex-
actly via the Gauss–Legendre quadrature rules10 as

Kmni j5 (
a51

N

(
b51

N

W~ja!W~hb!

3@L ~ja ,hb!fm~ja!fn~hb!#T

3@L ~ja ,hb!f i~ja!f j~hb!#J~ja ,hb!, ~14!

Fmn5 (
a51

N

(
b51

N

W~ja!W~hb!

3@L ~ja ,hb!fm~ja!fn~hb!#T

3f~ja ,hb!J~ja ,hb!, ~15!

whereN is the number of Legendre–Gauss–Lobatto points
in each integration direction, andW is the weighting factor
for the Gauss–Legendre quadrature.8,9 With the aid of Eqs.

FIG. 1. A two-dimensional acoustic duct for sound wave propagation.
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~11!, ~14!, and ~15!, we have cast the least-squares finite
element equation@i.e., Eq. ~8!# into a least-squares spectral
element equation. This equation can be solved with the
boundary conditions for the unknown coefficients,$ai j %, and
for the pressure field and its derivatives at every node.

III. NUMERICAL EXAMPLES AND DISCUSSION

Using the algorithm presented above, we developed a
code namedCAA ~computational acoustic analysis! and cal-
culated sound pressures in an acoustically treated duct at
kL520p and in an SSME~space shuttle main engine! duct
with a 90-deg bend atkh55.97 without the effects of flow
and source function. The exact solution of the acoustically
lined duct was also obtained to compute sound pressures for
verifying the accuracy of the proposed method. The bound-
ary element method in Ref. 4 was also used with spectral
elements to compute sound pressures in the acoustically
treated duct.

For the boundary conditions shown in Fig. 1 and an
input wave of

ps~y!5cosgy1
ik sin gy

z~x!g
,

the exact solution is

pexact~x,y!5@cossx2 i sin sx#ps~y!, ~16!

with s5Ak22g2, g tang50.5k(11 i ), and i 5A21.
Figure 2 shows the waveforms and phases of the com-

puted and exact sound pressures aty51 in the acoustically
treated duct. The computed results agree very well with the
exact solutions. This indicates that the proposed method is
accurate in predicting the propagation of general sound
waves at these frequencies in an acoustically lined duct. At
kL520p there are 10 waves in the duct. To resolve the

detail of these waves, we used 10 elements in thex direction
and one element in they direction, each having 15 colloca-
tion points, to represent the duct to compute$ai j % and sound
pressures.

Figure 3 shows the detailed pressure contours of sound
waves propagating at 1900 Hz in an SSME Lox~liquid oxy-
gen! duct. The aim of this study is to determine the acoustic
modes propagating in the duct for data analysis of SSME
Lox acoustic tests. The computed results clearly resolve the
allowable acoustic modes in this duct. At this frequency
there are two propagating modes in the duct, namely, a plane
wave and a cosine wave. This result again indicates that the
proposed algorithm is indeed very accurate in predicting the
propagation phenomenon of sound waves in a curved duct at
a moderately high frequency.

IV. CONCLUDING REMARKS

A least-squares spectral element method has been dem-
onstrated to accurately compute the solutions for sound
waves propagating in two-dimensional acoustic ducts with-
out a mean flow. The method employs Legendre polynomial
for spatial discretization. Theoretically, the method is free of
spatial numerical dispersion and can be accurate to any order
of magnitude depending on the degree of the Legendre poly-
nomial used. In real computations only a finite number of
degrees of the polynomial is needed to achieve the desired
accuracy. From the experience gained in this study, the rule
of thumb is that there must be at least 12 grid points to
represent a whole wave. The combination of elements and
collocation points can be arbitrary as long as there are 12
grid points to represent a complete wave. That is, one can
use the lower-order polynomial with large number of ele-
ments or the higher-order polynomial with less number of
elements to resolve the wave motion.

FIG. 2. Waveform and phase of sound pressure atkL520p, pref51 mPa.
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Also, it is noted that more elements are needed for high-
frequency waves than for low-frequency waves. With a rea-
sonable grid~i.e., 12 points per wave!, the method produces
very good results compared with the exact and BEM solu-
tions. The main advantage of the present method as com-
pared with the boundary element method~BEM! is that no
fundamental solution to the governing equation is neededa
priori for minimizing the residuals. Besides, the influence
coefficients used in BEM must be recalculated for every in-
ternal point, which are not needed in the present method. For
the duct acoustic problems considered in this study both
least-square spectral element method and BEM with spectral
elements predict very close results and consume similar
computing resources for a solution.

ACKNOWLEDGMENTS

I would like to thank Dr. D. C. Chan for introducing me
to the finite-element and spectral-element methods for com-
putational fluid dynamics, and for his helpful discussion and
comments on the subject matter. I would also like to ac-
knowledge Dr. Willie Watson of NASA Langley Research
Center for suggesting to me the test problems and providing
me with the eigenvalues of the straight duct in this study.

This work was supported by NASA Aerospace Industry
Technology Program Office.

1W. Watson and D. L. Lansing, ‘‘A Comparison of Matrix Methods for
Calculating Eigenvalues in Acoustically Lined Ducts,’’ NASA TN D-
8186, NASA Langley Research Center, 1976.

2K. J. Baumeister, ‘‘Numerical Techniques in Linear Duct Acoustics: A
Status Report,’’ Trans. ASME J. Eng. Ind.103„3…, 270–281~1981!.

3W. Eversman, ‘‘Theoretical Models for Duct Acoustic Propagation and
Radiation,’’ in Aeroacoustics of Flight Vehicles: Theory and Practice,
Vol. 2: Noise Control~Acoustical Society of America, Woodbury, NY,
1995!.

4C. A. Brebbia, J. J. R. Silva, and P. W. Partridge, ‘‘Computational For-
mulation,’’ in Boundary Element Methods in Acoustics, edited by R. D.
Ciskowski and C. A. Brebbia~Comp. Mech. Pub., Boston, 1991!, pp.
38–41.

5O. C. Zienkiewicz,The Finite Element Method~McGraw-Hill, London,
1977!, p. 87.

6D. S. Burnett,Finite Element Analysis: From Concepts to Applications
~Addison-Wesley, Reading, MA, 1987!, p. 68.

7E. M. Ronquist and A. T. Patera, ‘‘A Legendre Spectral Element Method
for the Stefan Problem,’’ Int. J. Numer. Methods Eng.24, 2273–2299
~1987!.

8M. R. Schumack, W. W. Schultz, and J. P. Boyd, ‘‘Spectral Method
Solution of the Stokes Equations on Nonstaggered Grids,’’ J. Comput.
Phys.94, 30–58~1991!.

9C. Canuto, M. Y. Hussaini, A. Quarteroni, and T. A. Zang,Spectral
Method in Fluid Dynamics~Springer-Verlag, Berlin, 1988!, pp. 60–65.

10K. H. Huebner and E. A. Thornton,The Finite Element Method for Engi-
neers~Wiley, New York, 1982!, pp. 421–422.

FIG. 3. Acoustic wave propagation around a 90-deg bend in a 2-D SSME Lox duct:R/h51, l/h51.05, f 51900 Hz; Pref51 Pa.

3114 3114J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 Wen H. Lin: Letters to the Editor



Observation of acoustic streaming near Albunex® spheres
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Department of Physics, University of Vermont, Burlington, Vermont 05405
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Using Albunex® spheres~a contrast agent for ultrasonic imaging!, a specially designed microscopic
device, a video peak storage technique and micron-size Latex spheres as tracers, acoustic streaming
patterns around a single and a pair of Albunex® spheres of a few tens micrometer radius in a
160-kHz ultrasonic standing wave field have been recorded. The spatial peak pressure amplitude of
the standing wave was estimated to be of the order of 0.5 MPa with optical interferometry. The
acoustic streaming velocity was in the range of 50–100mm/s. © 1998 Acoustical Society of
America.@S0001-4966~98!05611-2#

PACS numbers: 43.25.Nm@MAB #

INTRODUCTION

In this letter, our recent experimental observation of mi-
crostreaming near a single and a pair of Albunex® spherical
bubbles trapped at acoustic pressure antinodes of an ultra-
sound standing wave of 160 kHz is reported. Albunex® is a
commercial ultrasonic imaging contrast agent. It consists of
air-filled human albumin microspheres~Mallinckrodt Medi-
cal, Inc., St. Louis, MO!, and has been approved by the FDA
for clinical use in the USA. The radius of the microspheres is
roughly in the range of 1–10mm ~Bleeker and Shung, 1990;
Marshet al., 1997!.

Acoustic streaming is a bulk nonperiodic motion of a
fluid, in which ultrasound propagates. When it is of small
scale, it is often called microstreaming~Nyborg, 1996!.
Acoustic streaming has been used to pump fluids, transport
solids~Moroney, 1991!, and cool samples~Wu et al., 1994!.
Microstreaming of bubbles in an ultrasonic field has also
been considered to be one of physical mechanisms of non-
thermal bioeffects generated by ultrasound~Nyborg, 1996!;
the shear stress associated with high-streaming velocity gra-
dient within a boundary layer of a bubble may disturb the
cells ~Williams et al., 1970; Rooney, 1970; Miller, 1987!.

Elder ~1959! observed the microstreaming in water near
a vibrating bubble that was resting on a solid boundary; the
bubble’s vertical and horizontal dimensions were 400 and
480mm, respectively; the ultrasound frequency used was 10
kHz. Theories~Davidson and Riley, 1971; Wu and Du,
1997! have been developed to calculate microstreaming ve-
locity inside and outside an isolated air bubble in a liquid
produced by a bubble-scattered sound field, taking into ac-
count two predominant modes of the bubble’s motion: a
monopole~pulsation!, and a dipole~translational harmonic
vibrations!. It has been shown that the microstreaming is
most pronounced for a bubble undergoing the volume reso-
nance~monopole resonance!.

In our experiments, streaming patterns of Albunex®

bubbles in a 160-kHz ultrasonic field have been observed. A
rigorous theory of most observed phenomena is still lacking.
We hope that our experimental work may lead to useful dis-
cussions. Furthermore, since Albunex® bubbles are being
used in vivo, the possible bioeffects related to acoustic
streaming are worth investigating.

I. MATERIALS AND METHODS

A specially designed instrument—a modified upright
microscope~NIKON LABPHOT 2!—was used to observe
real time activities of bubbles under insonification; the detail
was described in our previous publication~Wu and Tong,
1998!. In brief, an objective lens~16x!, a pair of eye pieces
~10x!, and a CCD camera were used in the instrument. The
original stage of the microscope was replaced by a specially
designed stage. An optically transparent circular disk made
of fused silica ~thickness52 mm and diameter
511 mm! was used as a substitute for a regular microscope
slide. The disk was glued on the top of a hollow cylindrical
PZT transducer ~thickness56 mm, i.d.56 mm, and
o.d.512 mm! concentrically. The radio frequency~rf! volt-
age was applied to the transducer via two electrodes across
the wall of the radial direction; the concept of Poisson ratio
of solid can be used to explain how the longitudinal vibration
of the transducer along the axial direction of the hollow disk
may be excited via the rf voltage applied across the wall
thickness direction of the transducer. A sample solution
which will be described later was sandwiched between the
fused silica disk and a cover glass~diameter was 2.5 cm,
thickness was 160mm!; caution was taken to make sure the
space was fully filled with water and there was no trapped air
pocket. Ultrasound was, then, generated in the sample solu-
tion by the PZT transducer. Light from the condenser lens at
the bottom of the microscope could pass the hollow PZT
transducer, fused silica disk, sample solution, cover glass,
objective, and finally reaches the CCD camera or eye pieces
located at the top of the microscope. Thus, bubbles’ activities
under insonification could be observed or recorded by a VCR
connected to the CCD camera.

About 30-ml Albunex® was mixed with 10-ml distilled
water in a test tube and then a small drop of 1-mm radius
Latex particle suspension was added into the solution of the
test tube. The solution was mixed well before a drop of
specimen was taken out of the test tube by using a pipette
and placed on the microscope stage for insonification. The
drop of specimen sandwiched between the fused silica disk
and the cover glass usually had approximately a cylindrical
shape and of about 6 mm in diameter and less than 2 mm in
height.

3115 3115J. Acoust. Soc. Am. 104 (5), November 1998 0001-4966/98/104(5)/3115/4/$15.00 © 1998 Acoustical Society of America



II. EXPERIMENTAL RESULTS

Since the shape of the water drop is nearly cylindrical, it
is appropriate to use cylindrical coordinates (r ,u,z) to de-
scribe the standing wave sound field in the water drop.
Physically, there are modes alongr, u, andz directions, and
they are, respectively, described by themth-order Bessel,
trigonometry, and exponential functions~see the Appendix!.
In usual experimental situations, due to the complexity of the
system, the modes which involve allr, u, and z appeared.
The dimensions of the water drop used were 6 mm of diam-
eter and 2 mm of height and the frequency used was 160
kHz; it was observed that the trapping force was primarily
along the radial direction. While along the axial direction,
the buoyant force seemed to push the spheres close to the top
cover glass. Albunex® spheres in an external ultrasonic
standing wave field of 160 kHz were observed to migrate to
pressure amplitude antinodes. The resonance size of air
bubbles can be estimated by using a simple equation:

f 0r 05330, ~1!

where f 0 is the resonance frequency andr 0 is the radius of

the bubble; both are in cgs units~Coakley and Nyborg,
1978!. Letting f 05160 kHz, we can calculater 0522mm.

It was found that the shell stiffness of Albunex® spheres
make the resonance frequency of the sphere much higher
than Eq.~1! predicts~de Jonget al., 1991!. If the shell pa-
rameter is defined as

S5Et/~12n!, ~2!

whereE is Young’s modules,t is the thickness of the shell,
andn is the Poisson ratio. de Jonget al. found that the reso-
nance frequency depends strongly on the shell parameter.
For example, if the shell parameter is 10, the resonance fre-
quency of 10-mm radius bubble would increase from about
300 kHz predicted by Eq.~1! to 800 kHz. Therefore, even
for the biggest~radius is 55mm! sphere tested by us, it is
probably still smaller than the resonance size of the 160-kHz
ultrasound. Thus, they all should be trapped to the pressure
antinode~see the Appendix!.

In addition to the migration, Albunex® spheres often
moved close to each other and might finally coalesce to be-
come bigger spheres. Figure 1 illustrates this process. In Fig.
1~a!, there were three Albunex® spheres in a 160-kHz ultra-
sonic field; their radii were 4, 20, and 25mm, respectively.
They appeared to be spatially stable; presumably, they were
all trapped at one of the pressure antinodes and pulsating.
The picture shown in Fig. 1~b! was taken a minute later than
that shown in Fig. 1~a!. The 4-mm sphere in Fig. 1~b! was
significantly smaller than it was in Fig. 1~a! and, finally, was
combined into the 20-mm sphere~not shown!. Further, it was
observed that the number of big spheres in the sample solu-
tion seemed to increase with time of insonification.

In Fig. 2, a 55-mm radius Albunex® sphere was trapped
at a pressure antinode of a 160-kHz standing wave field
along the radial direction of the cylindrical transducer and
also located close to~about 0.15 mm away from! the top
cover glass. The sphere was pulsating. The trajectories of
1-mm latex particles shown in the figure demonstrated the
acoustic streaming pattern near the sphere. This photograph
and other photographs showing acoustic streaming, which

FIG. 1. Three Albunex® spheres were in a 160-kHz ultrasonic standing
wave field; their radii were 4, 20, and 25mm, respectively. They were all
trapped at one of the pressure antinodes and pulsating. The 4-mm sphere
coalesced with the 20-mm sphere. The picture shown in~b! was taken a
minute later and the 4-mm sphere was significantly smaller than it was in
Fig. 1~a! and finally was combined into the 20-mm sphere~not shown!.

FIG. 2. Acoustic streaming pattern near a 55-mm radius Albunex® sphere
trapped at a pressure antinode of a 160-kHz standing wave field along the
radial direction of the cylindrical transducer and also located close to~about
0.15 mm away from! the top cover glass. The streaming velocity was esti-
mated to be 50mm/s near the bubble.
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will be discussed later, were taken using a video peak storage
device~VPS! ~Colorado Video, Inc., Boulder, CO!. The VPS
digitizes and stores a single video frame and also has the
capability of comparing the stored image with later images
and updating the stored image. A pixel in the stored image
can be updated whenever that pixel is darker in a later image.
Thus, each pixel in the stored image represents the maximum
darkness value that occurred for that pixel during the time
that the device was processing data. Thus, the VPS produces
an image that is similar in many respects to that obtained by
stroboscopic multiple-exposure photography. In our applica-
tion, it was set that the image was updated every 0.1 s.
Therefore, the time spacing between the two nearest dark
dots is 0.1 s. The streaming speed~approaching/leaving the
sphere! could be estimated by measuring the distance be-
tween the 10 dots near the sphere; in this case it turned out to
be 50mm/s. Due to the fact that the scale of the test solution
was rather small, a direct measurement of the sound pressure
amplitude was very difficult. Spatial peak pressure amplitude
was estimated to be in the order of 0.5 MPa by using optical
interferometry~Miller, 1976!. Specifically, the spatial peak
vibrational displacement amplitude at the front surface of the
fused silica was measured using a Michelson interferometer.
To get the spatial peak pressure amplitude, the measured
value then was multiplied by the acoustic characteristic im-
pedance of water and the angular frequency. Noting that Fig.
2 was a projection of the acoustic streaming pattern on the
optical focal plane perpendicular to the propagation direction
of the ultrasound, the actual individual trajectory looked un-
der the microscope more like a parabola; it moved closer to
the sphere and then returned. The pattern looked similar to
the acoustic streaming around a solid sphere described by
Lee and Wang~1990!.

When the ultrasound amplitude was increased, the pul-
sation became unstable; the translational~dipole! vibration
was introduced and superimposed to the pulsation. Photo-
graphs in Fig. 3 registered a typical example of such cases.
Figure 3~a! was a picture of a pulsating Albunex® sphere of
20-mm radius in a 160-kHz standing wave field. Figure 3~b!
and~c! were pictures of the same sphere when the amplitude
of the standing wave field was increased gradually. It is quite
evident that the translational vibrations were introduced in

FIG. 3. Acoustic streaming pattern near an Albunex® sphere of 20-mm
diameter in a 160-kHz standing wave field.~a! Acoustic streaming pattern
generated by the sphere which was pulsating~monopole motions!. As acous-
tic pressure amplitude of the standing wave was increased, the sphere was
experiencing both monopole and dipole oscillations as shown in~b! and~c!.
The acoustic pressure amplitude of the standing wave was higher in~c! than
in ~b!. It seemed that there were two jets leaving from the bubble in both~b!
and~c!; the spacing between the two jets were greater in~c! than in~b!. This
is the indication that the amplitude of translational~dipole! oscillation in~c!
is greater than in~b!. The streaming velocity was estimated to be 50–100
mm/s near the sphere.

FIG. 4. Acoustic streaming pattern near a pair of Albunex® spheres trapped
at a pressure antinode of a 160-kHz standing wave field.
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Fig. 3~b! and ~c!. The amplitude of the dipole motion was
higher in Fig. 3~c! than in Fig. 3~b! as the amplitude of the
standing wave field was higher for the former than the latter.
Meanwhile, the streaming pattern became more complex; a
jet-flow seemed to be generated from the sphere.

Acoustic streaming was also observed for a pair of
Albunex® spheres in a 160-kHz standing wave field. Figure
4 is a picture which was taken for the same spheres as shown
in Fig. 1. The streaming pattern shown here can be consid-
ered to be that for a pair of spheres as the effect of the small
sphere may be neglected. In addition to the similar streaming
pattern of a single sphere as shown in Fig. 2, there were
some vortex-ring type streaming patterns.

APPENDIX

The sound pressure field,p, within the drop should obey
the Helmholtz equation in cylindrical coordinates (r ,u,z) as
~Miller, 1976!

1

r

]

]r S r
]p

]r D1
1

r 2

]2p

]u2 1
]2p

]z2 1k2p50, ~A1!

where the positivez direction points upward vertically andk
is the wave number. The solutions of Eq.~A1! satisfying the
boundary conditionp50 when r 5a ~the sound pressure
should be equal to zero at the air–water interface! are

p5 (
n51

`

(
m51

`

@~Anmeibnmz

1Bnme2 ibnmz!sin muJm~anmr /a!#

1 (
n51

`

(
m50

`

@~Cnmeibnmz

1Dnme2 ibnmz!cosmuJm~anmr /a!#, ~A2!

where

bnm5Ak22anm
2 /a2. ~A3!

Hereanm denotes thenth root of themth-order Bessel func-
tion, i.e.,

Jm~anm!50. ~A4!

The constants ofAnm ,Bnm ,Cnm ,Dnm are determined from
the boundary conditions alongz direction, namely, by how
the fused silica and the cover glass oscillate.

The trapping force of ultrasonic standing waves can be
explained using a simple one-dimensional model~Coakley
and Nyborg, 1978!. Let us assumep(x,t) and v(x,t) are,
respectively, the instantaneous acoustic pressure in the
neighborhood of a small bubble and its instantaneous volume
fluctuation. Since the former is of a standing wave, its spatial
and time part should be written as

p~x,t !5 f ~x!cos~2pt !, ~A5!

where f (x) is an arbitrary function ofx. The bubble re-
sponses to the acoustic pressure and thus

n~x,t !5b f~x!cos~2pt1b!, ~A6!

whereb andb are constants. Due to the variation of acoustic
pressure across the surface of the bubble, a net force is gen-
erated and applied on it. The instantaneous forceFx directed
alongx direction is given by

Fx52n~x,t !@]p~x,t !/]x#. ~A7!

The time-average ofFx can be calculated from Eqs.~A5!,
~A6!, and~A7! and given by

^Fx&52
b

4

d f2~x!

dx
cosb. ~A8!

For bubbles well below resonance size cosb'21 and the
net force is in the direction of increasing pressure amplitude.
Conversely, for the bubbles well above resonance size
cosb'1 and the net force points to the pressure node direc-
tion.
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A modified modal frequency spacing method for coating
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Z. Wang, X. Li, and J. David N. Cheekea)

Department of Physics, Concordia University, Montreal, Quebec H3G 1M8, Canada

~Received 24 October 1997; accepted for publication 24 July 1998!

A modified modal frequency spacing~MMFS! method is developed, which can be used to directly
evaluate the coating densityrc and the longitudinal velocities of the substrate and of the coating,VL

S

andVL
c , based on the measured cutoff frequency data. Numerical simulation results showed that the

error in evaluatingVL
S andVL

c is less than 0.4% and is less than 4% inrc compared with the input
data. © 1998 Acoustical Society of America.@S0001-4966~98!01811-6#

PACS numbers: 43.35.Cg@HEB#

INTRODUCTION

Ultrasonic techniques are among the most promising
nondestructive testing methods for characterization of coat-
ings. A number of coating properties vital to service perfor-
mance are directly related to the elastic properties of the
coatings. Leaky Lamb wave~LLW ! modes carry more infor-
mation and are now widely used in coating characterization.
For obtaining quantitative assessment of the thickness, den-
sity and elasticity of coatings, an inversion procedure of the
measured data to determine these parameters is necessary.
Various inversion schemes for LLW mode problems have
been proposed.1–4 In principle, these mathematical inversion
methods are capable of recovering unknown parameters of
the sample from measured data. In practice, however, there
are abundant problems in the real application of the inversion
methods. The more parameters to be recovered in an inver-
sion, the worse the accuracy, the stability and the reliability.
It is desirable to decrease the number of parameters to be
recovered in each inversion by decoupling the procedure into
several steps. Another important topic is how to assign ac-
curate initial values to the parameters to be recovered. P-C.
Xu et al.1 introduced the modal frequency spacing~MFS! as
a global characteristic parameter of the Lamb wave, when
the two elastic constants are separated at normal incidence
and at oblique incidence. The inversion procedure was then
carried out efficiently and in a straightforward manner. We
present a method to directly evaluate two or three parameters
of the two layers based on the MFS distribution. Three char-
acteristic MFS values were derived based on the cutoff fre-
quency relationships for the longitudinal wave components
at normal incidence. Three parameters, the density of the
coating and the longitudinal velocities of the two layers, for
example, can be independently evaluated based on the mea-
sured cut-off frequency data. The procedure is forward rather
than inversive.

I. CUTOFF FREQUENCY EQUATIONS OF A TWO-
LAYER COMPOSITE AT NORMAL INCIDENCE

The configuration of a two-layer composite and its co-
ordinates are shown in Fig. 1. Both the coating and the sub-

strate are isotropic. The Lamb waves propagate along thex
direction and all field quantities are independent ofy. As
discussed in Ref. 1, free traction can be assumed on both
surfaces of the coated plate, because the minima of the am-
plitude spectrum of the reflected wave for a plate immersed
in water coincide closely with the dispersion curves for the
same plate in a vacuum to a very satisfactory extent. For a
longitudinal wave coming in from the liquid at normal inci-
dence only the transverse components of the Lamb wave are
excited. The first cutoff frequency equation is then given by

rcVL
c

rSVL
S •tan~a2h!1tan~a1b!50, ~1!

with

a15v/VL
S , a25v/VL

c , ~2!

where VL
c and VL

S are the longitudinal wave velocities in
infinitive media of the coating and substrate, given by

VL
c5Alc12mc

rc 5AC11
c

rc ,

~3!

VL
S5AlS12mS

rS 5AC11
S

rS ,

whererc, rS; lc, lS; mc, mS are the densities and Lame
constants of the coating and substrate, respectively,h andb
are the thickness of the coating and substrate, respectively,
andv52p f , where f is the frequency.

The second cutoff frequency equation, which corre-
sponds to the transverse vibration in thez direction, is given
by

rcVS
c

rSVS
S•tan~b2h!1tan~b1b!50 ~4!

with

b15v/VS
S , b25v/VS

c , ~5!

where

VS
c5Amc/rc, VS

S5AmS/rS ~6!

are the transverse wave velocities of the coating and sub-
strate medium, respectively. Experimentally, only the longi-a!Electronic mail: cheeke@alcor.concordia.ca
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tudinal branch cutoff frequency data can be obtained at nor-
mal incidence, and in the following sections we will discuss
this branch only. Accordingly, in the following we delete the
subscriptL for the MFS parameters. The method can be used
for the transverse branch, as well, provided the experimental
data can be acquired.

II. MODAL FREQUENCY SPACING „MFS…
DISTRIBUTION AND ITS UNIQUE VALUES

The values of the cutoff frequencies,f n , are determined
by Eq. ~1!. The spacing between the adjacent modes,D f n

5 f n2 f n21 , is known as the modal frequency spacing
~MFS!. The MFS distribution versus frequency, as shown in
Fig. 2, is periodic and there are four unique values in the
distribution:~1! the periodicity,D f C; ~2! the maximum MFS
value at the center of the regular regions,D f max; ~3! the
minimum MFS value at the center of the transition regions,
D f min; and~4! the MFS value of the bare plate,D f S. The key
point is that the four unique MFS values have definite rela-
tionships with the composite parameters, which are given by
explicit formulas.

For the bare plate, the second term in~1! goes to zero.
The cutoff frequencies are given by

f n5n•VL
S/2b. ~7!

The MFS of the longitudinal wave in the bare plate is a
constant, given by

D f S5VL
S/2b. ~8!

The MFS distribution is changed due to the coating layer
on the plate. Three unique values of the MFS distribution can
be derived and are given as follows.

~1! At the center of the regular regions, wherea2h
'np (n50,1,2,. . . ), the MFSvalue can be derived from
~1!. It is the maximum value in the distribution for the case
of the acoustic impedance ratiorcVL

c /rSVL
S,1 and is given

approximately by

D f max'
VL

S

2b
•S 11

2•~rch!

rSb D 21/2

. ~9!

~2! At the center of the transition regions, wherea2h

'(n1 1
2)p, the MFS value can be derived from~1! and it is

the minimum value. The formula is given by

D f min'
VL

S

2b
•S 11

C11
S

b
•

h

C11
c D 21

5
VL

S

2b
•S 11

rS
•~VL

S!2

rc
•~VL

c !2 •
h

bD 21

. ~10!

~3! The period of the cutoff frequency distribution de-
rived from ~1! is given by

D f C5
VL

c

2h
5

1

2h
•AC11

c

rc . ~11!

The value of the period of the cutoff frequencyD f C depends
only on the thickness and the longitudinal wave velocity of
the coating. This formula could be very useful in coating
characterization if wide frequency range cutoff frequency
data can be experimentally acquired.

III. APPLICATION OF THE EXPLICIT FORMULAS—
THE MMFS METHOD

In practice, the thickness of both the substrate and the
coating,b andh, and the mass density of the substrate,rS,
are given, or determined by other approaches, as discussed in
Ref. 1. Therefore, only three parameters, i.e., the density of
the coating,rc, and the longitudinal velocities of the sub-
strate and of the coating,VL

S and VL
c , are to be recovered,

based on the cutoff frequency distribution described in Eq.
~1!. Their initial values can be evaluated by using the three
formulas based on the cutoff frequency data. In Eqs.~9!, ~10!
and ~11!, just the three variablesrc, VL

S , and VL
c are in-

volved, and thus they can be determined by knowing the
three unique MFS valuesD f max, D f min, and D f C. We will
see that the initial values evaluated from the above three
formulas are sufficiently accurate compared with the input
parameters. It is therefore unnecessary to carry out the inver-
sion based on the cutoff frequency data using Eq.~1!. We
refer to this as the ‘‘modified modal frequency spacing’’
~MMFS! method.

To investigate the validity of the method, a simulation
method is used numerically. The samples used in numerical
calculations are the same as in Ref. 1 and are listed in Table
I. Samples 1 and 2 are comprised of a Cu–Ni–In coating on
Ti6Al–4V substrate plate, and sample 3 is an aluminum

FIG. 1. Configuration and coordinates of the samples.

FIG. 2. Modal frequency spacing~MFS! distribution versus frequency
~dots!, and the interpolated curve, by which the three unique values are
evaluated.

3120 3120J. Acoust. Soc. Am., Vol. 104, No. 5, November 1998 Wang et al.: Letters to the Editor



plate coated with a NiAl alloy layer. All samples are plasma-
sprayed and the dispersion data were acquired by LLW
measurement.1

The cutoff frequencies were calculated using Eq.~1! and
parameters listed in Table I, and the MFS values, defined by
D f n5 f n2 f n21 , were obtained. In normal applications the
MFS data are acquired from experiments. Here the calcu-
lated values are used. These data can be considered as ac-
quired data from experimentswith absolute accuracy. Tak-
ing the MFS values as a function of the frequency, we can
obtain the three unique values,D f max, D f min, andD f C, for
each sample. Substituting them into Eqs.~9!–~11!, the three
parameters,rc, VL

S , andVL
c , can be evaluated. Comparing

the three parameters evaluated based on the MFS data with
those input data, we can estimate the intrinsic errors of the
method, i.e., those which are independent of the experimen-
tal accuracy.

The distributions of the MFS versus frequency are typi-
cally shown in Fig. 2. The maxima and minima of the MFS
and the corresponding positions of the frequency were deter-
mined by interpolating the curve with a simple program. The
curve in Fig. 2 shows the smooth distribution of MFS after
200 points were interpolated. For the three samples dis-
cussed, the condition ofrc

•VL
c /rS

•VL
S,1 is satisfied, the

maximum and minimum MFS values and the periodicity of
the MFS are theD f max, D f min, and D f C, correspondingly.
Substituting the three unique MFS values into Eqs.~9!, ~10!
and~11!, we obtained the initial values of the parameters. All
the values are listed in Table II. The corresponding errors
compared with the input data are given in brackets.

It is seen that the intrinsic errors in evaluating theVL
S

andVL
c are less than 0.4%, and the errors in evaluatingrc are

less than 4%. This suggests that the MMFS method can be
used to determine the three parameters directly based on the
cutoff frequency data. The final results of an inversion will
not improve the accuracy ofrc, because the error shown
above is caused by the insensitiveness ofrc on the disper-
sion property rather than by the MMFS method itself. It was
shown in Ref. 1 that the effect ofrc on the dispersion curves
is not sensitive and this parameter therefore cannot be accu-
rately recovered by an inversion. The accuracy is not signifi-
cantly changed when different interpolating functions are
used.

It was found that the acoustic impedance ratio~AIR!,
rc
•VL

c /rS
•VL

S , has a sensitive effect on the MFS distribu-
tion. For the case discussed above, whererc

•VL
c /rS

•VL
S,1,

as the AIR becomes smaller, the change at the regular re-
gions becomes more and more smooth, whereas the change
at the transition regions becomes more and more violent. For
the case where the AIRrc

•VL
c /rS

•VL
S.1, the formulas of

the maximum and the minimum MFS values are just the
opposite. In this case, when the AIR value becomes larger,
the change at the regular regions becomes more violent,
whereas the change at the transition regions becomes more
smooth. The physical significance of this behavior can be
described more clearly by rewriting the formulas~9! and~10!
in the following forms:

D f max'F 1

D f S
1S rcVL

c

rSVL
SD • 1

D f C
G21

, ~12!

D f min'F 1

D f S
1S rSVL

S

rcVL
c D • 1

D f C
G21

. ~13!

The factor preceding the second term in~12! is the acoustic
impedance ratio and that in~13! is its reciprocal.

Another important factor which affects the accuracy sig-
nificantly is the number of modal frequencies within a pe-
riod, i.e., N5D f C/D f S11. It was found from numerical ex-
amples that the value should be larger than 10 in order to
obtain acceptable accuracy.

IV. CONCLUSIONS AND DISCUSSIONS

In this paper, we report a modified modal frequency
spacing~MMFS! method which can be used to directly de-
termine the density of a coating layer,rc, and the longitudi-
nal wave velocities of the substrate and of the coating layer,
VL

S and VL
c , based on the cutoff frequency data. Numerical

simulation results showed that the accuracy in evaluatingVL
S

andVL
c is better than 0.4% and the accuracy in evaluatingrc

is better than 4% for the three samples given in Ref. 1. This
means that the MMFS method will not introduce significant
errors compared with the results obtained by inversion based
on the cutoff frequency data.

The simulation results showed that the acoustic imped-
ance ratio,rc

•VL
c /rS

•VL
S , has a sensitive effect on the MFS

TABLE I. Parameters of the three samples used in the simulation.

No. rS VL
S VS

S b rc VL
c VS

c h

1 4.43 6.23 3.35 6.00 3.00 3.20 1.25 0.20
2 4.43 6.23 3.13 6.00 3.00 2.85 1.33 0.28
3 2.80 6.35 3.10 4.00 2.00 4.20 2.15 0.25

TABLE II. Unique values for the longitudinal branch evaluated from MFS distribution and the parameters
evaluated by the MMFS method.

No. D f c D f max D f min rc VL
c VL

S

1 7.98 0.5077 0.4387 3.064~2.1%! 3.192 (20.25%) 6.2313~0.02%!
2 5.10 0.5031 0.3947 3.117~3.9%! 2.856 ~0.2%! 6.2323 ~0.04%!
3 8.43 0.7597 0.6635 2.027~1.4%! 4.215 ~0.35%! 6.3467 (20.05%)
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distribution. Some suggestions for improving the accuracy in
different rc

•VL
c /rS

•VL
S value cases were given. Another im-

portant factor which affects the accuracy significantly is the
number of modal frequencies within a period. It was found
that the value should be larger than 10 for obtaining accept-
able accuracy.

The topic discussed in this paper is limited to a theoret-
ical analysis frame work. The cutoff frequency data by simu-
lation were assumed to be accurate, but in practice the mea-
surement errors of cutoff frequency cannot be much better
than 1%. Therefore, the actual errors in determining the pa-
rameters will be larger than those shown above. This is not
only caused by the insensitiveness in determiningrc, but
also by the irregularity of the experimental data at the tran-
sition regions where the minima have to be determined by
interpolating. These problems, however, are not introduced
additionally by the MMFS method and they exist in the in-
version procedure as well.
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An alternative tempered scale is proposed, the perfect fifths tempered scale~PFTS!, which is
stretched by an amount of 3.4 cents per octave in comparison to the common~perfect octaves!
tempered scale~POTS!. The PFTS is a better approximation to the musical practice of stretched
intonation than the POTS. ©1998 Acoustical Society of America.@S0001-4966~98!00411-1#
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INTRODUCTION

Our common musical scales, the just and the tempered
scale, are based upon the octave, i.e., a frequency ratio of
2:1. The intervals of the just scale correspond with fractions
of small integer numbers, for example, 3:2~fifth!, 4:3
~fourth!. These ratios yield optimally consonant sounds, be-
cause many partials coincide exactly. The just scale is, how-
ever, not well suited for modulations, because the sizes of
intervals are different in other keys. This problem was solved
with the compromise of the tempered scale which divides the
octave into 12 equal semitones of 2(1/12)51.05 946 and into
1200 cents of 2(1/1200)51.0 005 778.~In the following the
sign ‘‘5’’ is used throughout, also where it should read
strictly ‘‘approximately equal.’’ Decimal numbers are gener-
ally rounded to six significant digits, cent numbers are
rounded to an accuracy of 0.1 cents.! In the tempered scale
the fifth is 7 semitones or 2(7/12)51.49 8315700 cents,
whereas the perfect fifth is 3/251.55702.0 cents. In other
words, the fifth of the tempered scale is contracted so that 12
fifths are equal to 7 octaves. Alternatively, a new tempered
scale can be constructed with perfect fifths~1.5! and
stretched octaves of 1.5(12/7)52.00 38851203.4 cents. This
scale is named here the perfect fifths tempered scale, PFTS.

I. COMPARISON OF THE PERFECT FIFTHS
TEMPERED SCALE WITH COMMON SCALES

The PFTS is constructed starting with the perfect fifth
~1.5!. Its semitone is 1.5(1/7)51.05 9635100.3 cents. The
complete scale covering one octave is obtained fromTn

51.5(n/7) for n50 ~prime! to 12 ~octave!. Table I shows the
PFTS in comparison with the common~perfect octave! tem-
pered scale~POTS! and the just scale. Both the PFTS and the
POTS have the largest deviations from the just scale atn
54, 9, and 11. The third and sixth of the PFTS are sharp by
114.8 cents and118.1 cents, respectively, slightly more
than those of the POTS~13.7 cents and 15.6 cents, respec-
tively!. The seventh of the PFTS by is also sharp by114.8
cents, compared with111.7 cents of the POTS. Because in
the PFTS the octave is at the same time raised by13.4 cents,
the interval fromn511 to n512 remains practically the
same as with the POTS. Considering the other tones there are
only minor deviations from the just scale. In two cases

(n52,7) the PFTS is even closer to the just scale than the
POTS; forn55 the difference is slightly larger.

In connection with the PFTS, it seems also reasonable to
redefine the ‘‘cent’’ as 1/700 of the fifth, i.e., 1.5(1/700)

51.0 005 794. To avoid confusion the new measure could be
named ‘‘pent,’’ beginning with a ‘‘p’’ from ‘‘perfect,’’ and
related to the Greek ‘‘five.’’ According to the definition of
the pent, the semitone of the PFTS is equivalent to 100 pents
and the stretched octave equals 1200 pents.

II. USE OF STRETCHED SCALES AND RELATED
EXPERIMENTS

It is well known that pianos sound best if they are tuned
not exactly to equal temperament~i.e., to the tempered
scale!, but with slightly stretched intervals. This is described
by Martin and Ward.1 Figure 1 of their paper is reproduced
here~as our Fig. 1! with an additional line inserted charac-
terizing the PFTS. One can see that the largest deviations of
plus and minus 30 cents from the equally tempered scale
occur at the highest and lowest tones of the range, respec-
tively. These deviations can be explained by the inharmonic
partials of the piano strings, caused by the considerable stiff-
ness of the string wire~see Ref. 2!. With stretched tuning the
partials match the partials of other tones better. It can also be
seen that even in the middle range of the piano a small
stretching of a few cents per octave is applied. It is remark-
able that at least the range from C2 to C7 can be approxi-
mated with good accuracy using the PFTS~thick line!. Be-
cause the strings of violins, violas, and violoncellos are tuned
in fifths, there is a tendency for these instruments to play
with stretched octaves close to the PFTS, if the fifths are
assumed to be perfect. Other instruments are forced to match
their intonation to this stretched scale when they play to-
gether with a piano or in an orchestra where the strings
dominate. There are many investigations demonstrating a
clear tendency towards stretched intonation. This was de-
scribed first by Ward,3 and later on, for example, by Sund-
berg and Lindqvist.4 The amount of stretching found in these
investigations is generally considerably larger than that of
the PFTS. Slaymaker5 has conducted an experiment with
stretched and compressed scales and partials. Single tones
and chords from stretched and compressed scales were as-
sessed subjectively. His most important results were the fol-
lowing.
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~i! For stretching of up to an additional quarter-step per
octave, only subtle changes of the tones and chords
were found.

~ii ! For stretching of an additional half-step per octave,
the tones and chords sounded bell- or chimelike.

~iii ! For strongly stretched or compressed octaves, the
tones and chords were changed drastically; they be-
came either dissonant or at least very strange.

With regard to the PFTS, these results mean that the very
small stretching of 3.4 cents per octave will have no detri-
mental effect.

Terhardt and Zick6 had synthetic test sounds in normal,
stretched, and contracted intonation subjectively compared
by larger groups of test persons. The amounts of stretching
respectively compressing were chosen according to the data
of Martin and Ward,1 i.e., up to minus or plus 30 cents at C1

and B7, respectively. The results of this study can be sum-
marized as follows:

~i! Stretched intonation is preferred for sounds composed
of widely separated tones.

~ii ! Normal intonation is best for sounds of medium com-
plexity.

~iii ! Contracted intonation may be suitable for highly com-
plex sounds.

III. CONCLUSION

Starting with perfect fifths, an alternative tempered scale
~PFTS! can be constructed which is stretched by an amount
of 3.4 cents per octave. This scale is a better approximation
to musical practice than the common tempered scale with
perfect octaves. In particular, it provides a good fit for typi-

TABLE I. Comparison of the perfect fifths tempered scale with common scales.

n Note in C

PFTS POTS Just scale

Ratio Cents Ratio Cents Ratio Cents

0 C 1 0 1 0 1 0
1 C# 1.05 963 100.3 1.05 946 100
2 D 1.12 282 200.6 1.12 246 200 1.125 203.9
3 D# 1.18 978 300.8 1.18 921 300
4 E 1.26 073 401.1 1.25 992 400 1.25 386.3
5 F 1.33 592 501.4 1.33 484 500 1.33333 498.0
6 F# 1.41 558 601.7 1.41 421 600
7 G 1.5 702.0 1.49 831 700 1.5 702.0
8 G# 1.58 945 802.2 1.58 740 800
9 A 1.68 424 902.5 1.68 179 900 1.66667 884.4

10 A# 1.78 467 1002.8 1.78 180 1000
11 B 1.89 110 1103.1 1.88 775 1100 1.875 1088.3
12 C 2.00 388 1203.4 2 1200 2 1200

FIG. 1. Tuning of a piano~from Ref. 1!, thick line: PFTS.
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cal tuning of pianos in octaves 2 to 6. An additional justifi-
cation for the use of the PFTS might be that perfect fifths are
perhaps more important than perfect octaves, because the
harmony in our music is mainly based on triads. However,
the PFTS can at most partly explain the amount of stretching
practiced which is more typically around 20 cents per octave.

1D. W. Martin and W. D. Ward, ‘‘Subjective evaluation of musical scale
temperament in pianos,’’ J. Acoust. Soc. Am.33, 582 ~1961!.

2R. W. Young, ‘‘Inharmonicity of plain wire piano strings,’’ J. Acoust.
Soc. Am.24, 267 ~1952!.

3W. D. Ward, ‘‘Subjective musical pitch,’’ J. Acoust. Soc. Am.26, 369
~1954!.

4J. E. F. Sundberg and J. Lindqvist, ‘‘Musical octaves and pitch,’’ J.
Acoust. Soc. Am.54, 922 ~1973!.

5F. H. Slaymaker, ‘‘Chords from tones having stretched partials,’’ J.
Acoust. Soc. Am.47, 1569~1970!.

6E. Terhardt and M. Zick, ‘‘Evaluation of the tempered tone scale in nor-
mal, stretched, and contracted intonation,’’ Acustica32, 268 ~1975!.
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The collapse time of lithotripter shock wave-induced cavitation bubbles was found to be
significantly reduced fromin vitro ~133–271ms! to in vivo ~34–99ms!, suggesting that bubble
expansionin vivocould be severely constrained by the surrounding tissue. Calculations based on the
Gilmore model for bubble dynamics suggest that inertial cavitation could be induced in blood,
provided that appropriate nuclei are present. Without tissue constraint, the maximum bubble
induced in blood by an HM-3 lithotripter was calculated in the range of 1.3 to 2.3 mm. These results
suggest that intraluminal bubble expansion may cause the rupture of capillaries and small blood
vessels during shock wave lithotripsy, especially when cavitation nuclei are introduced into the
circulation. © 1998 Acoustical Society of America.@S0001-4966~98!03811-9#

PACS numbers: 43.80.Ev, 43.80.Gx, 43.25.Yw@FD#

INTRODUCTION

During shock wave lithotripsy~SWL!, the formation of
cavitation bubblesin vivo is often observed by ultrasound
B-scan imaging, which reveals a transient increase in
echogenicity of tissues along the beam axis of the lithot-
ripter. This characteristic hyperechogenicity has been ob-
served in perinephric fat and the corticomedullary zone and
parenchyma of the kidney, as well as in hepatic vessels and
bladders.1–3 Regions of hyperechogenicity in canine kidneys
were also found to correlate with the areas of intrarenal hem-
orrhage, suggesting that cavitation is likely to be associated
with the mechanism of tissue injury.1 Using passive cavita-
tion detectors, acoustic emission~AE! associated with SWL-
induced bubble oscillations has been measured bothin vitro
and in vivo.4,5 The collapse time (tC) of the bubble cluster
inducedin vivo was found to be significantly reduced from
that in vitro. Because SWL-induced cavitation bubblesin
vitro can expand to a maximum size of 1–3 mm~which is
larger than most of the fluid-filled space in tissue!,6 this find-
ing suggests that bubble expansionin vivo is constrained by
surrounding tissue.5

In this Letter, we report experimental data which dem-
onstrate that the maximum expansion of cavitation bubbles
in vivo is related to the size of the fluid-filled space where the
bubbles are induced. This observation is important for under-
standing the mechanical interaction between an expanding
cavitation bubble and the surrounding constraining tissue
structure. In particular, recent studies have shown that intra-
venous injection of ultrasound contrast agents~well known

as effective cavitation nuclei7! can significantly increase vas-
cular injury during SWL.7 Since intraluminal expansion of
cavitation bubbles has been a concern for collateral damage
of the vessels during laser angioplasty8 and in electrohydrau-
lic lithotripsy ~EHL!,9 the possibility of vascular injury due
to intraluminal bubble expansion in SWL is intriguing. To
assess this possibility, we calculated bubble dynamics in
blood without tissue constraint for various nucleus sizes. At
clinical SWL pressure amplitudes, our results suggest that
inertial cavitation could be induced in blood vessels, pro-
vided that nuclei greater than 10 nm in radius are present.
Without tissue constraint, the maximum bubble diameters in
blood were calculated in the range of 1.3 to 2.3 mm. The
potential of such a large intraluminal bubble expansion sug-
gests that capillaries and small blood vessels may be at much
higher risks for mechanical rupture than large blood vessels.
This prediction seems to be consistent with the observation
of vascular injuries produced during SWL, especially when
ultrasound contrast agents are introduced into the circulation.

I. EXPERIMENTAL METHODS AND RESULTS

To evaluate the influence of the size of the surrounding
fluid-filled space on bubble expansionin vivo, we measured
AE emanating from the lower pole and renal pelvis of three
juvenile swine during SWL. Each swine~;27 kg in weight!
was anesthetized with 5% Pentothal~10 mg/kg!, placed on
the motorized stretcher and lowered into the water tub
~37 °C! of a Dornier HM-3 lithotripter. Between 15 and 25
kV, the peak compressive and peak tensile pressure of the
shock wave produced by an HM-3 lithotripter in water vary
in the range of 33–50, and27.1–29.5 MPa, respectively.10a!Electronic mail: pz1@me1.egr.duke.edu
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At 20 kV, the 26-dB beam dimensions are 120 by 15 mm
along and transverse to the lithotripter axis.10 Using the mo-
torized stretcher~0.1-mm precision!, either the lower pole or
renal pelvis of the swine could be aligned to coincide with
the lithotripter focus under biplanar fluoroscopic guidance.
Shock waves generated at 16, 20, and 24 kV, respectively,
were then delivered to the lower pole and renal pelvis of the
swine in random order at 1-Hz pulse repetition rate. Con-
comitantly, 20 AE signals associated with SWL-induced
bubble oscillations around the beam focus were recorded us-
ing a 1-MHz focused hydrophone~Panametrics! with f
5101.6 mm and a26-dB reception zone of 2039 mm (L
3D).5 To provide a baseline comparison, AE signals pro-
duced in water under the same lithotripter output settings
were also recorded.

Acoustic emission signals measured bothin vitro and in
vivo revealed a similar pattern of temporal variation~Fig. 1!.
Each AE signal consists of at least two distinct, temporally
separated pressure bursts. Previously, comparison of AE sig-
nals with simultaneously acquired high-speed photographic
sequence of bubble oscillationin vitro has shown that the
first pressure burst correlates with the initial compression/
expansion, while the second burst correlates with the subse-
quent primary collapse/rebound of the bubble cluster.5 For
each AE trace, the collapse time (tc), defined as the time
delay between the maximum pressure peaks of the first and

second bursts~Fig. 1!, was measured. Physically,tc corre-
lates with the maximum bubble expansion in an uncon-
strained medium.6

The most noticeable change in AE signals fromin vitro
to in vivo is the significant reduction intc ~Fig. 2!. At 20 kV,
tc (mean6s.d.) was found to decrease from 220619ms in
water, to 9968 ms in the renal pelvis, to 3563 ms in the
lower pole. Although the value oftc increases significantly
with the lithotripter output voltagein vitro, the correspond-
ing values in vivo remain almost unchanged. Considering
that tissue attenuation may only reduce the tensile pressure
of the lithotripter shock wave by less than 6%,3 the signifi-
cant reduction intc from in vitro to in vivo is most likely
caused by the limited space for bubble expansionin vivo.
This speculation is further supported by the fact thattc de-
creases substantially from renal pelvis to lower pole, al-
though in both cases tissue attenuation on the incident shock
wave should be quite similar. This pattern of reduction intc

from in vitro to in vivo and from renal pelvis to lower pole
was observed consistently in all three animals~Table I!. Ana-
tomically, the lower pole of the kidney is comprised largely
of renal parenchyma, and may also include some renal ca-
lyxes, whereas the renal pelvis is a funnel-shaped continua-

FIG. 1. Representative acoustic emission signals associated with cavitation
bubble clusters produced by a Dornier HM-3 lithotripter at 20 kV in the
lower pole, renal pelvis of a swine kidney, and in water, respectively.~See
the text for further description.!

FIG. 2. Variations of collapse time,tc , with lithotripter output voltage for
cavitation bubbles produced in the lower pole and renal pelvis of a swine
~#1! and in water. Pairedt-test was used to determine statistically significant
differences in the results.*Significant difference between water and renal
pelvis or lower pole,p,0.05;#Significant difference between renal pelvis
and lower pole,p,0.05.

TABLE I. The collapse time (tc) of cavitation bubble clusters induced in the lower pole and renal pelvis of
three juvenile swine, and in water by a Dornier HM-3 lithotripter.~Mean6standard deviation in microseconds,
n520.!

Lower pole Renal pelvis Water

Pig #1 Pig #2 Pig #3 Pig #1 Pig #2 Pig #3

16 kV 33.9562.46 38.7364.26 42.2869.30 94.47611.93 69.7066.56 78.306 7.22 132.85619.56
20 kV 34.5063.30 39.0064.57 43.2067.75 98.876 8.31 64.3367.94 71.20610.03 219.53618.57
24 kV 37.4863.78 39.3363.23 47.6568.06 92.63612.14 63.5068.01 69.70610.75 271.00633.62
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tion of the upper end of the ureter. The fluid-filled space in
the lower pole, either in blood vessels or in calyceal spaces,
is much smaller than the volume of the renal pelvis. There-
fore, our results suggest that the size of the fluid-filled space
in tissue has a significant influence on the maximum bubble
expansionin vivo.

II. THEORETICAL CALCULATIONS OF BUBBLE
DYNAMICS IN BLOOD

In laser angioplasty, it has been shown that the expan-
sion and implosion of cavitation bubbles in the rabbit femo-
ral and iliac arteries could produce rapid dilation and invagi-
nation of the arteries.8 This intraluminal bubble oscillation
was found to cause extensive rupture and abrasion of internal
elastic lamina, and smooth muscle cell necrosis.8 Similarly,
the dilation and perforation of the ureteral wall has been
observed during EHL, due to the rapid expansion of cavita-
tion bubbles.9 The maximum size of EHL-produced bubbles
in water increases with pulse energy from 3 mm at 25 mJ to
15 mm at 1300 mJ.9 When a large bubble expands inside the
intact ureter, considerable distension or even disruption of
the ureter could occur. The threshold for the perforation of
the ureteral wall, measured by the ratio of maximum bubble
diameter in water to the initial vessel diameter, was esti-
mated to be approximately 3.9

In light of these observations, we have calculated the
maximum bubble expansion in blood without tissue con-
straint using the Gilmore formulation for bubble dynamics.6

The maximum bubble size, when compared with typical
sizes of the vascular branches in the kidney, may provide a
qualitative assessment of the potential for vascular injury due
to intraluminal bubble expansion.

Figure 3 shows the variations of maximum bubble ra-

dius with the initial nucleus size in blood in response to
different lithotripter shock waves. The top two traces corre-
spond to the results produced by an HM-3 lithotripter. The
peak positive/peak negative pressure (P1/P2) of the inci-
dent shock waves were 30/210 MPa and 30/27 MPa, re-
spectively. The peak positive pressures were reduced by 25%
from typical value measured in water~40 MPa at 20 kV10! to
account for tissue attenuation. On the other hand, the peak
negative pressures were selected from the minimum to the
maximum values measured in water, since the effect of tissue
attenuation on the tensile pressure is small.3 The third trace
at the bottom corresponds to the results produced in the
lithotripter field used by Dalecki and associates to evaluate
the influence of contrast agents on SWL-induced hemorrhage
in mice.7 The pulse is approximately 1.5 cycles of a sine
wave with a peak pressure of;2 MPa and with a fundamen-
tal frequency of 0.1 MHz.7

At each pressure level, inertial cavitation characterized
by the explosive growth of the bubble was observed when
the initial radius of cavitation nucleus,R0 , exceeds a critical
value. This critical nucleus size corresponds to the transition
from stable to inertial cavitation when the restraining effect
of surface tension on bubble growth is overcome by the ten-
sile stress of the incident pressure wave.11 For the HM-3
lithotripter shock waves, the critical nucleus radius appears
to be in the range of 5;10 nm. Across this critical value, the
maximum bubble radius,Rmax, was found to increase dra-
matically by several orders of magnitude. In the inertial cavi-
tation region, asR0 varies from 10 nm to 10mm, Rmax in-
creases slightly from 666 to 778mm for P1/P2 of 30/27
MPa, and from 1066 to 1151mm for P1/P2 of 30/210
MPa. For the 2-MPa sine wave, the critical nucleus radius
was found to be around 28 nm. Above this critical value,
Rmax increases monotonically from 105 to 176mm as R0

varies from 30 nm to 10mm.

III. DISCUSSION

Recently, Dalecki and associates showed that when mice
were injected with the ultrasound contrast agent Albunex®
~effective cavitation nuclei! and exposed to a lithotripter field
of ;2-MPa pressure amplitude and fundamental frequency
of 0.1 MHz, hemorrhage in the kidney was consistently
observed.7 Histologically, the primary damage in the kidney
was rupture of glomerular capillaries. In comparison, mice
exposed to the lithotripter field alone showed no kidney hem-
orrhage. Corresponding to the nuclei size of Albunex®~3–5
mm in diameter!, our model calculation in this lithotripter
field ~bottom trace in Fig. 3! predicts a maximum bubble
diameter of approximately 340mm in blood without tissue
constraint. This maximum bubble diameter is an order of
magnitude larger than the size of capillaries and postcapil-
lary venules~8–30mm!. Assuming that the criterion for ure-
teral wall rupture could be applied to vascular injury, the
intraluminal expansion of these cavitation bubbles would
cause a rupture of capillaries and postcapillary venules, but
not of blood vessels larger than 120mm. This prediction
seems to agree with the histological observations of Dalecki
and associates. On the other hand, the absence of hemor-
rhage in the kidney without Albunex® may indicate a rela-

FIG. 3. Maximum bubble radius,Rmax, in blood induced by different lithot-
ripter fields. Bubbles were assumed to expand and collapse spherically with-
out tissue constraint. The following parameters of the blood were used for
the Gilmore model calculation: equilibrium density,r051059 kg/m3; coef-
ficient of shear viscosity,m5531023 kg/m•s; surface tension,s556
31023 N/m; infinitesimal sound speed,C051584 m/s.
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tive lack of sufficiently large cavitation nuclei in normal re-
nal tissue. This speculation is supported by the results from
Coleman and associates, who reported that cavitation nuclei
in the kidney and surrounding tissue may be less than 30 nm
in radius.3 For such small nuclei, our model calculation in-
dicates that inertial cavitation may not be induced in the
blood by the 2-MPa lithotripter field and thus no hemorrhage
produced, as reported by Daleckiet al.7

In the clinical lithotripter field~top two traces in Fig. 3!,
inertial cavitation could be induced in the blood if nuclei
with a radius larger than 10 nm exist. For these nuclei, the
maximum bubble diameter predicted by the model calcula-
tion is in the range of 1.3 to 2.3 mm. Since inertial cavitation
has been observed in hepatic vessels during SWL,2 cavitation
nuclei greater than 10 nm in radius apparently either pre-
exist in the blood or are generated by the lithotripter shock
waves. Although the exact size and distribution of cavitation
nuclei in the vascular system is currently unknown, the po-
tential for vascular injury due to intraluminal bubble expan-
sion exists. Adapting the Vorreuther criterion for ureteral
rupture, the results of our model calculations indicate that
capillaries and small blood vessels~,400 mm! would be
much more susceptible to rupture due to intraluminal bubble
expansion than large blood vessels~.800mm!. This predic-
tion appears to be consistent with the observation of vascular
injuries in animals produced by SWL.12
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Within a symmetrical branching cylindrical structure open at one end and closed at the other, the
ratio of the first overtone to the fundamental is either greater or less than 3, depending on the ratio
of the distal branch length to the parent trunk length. For an unoccluded structure, the ratio is
generally above 3. For an occluded structure, the ratio is generally below 3. This acoustical
frequency ratio technique may be used to infer the extent of unilateral distal branch occlusion in a
branching structure. ©1998 Acoustical Society of America.@S0001-4966~98!03611-X#

PACS numbers: 43.80.Jz, 43.58.Bh@FD#

INTRODUCTION

When fluid in a branching duct is driven by a vibrating
piston, waves are transmitted and reflected throughout the
structure. The multiple reflections at the bifurcations gener-
ate waves traveling in the opposite direction which, upon
interacting with the incident waves, lead to the production of
standing waves. The resulting stationary oscillations are re-
lated to the phenomenon of resonance.1

I. ACOUSTIC RESONANCE CONDITIONS IN
BRANCHING STRUCTURES

Resonance is defined as that frequency at which the re-
active component of the input impedance vanishes.1 The ex-
act resonance conditions2 associated with the propagation of
a harmonic wave within a branching structure, open at one
end and closed at the distal ends of the branches, have been
determined for the general case of a rigid symmetrical
branching network involving an arbitrary number,N, of
nodal orders of bifurcation. Consider theNth-order sym-
metrical branching network of Fig. 1. At any given level of
bifurcation, the branches are characterized by a lengthl i and
areaSi , for i 51,2,̄ ,N. The end atz0 is open, and the
distal endszN of each terminal branch are closed. The com-
pleteNth-order resonance condition is

l 11k21 arctan@~2S2 /S1!tan k$ l 2

1k21 arctan@~2S3 /S2!tan k@ l 31¯1k21

3arctan@~2SN21 /SN!tan klN%#5~2n21!p/2k, ~1!

for modal numbern51,2,3,... and wherek is the wave num-
ber k5v/c ~v is the angular frequency, andc is the sound
speed in air!.

Proceeding proximally from the most distal branchl N ,
each successive branch is modified by an area-weighted op-
erator of the form

Pi5k21 arctan@~2Si /Si 21!tan k, i 52,3,...,N, ~2!

involving tangent and inverse tangent functions. The result-
ing equivalent length of this application of the operator,
when added to the true length of the length of the immedi-
ately adjacent proximal branch, becomes the object length of
the next application of the operator. It is evident that the
degree to which a specific branch is successively embedded
within the argument of the nested area-weighted trigonomet-
ric operators reflects its nodal order within the hierarchy of
branches. In operator formalism, the general resonance con-
dition becomes

l 11P2@ l 21P3$ l 31¯1PNl N%#5~2n21!p/2k,

for n51,2,3,... . ~3!

The resonance conditions associated with the propaga-
tion of a harmonic wave within rigid, lossless symmetrical3

and asymmetrical4 branching structures have been previously
derived.

For a cylindrical straight tube open at one end and
closed at the other, the ratio of the first overtonef 2 to the
fundamental frequencyf 1 is 3. In a bifurcating structure, an
f 2 / f 1 ratio of 3 is maintained only if the total area at any
branch level is the same as that of the parent trunk area.
Indeed, if the total area at all branch levels is constant and is
equal to the area of the parent trunk, the observed modal
pattern associated with this equi-areal branching structure
will be indistinguishable at the open end from the pattern of
modes observed with a nonbranching structure.

Consider a symmetrical first-order branching structure
with two daughter branches. If the bifurcation is partially
occluded~as in Fig. 2!, such that sound waves are transmit-
ted down one set of branches but not down the other, a
heminodal occlusion occurs. This has the effect of halving
the area distal to the first bifurcation.

a!Correspondence address: Dept. of Anesthesiology, University of Medicine
and Dentistry of New Jersey, Clinical Academic Building, 125 Paterson
St., New Brunswick, NJ 08901. Electronic mail:kfarnetter@aol.com
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In the case of an idealized symmetric Weibel lung,5,6 the
diameters di of successive branches are related bym
5di 11 /di5221/350.794 so that the area of a successive
branch must be proportional tom250.63 of the preceding
branch, i.e.,S250.63S1 , S350.63S2 , etc.

For a Weibel-like symmetrical first-order branching
structure, the total area of the two daughter branches is 2S1 ,
and the corresponding area ratio is 2S2 /S151.26. In the case

of a heminodal occlusion, the postnodal area ratio is halved,
i.e., S2 /S150.63.

Applying the resonance conditions as described above,
one obtains unoccluded:

l 11k21 arctan@1.26 tankl2#5~2n2 l !p/2k, ~4!

hemioccluded:

l 11k21 arctan@0.63 tankl2#5~2n21!p/2k

for n51,2,3,... . ~5!

Theoretical calculations indicate that whenever the
branch areaST distal to the first node is greater than the
parent trunk areaS1 in a symmetric unoccluded structure,
then f 2 / f 1.3. When one of the two branches is occluded at
the single node, i.e., when a heminodal occlusion is present
such thatST,S1 , then f 2 / f 1,3. It was decided to deter-
mine whether this occurs experimentally. WhenST5S1 ,
then f 2 / f 153.

For a branching structure withN orders of bifurcation,
the transcendental nature of Eq.~1! does not permit an ex-
plicit, closed-form analytical solution for the frequency ratio
f 2 / f 1 . However, in the specific case of a branching structure
where l 15 l 2 , it can be readily shown that, for theunoc-
cludedcase, the expected maximum value of the frequency
ratio f 2 / f 1 is

f 2 / f 15@3p/22arctan$~2S2 /S1!1/2%#/@p/2

2arctan$~2S2 /S1!1/2%#, ~6!

and, for theoccludedcase,

f 2 / f 15@3p/22arctan$~S2 /S1!1/2%#/@p/2

2arctan$~S2 /S1!1/2%#. ~7!

FIG. 1. AnNth-order symmetrical branching network with branch lengthsl i and cross-sectional areasSi( i 51,2,3,...). The network is open at nodal pointz0

and closed at the distal endszN .

FIG. 2. A nodal hemiocclusion of the single bifurcation of a first-order
symmetrical branching structure. One of the two distal branches is com-
pletely occluded~shaded area!.
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Thus, the greater the ratio of the distal branch area to the
parent trunk area, the greater the peak or trough of the cor-
responding maximum and minimum seen for the frequency
ratios. It turns out, experimentally as well as theoretically,
that the respective extrema occur whenl 15 l 2 . Note that
when either 2S2 /S1 or S2 /S1 , respectively, approach 1 in
Eqs. ~6! and ~7!, the corresponding frequency ratios both
approach 3, as expected.

II. EXPERIMENTAL METHODS

A custom blown-glass rigid, symmetrical structure with
a single bifurcation was placed in the upright position, open

end up and distal closed ends down~Witeg Scientific, Ana-
heim, CA!. The dimensions of the parent trunk were held
constant for all measurements, namely,l 1511.0 cm and in-
ner diameterd152.1660.3 mm. The diameters of the distal
branches were fixed and blown so as to exhibit a fractional
decrease in area comparable to that expected in a Weibel6

morphometric model of the lung. The inner diameter of each
distal branch was 1.66 cm60.2 mm. This resulted in the
following: a diameter ratiod2 /d150.76 ~within 4% of the
theoretical Weibel model ratio!, and a corresponding calcu-
lated area ratio 2S2 /S151.18 ~within 6% of the correspond-
ing Weibel ratio!.

FIG. 3. For an unoccluded symmetrical branching structure, the frequency ratio~first-overtone-to-fundamental! is always three times greater than the
branch-length ratio~distal branch length/parent trunk length!.

FIG. 4. For a symmetrical first-order branching structure with one of its two distal branches completely occluded, the frequency ratio is always less than three
times the branch-length ratio.
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Three distinct measurement sets were obtained for both
unoccluded and occluded states. A heminodal occlusion was
performed by filling one of the distal branchescompletely
with water ~up to the horizontal level allowed by the bifur-
cation, without spillage into the other branch!, as illustrated
in Fig. 2. The length of the other ‘‘unoccluded’’ branch was
progressively filled with water, and the true distal lengthl 2

was taken to be the distance from the bifurcation to the water
level in the unoccluded branch.

Random noise was generated using an Auditec random
noise CD. The noise signal was amplified with a RadioShack
MPA-46 PA amplifier with 35-watt capability, and transmit-
ted through a 4 in. speaker mounted in a rectangular baffle
into the open proximal end of the glass bifurcating structure.
Clipping was avoided by observing the input noise signal on
a type 654B storage oscilloscope. The speaker’s random-
noise output, directed toward the open end of the studied
glass model, as well as any present resonance amplification,
was detected by a subminiature Knowles Electret model EM-
3046 microphone~43632.28 mm! placed within the parent
trunk at a distance of 2 cm from the open end. A computer-
based data acquisition and analysis system was set up. Using
a Gateway 2000 computer with a Pentium chip, the micro-
phone analog output signal was amplified with a noninvert-
ing operational amplifier, and digitized by means of a Data
Translation DAS-1801 a/d board at a sampling rate of 20 000
Hz. To minimize line separation in the frequency domain, a
large sample size was used. Each final FFT determination
was calculated with aLABVIEW real-time fast Fourier trans-
form program based on a sample size of 8224 data points
sampled, and ensemble-averaged over ten consecutive FFTs
to give the resulting plot. To avoid aliasing, the input signal
was band-limited to frequencies less than half of the sam-
pling frequency.

Because the theoretical impedances are purely reactive,
it is possible to infer that resonance occurs at those maxima
associated with a spectral display of the moduli of the com-
plex components of the FFT. For display purposes, an FFT
display of the moduli was performed for the frequency rate
of interest, and a manually controlled cursor was used to
determine the frequencies at which distinct frequencies oc-
curred. All observed frequency measurements were per-
formed with a manually controlled cursor with a resolution
no better than66 Hz.

III. RESULTS

The resulting plots of frequency ratiosf 2 / f 1 versus
length ratiosl 2 / l 1 were in complete conformity with the the-
oretical predictions. For the unoccluded bifurcating structure
shown in Fig. 3, the frequency ratio always exceeded 3. For
the same structure hemioccluded at its single bifurcation, as
shown in Fig. 4, the frequency ratio always was less than 3.
As the l 2 / l 1 ratio increases, i.e., as the relative length of the
daughter branches increases, thef 2 / f 1 ratio asymptotically
approaches 3—in the case of the unoccluded case from
above, in the case of the hemioccluded structure from below.
When the distal branches are very short, i.e., asl 2 / l 1 ap-

proaches zero such that only the parent trunk remains, the
f 2 / f 1 approaches 3, the known ratio for an unbranched struc-
ture open at one end and closed at the other.

IV. CONCLUSIONS AND DISCUSSION

In a branching structure like the lung, a variety of acous-
tical approaches has been used to obtain pulmonary charac-
teristics, including the observation of resonance mode2–4 and
spectral band changes7–9 in the presence of random noise,
area-distance curves10–13 using an acoustic pulse response
technique, and inverse numerical methods.14 The real-time
frequency-ratio approach described above may have poten-
tial clinical utility in the diagnosis of an obstruction in a
bronchial mucous plug close to the carina or a unilaterally
developing lung infiltrate~both of which would encroach
upon the available lung volume!, as would be suggested by
an f 2 / f 1 ratio less than 3.
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